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The Volume II is entitled “Neurostimulation and pharmacological approaches”. 
This volume describes augmentation approaches, where improvements in brain 
functions are achieved by modulation of brain circuits with electrical or optical 
stimulation, or pharmacological agents. Activation of brain circuits with electrical 
currents is a conventional approach that includes such methods as (i) intracortical 
microstimulation (ICMS), (ii) transcranial direct current stimulation (tDCS), and 
(iii) transcranial magnetic stimulation (TMS). tDCS and TMS are often regarded as 
noninvasive methods. Yet, they may induce long-lasting plastic changes in the brain. 
This is why some authors consider the term “noninvasive” misleading when used to 
describe these and other techniques, such as stimulation with transcranial lasers. 
The volume further discusses the potential of neurostimulation as a research tool in 
the studies of perception, cognition and behavior. Additionally, a notion is expressed 
that brain augmentation with stimulation cannot be described as a net zero sum 
proposition, where brain resources are reallocated in such a way that gains in one 
function are balanced by costs elsewhere. In recent years, optogenetic methods 
have received an increased attention, and several articles in Volume II cover different 
aspects of this technique. While new optogenetic methods are being developed, the 
classical electrical stimulation has already been utilized in many clinically relevant 
applications, like the vestibular implant and tactile neuroprosthesis that utilizes 
ICMS. As a peculiar usage of neurostimulation and pharmacological methods, 
Volume II includes several articles on augmented memory. Memory prostheses are 
a popular recent development in the stimulation-based BMIs. For example, in a 
hippocampal memory prosthesis, memory content is extracted from hippocampal 
activity using a multiple-input, multiple-output non-linear dynamical model. As to 
the pharmacological approaches to augmenting memory and cognition, the pros 
and cons of using nootropic drugs are discussed. 
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The exponential growth in publications represents a major challenge for researchers.
Many scientific domains, including neuroscience, are not yet fully engaged in exploiting
large bodies of publications. In this paper, we promote the idea to partially automate
the processing of scientific documents, specifically using text mining (TM), to efficiently
review big corpora of publications. The “cognitive advantage” given by TM is mainly
related to the automatic extraction of relevant trends from corpora of literature, otherwise
impossible to analyze in short periods of time. Specifically, the benefits of TM are
increased speed, quality and reproducibility of text processing, boosted by rapid updates
of the results. First, we selected a set of TM-tools that allow user-friendly approaches
of the scientific literature, and which could serve as a guide for researchers willing to
incorporate TM in their work. Second, we used these TM-tools to obtain basic insights
into the relevant literature on cognitive rehabilitation (CR) and cognitive enhancement
(CE) using transcranial magnetic stimulation (TMS). TM readily extracted the diversity of
TMS applications in CR and CE from vast corpora of publications, automatically retrieving
trends already described in published reviews. TMS emerged as one of the important
non-invasive tools that can both improve cognitive and motor functions in numerous
neurological diseases and induce modulations/enhancements of many fundamental brain
functions. TM also revealed trends in big corpora of publications by extracting occurrence
frequency and relationships of particular subtopics. Moreover, we showed that CR
and CE share research topics, both aiming to increase the brain’s capacity to process
information, thus supporting their integration in a larger perspective. Methodologically,
despite limitations of a simple user-friendly approach, TM served well the reviewing
process.

Keywords: text mining, transcranial magnetic stimulation, cognitive, rehabilitation, enhancement

INTRODUCTION
Gathering accurate and reliable information from web reposi-
tories became increasingly complex because of the exponential
growth in the number of publications. For example, a PubMed
search retrieved 9407 papers including 1172 reviews for TMS
in “All Fields,” and the ratio became 8186/988 when the filter
“[Title/Abstract]” was applied. Reading without some selection
criteria becomes challenging. Even when selectively focusing on
specific topics in a review, this increases the chances to miss trends
shown only by huge bodies of literature. Thus, when processing
vast corpora of publications, we are facing challenges that require
automated solutions. One of the most promising approaches to
alleviate these problems is to assist the human operator with
computers running artificial intelligence applications. Here, we
selected one of these applications, text mining (TM), and showed
that TM will enable us to efficiently deal with huge amounts of
information from the TMS-related literature.

Our approach was also motivated by the fact that, neuroscience
has to make efforts to integrate data mining and TM when deal-
ing with huge and diverse experimental datasets (Akil et al., 2011)
and text documents. TM is able to catch the complexity of all
relevant studies in an efficient manner. Statistical and natural lan-
guage processing (NLP) procedures to “mine” the literature have
been developed to address big data general problems (Dias et al.,
2011). Here, we used a practical approach to promote TM as a
tool for the reviewing process. Specifically, we selected a set of
TM-tools that allowed user-friendly approaches to reveal relevant
outcomes in large corpora of publications. Our intention was to
use TM-tools that are not too demanding on programming skills,
required knowledge and training period. Therefore, the exam-
ple set of TM-tools could serve as an attractive guide map for
researchers willing to incorporate TM in their work.

Next, we demonstrate the use of TM-tools in gaining basic
insights into the relevant literature on cognitive rehabilitation
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(CR) and cognitive enhancement (CE) using transcranial mag-
netic stimulation (TMS). TMS is a valuable non-invasive
perturbation method used to address fundamental and clini-
cal neuroscience questions, both in human and animal models.
Cognitive rehabilitation (CR-TMS) and cognitive enhancement
(CE-TMS) are two important TMS applications. Indeed, TMS
is establishing itself as major tool used in rehabilitation improv-
ing a wide variety of impaired mental functions (Miniussi and
Rossini, 2011; Kammer and Spitzer, 2012; Vicario and Nitsche,
2013). Moreover, recent studies reported TMS-induced enhance-
ments of normal brain functions (Brem et al., 2014; Luber and
Lisanby, 2014).

The TM application to CR- and CE-TMS literature was
focused on two main aspects. First, we aimed to show that TM
could reveal the diversity of TMS applications in CR and CE,
automatically retrieving trends already described in published
reviews. Second, we specifically aimed to find trends only notice-
able in big corpora of publications. The main feature of our
findings is given by the statistical power of such analyses. Detailed
analyses of the CR- and CE-TMS literature revealed relevant
terms in the form of lists, topics and classes of terms associated
with specific subtopics. It also showed relations between the rele-
vant terms in the form of co-occurrences maps, groups of relevant
terms with high probability co-occurrences and lists of relevant
relational verbs. Moreover, the TM approach revealed conclu-
sive sentences that appeared with a high probability. Finally, a
large-scale corpora perspective showed that CR-TMS and CE-
TMS share research topics allowing us to make inferences about
their similarities. Although they start from specific states of the
brain (impaired for CR and normal for CE), both aim to increase
the brain’s capacity to process information and to optimize adap-
tation. This unitary perspective is supported by fields that use
TMS in diagnostic (TMS-DIAG) or in clinical and fundamen-
tal research (TMS-RES), which show that TMS is effective for
changing and studying normal and abnormal brain processes.
Accordingly, CR-TMS and CE-TMS also share research topics
with these fields, showing their appurtenance to a larger con-
text, which integrates diagnostic, fundamental research and fMRI
studies.

TEXT MINING AS A METHOD TO PARTIALLY AUTOMATE THE
REVIEWING OF BIG CORPORA OF PUBLICATIONS
Scholarly journals and data sources are increasingly available
in electronic and Open Access form. Nonetheless, availability is
not enough to extract specific information, mainly due to the
abundance of information. TM comes with solutions for this
problem offering automated methods to extract condensed infor-
mation hidden within huge volumes of publications. TM can be
achieved using several complementary approaches (Cohen and
Hunter, 2008). Co-occurrence-based methods look for concepts
that occur in the same unit of text (sentence/abstract) and posit
a relationship between them. The statistical or machine learn-
ing systems rely on statistic properties of the text and work
by building classifiers that operate on any level, from labeling
part of speech to classifying full sentences or documents. The
rule-based systems use knowledge about how language is struc-
tured and about how domain relevant things, facts and their

relationships are stated in publications. The main areas/stages
of TM are (Lourenco et al., 2009): Information Analysis that
includes Information Retrieval and Information Extraction (e.g.,
Name Entity Recognition, Relationship Extraction, document
classification and summarization); Information Synthesis that
uses the databases generated by Information Extraction for
answering simple questions, discovering new information and
generating hypotheses.

A wide variety of publications and software tools approach TM
at different levels of complexity, hampering the selection of rel-
evant TM-tools. We chose a specific set of TM-tools, aiming to
evaluate how they can help the TM-non-specialist accelerate the
review of big corpora of literature, using the following criteria:

a. Allow a user-friendly approach by selecting TM-tools requir-
ing medium investments in training, programming and
specific knowledge.

b. Use free open-source software, selected based on features like:
easiness of installation; quality of the documentation and
support; accessible formats for input and output.

c. Use TM-tools with general functionalities like: allowance of
document corpora; pre-processing the text; built-in biomed-
ical Name Entity Recognition; queries to a document or
corpora; support for ontologies and terminologies.

We used three groups of TM-tools that served different purposes:

I Basic resources that gave foundation to TM: the MeSH
browser; the PubMed repository of publications; reposi-
tories of NLP resources (e.g., Neuroscience Information
Framework, National Institute of Neurological Disorders and
Stroke).

II TM-tools II (Table 1) that are web-based ready-to-use tools
requiring no programming efforts and performing simple
TM tasks (Lu, 2011).

III TM-tools III that were used in the final stage of the study
optimized for the reviewed topics:

1. Statistical or machine-learning-based approaches: Mallet
(McCallum, 2002), Text to Matrix Generator (TMG)
(Zeimpekis and Gallopoulos, 2006) and Matlab applica-
tions for NLP.

2. TM-tools with predefined NLP processing stream: KH
Coder (Higuchi, 2012).

3. Integrated environments for visual programming of NLP:
VisualText (Meyers, 2003; Alfred et al., 2014).

4. Biomedical TM rule-based approaches using fully auto-
mated stages in text processing: Anote2 (Lourenco et al.,
2009) and Biological Research Assistant for TM (BioRAT)
(Corney et al., 2004).

A PRACTICAL APPLICATION OF THE TEXT MINING TO
LITERATURE ON COGNITIVE REHABILITATION AND
ENHANCEMENT THROUGH NEUROSTIMULATION
To show that TM enables us to efficiently deal with big cor-
pora of publications and for publishing practical reasons, the
TM application to CR- and CE-TMS literature was limited
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Table 1 | TM-tools II presented in the order (indicated by numbers) of their use.
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Mesh 1 1 1 Terms (T)

PubMed 1 1 1 Search optimization; Corpus (C)

MEDSUM 1 1 1 1 Statistic

PubReMiner 1 1 1 1 Statistic

LingerCat 1 1 1 T cloud; papers - T relationships

Carrot 1 1 1 1 Clustering papers; Plot clusters

Anne O’Tate 1 1 1 1 Clustering papers; statistic; Topics

BioTextQuest 1 1 1 1 Clustering papers; Biomedical T

askMEDLINE 1 1 1 1 1 Bottom Line summary of abstracts

Ultimate Res. Assistant 1 1 1 1 Text summarization; Taxonomies; 
Mind maps

Quertle 2 2 2 2 2 2 Ranking papers; Subject -verb -
object relationships

GoPubMed 2 2 2 2 2 2 Clustering papers; Statistic

PubMatrix 3 T 3 Matrix of terms co - occurrence

Medline Ranker 3 C 3 3 3 3 Ranking papers; Evaluate ranking 
performance

XplorMed C 3 3 3 Clustering papers; T relationships

Textpresso Neuroscience 4 4 4 4 4 Information Extraction; 
Transition to TM- tools III

Gray scale qualitatively codes their weights in TM (the darker, the higher the importance). Each subgroup (1–4) includes kernels of TM-tools (circled red) and

“targeted processing” (red text) that have the highest importance for our study. INPUT: query terms (T) = query using combinations of terms; query sentences

(S) − query using free text or questions; predefined = fixed user-predefined input consisting of lists of terms or publications; filters = tuning the search using

supplementary terms, constrains regarding the type/part of the publication to be processed etc. OUTPUT: Statistic about authors, journals, papers per year, topics;

corpus (C) = retrieving sets of relevant papers; terms (T) = extracting lists of frequent and relevant terms and their relationships; sentences (S) = extracting relevant

sentences and paper summaries. Targeted processing = processing from the TM-tool repertoire used for this review. The last 7 columns show topics whose

corpora of publications were studied with TM (gray scale codes the weight of the approach). References: MEDSUM (Bridges-Webb, 1986), PubReMiner (Koster,

2008), LingerCat (Sarkar et al., 2009), Carrot2 (Carpineto et al., 2009), Anne O’Tate (Smalheiser et al., 2008), BioTextQuest (Iliopoulos et al., 2001), askMEDLINE

(Fontelo et al., 2005), Ultimate Research Assistant (Hoskinson, 2005), Quertle (Giglia, 2011), GoPubMed (Doms and Schroeder, 2005), PubMatrix (Becker et al.,

2003), Medline Ranker (Fontaine et al., 2009), XplorMed (Perez-Iratxeta et al., 2001), Textpresso for Neuroscience (Muller et al., 2008).

to few aspects. First, we aimed to show that TM could
retrieve the diversity of TMS applications in vast corpora of
publications about CR and CE (see Cognitive Rehabilitation and
Enhancement Accomplished with TMS), automatically retrieving
trends already described in published reviews (see Discussions
and Conclusions). Second, we looked for trends noticeable only in
big corpora of publications, relying on the statistical power of the
analyses and including results like topics’ occurrence frequency
and relationships, relevant relational verbs, and high proba-
bility conclusive sentences (see Cognitive Rehabilitation and
Enhancement Accomplished with TMS). Furthermore, we ana-
lyzed large context relationships between topics showing how CR-
and CE-TMS integrate with diagnostic, fundamental research and
fMRI studies (see A General Context).

Using TM to efficiently review corpora of publications requires
roughly three stages: pre-TM-processing, TM-processing,
and post-TM-processing. In this paper, we focused on the

TM-processing by showing mainly the “raw” TM results.
Accordingly, the seemingly redundant diversity of results is
determined by our intention to illustrate few similar results given
by different TM-tools.

We used a multi-stage and multi-tool approach ordered by
the complexity in TM, which was gradually increased, starting
with TM-tools II and continuing with TM-tools III. The same
analysis was performed with few TM-tools (Table 2), which can
be regarded as alternative solutions for the same problem. This
helped us to cope with the limited perspective offered by different
TM-tools, to perform comparisons and cross-validations, and to
build synthetic results.

The main classes of TM processing on the selected corpora
were:

– Statistics about the number of publications, authors, jour-
nals; thematic/MeSH headings division of the field; clustering
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Table 2 | Number of publications retrieved from PubMed using search

queries defined previously.

Search query Publications per search filter:

TIAB PBRK TIABREV

CR-TMS 4074 0.913 641

CE-TMS 181 0.956 41

TMS 8386 0.909 1018

CR 4220 0.896 914

CE 1235 0.895 312

TMS-DIAG 212 0.994 68

TMS-RES 360 0.994 93

TMS-fMRI 875 0.906 211

PBRK, the probability of correct ranking of a random positive-negative pair of

publications determined with Medline Ranker.

of publications; selection and ranking of relevant corpora of
papers necessary for TM-tools III (all performed with TM-
tools II).

– Extract relevant terms and their relationships, involving: cat-
egorization of key concepts; building correlation matrices for
relevant terms and showing the most informative correlations;
showing the topological maps of the main terms, using their
relationships inferred from co-occurrence in the same text
units.

– Retrieve automatically relevant sentences, study their prob-
ability of occurrence, and identify parts-of-sentence (e.g.,
predicates) relevant for deriving conclusions.

– Build a “map of science,” which characterize large-scale rela-
tionships between multiple topics. Each topic-topic rela-
tionship was evaluated based on common relevant terms
retrieved from each corpus, similar thematic clustering of
the publications, common authors, journals and publications
approaching both topics.

To create a larger context allowing a better understanding of CR-
and CE-TMS, we selected topics like TMS, CR, CE, TMS-RES,
TMS-DIAG, and TMS-fMRI. Figure 1 presents a “qualitative
hypothesis” about the topology of this context and we used TM to
test it. Corpora of publications for each topic were retrieved using
the following PubMed queries:

– For CR-TMS: (“transcranial magnetic stimulation”) AND
(“cognitive rehabilitation” OR “rehabilitation” OR “cognitive
therapy” OR “therapy” OR “cognitive recovery” OR “recov-
ery” OR “cognitive treatment” OR “treatment” OR “cogni-
tive repair” OR “neurorehabilitation” OR “improvement” OR
“decrease”).

– For CE-TMS: (“transcranial magnetic stimulation”) AND
[(“cognitive enhancement”) OR (“cognitive augmentation”)
OR (“cognitive improvement”) OR (“cognitive enrichment”)
OR (“cognitive amelioration”) OR (“neuroenhancement”)].

– For TMS: “transcranial magnetic stimulation.”
– Queries for CR/CE include the second operand of the AND

operator in the CR-TMS/CE-TMS queries.

FIGURE 1 | Qualitative approximation of a larger context for CR- and

CE-TMS. Topics are represented by ellipses with CR-TMS (filled blue) and
CE-TMS (red) representing intersections of topics.

All queries were used separately with two filters (“[Title/
Abstract]” (TIAB-filter) and “[Title/Abstract] AND Review”
TIABREV-filter) creating two separate corpora of abstracts:
TIAB-corpora (the main target for TM) and TIABREV-corpora
(used for comparisons). Empty or less relevant abstracts were
removed from the corpora. Corpora were also compared with
local databases and missing publications were added manually.

Finally, the TM results were evaluated in few ways. First of
all, we used TM-tools that are already tested and evaluated,
building our results on this general basis. Second, we used the
post-hoc judgment of the system outputs (Cohen and Hunter,
2008) in few stages, and compared: results of similar processing
(e.g., term extraction) performed with different TM-tools using
TIAB-corpora (see A Practical Application of the Text Mining
to Literature on Cognitive Rehabilitation and Enhancement
Through Neurostimulation); results of similar processing using
TIAB-corpora vs. TIABREV-corpora (see A Practical Application
of the Text Mining to Literature on Cognitive Rehabilitation
and Enhancement Through Neurostimulation); TM-results vs.
manual-curated results (see Discussions and Conclusions).

A GENERAL CONTEXT
We used TM-tools II to determine relationships that put CR- and
CE-TMS topics in the same neighborhood on a “map of science.”
An outline of the main results includes:

1. MeSH headings mention TMS as a preferred term, defined
by its use in brain mapping, neurophysiology and treatment
of depression (replacing electroconvulsive therapy), while
paired-pulse TMS, rTMS and single-pulse TMS are narrower
concepts. The MeSH tree considers that TMS belongs to the
fields of neurological diagnostic and therapeutic techniques.
CR is related with MeSH headings like Cognitive Therapy,
Rehabilitation and Treatment/Rehabilitation Outcome, and
CE is related with Cognitive Therapy, Nootropic Agents and
Cognitive Enhancers.
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2. The number of the publications retrieved from PubMed
(Table 2) for each topic.

It is noteworthy that a large number of reviews were written for
each topic.

3. The number of publications per year evaluating the inter-
est for each topic (Figure 2), which showed the following
trends:

– The interest for all topics increased in the last decades;
– TMS generated numerous publications per year;
– CR-TMS has a stronger representation than CE-TMS;
– Across-topics perspectives (CR & CE; CR & CE-TMS; TMS-

DIAG & RES) are less represented.

FIGURE 2 | Number of publication per year (2014∗, only the first 3

months) for different topics: TMS, CR-TMS, and CE-TMS (A); CE and

CR (B); applications of TMS in research (TMS-RES), diagnostic

(TMS-DIAG) and concurrent TMS-fMRI (C). Results for topics
represented by small numbers of publications are multiplied by 10 (×10).
We show also results for conjunctions of topics: (CR&CE-TMS) (A);
(CR&CE) (B); (TMS-DIAG&RES) (C).

– Fundamental research (e.g., TMS-RES, TMS-DIAG) is less
represented than practical applications (e.g., CR-TMS).

4. Co-occurrence matrix for terms used to build the search
queries, retrieved with PubMatrix (Figures 3A,B). We made
the following observations:

– TMS co-occurred very frequently (publications ∼103) with
terms like therapy, treatment, brain function, brain physiol-
ogy, and diagnostic (mainly CR-TMS);

– TMS co-occurred frequently (publications ∼102) with
rehabilitation, recovery, cognitive treatment, improvement,
decrease, brain anatomy, brain performance, brain net-
works, psychology, brain mapping, MRI, mental disorder,
mental disease and psychiatric disorder (mainly CR-TMS
and CE-TMS);

5. Frequent terms co-occurring in different corpora (included
between brackets):

a. Among the first 10 MeSH headings, we mention:
– [CR-TMS]: Motor Cortex/physiology, TMS/methods,

Evoked Potentials, Treatment Outcome, Evoked
Potentials, Electromyography, Functional Laterality,
Stroke, Brain, Motor, (Major) Depressive Disorder;

– [CE-TMS]: TMS/methods, Brain Mapping, Brain,
Functional Laterality, Cognition, Psychomotor
Performance, Reaction Time/physiology, Motor Cortex/
physiology, Cognition Disorders, Prefrontal Cortex/
physiology.

b. Among the first 100 common MeSH headings (average fre-
quency range [51, 2010]) for groups of topics (included
between brackets), we mention:
– [CR-TMS; CE-TMS; TMS; TMS-fMRI]: Brain,

Cognition, Brain Mapping, Electromyography,
Evoked Potentials, Motor Skills, MRI, Motor Cortex/
physiology, Neural Inhibition, Neuronal Plasticity,
Neuropsychological Tests, Parietal Lobe, Prefrontal
Cortex, Psychomotor Performance, Reaction Time,
TMS/methods, Treatment Outcome;

– [CR-TMS; CR]: Brain, Chronic Disease, Cognition,
(Major) Depressive Disorder, MRI, Motor Cortex,
Neuropsychological Tests, Psychomotor Performance,
Recovery Of Function, Schizophrenia, Severity Of
Illness Index, Treatment Outcome, Neuronal Plasticity/
physiology, Recovery of Function/physiology, Stroke;

– [CE-TMS; CE]: Attention, Brain, Cognition, Learning,
MRI, Memory, Neurons, Neuropsychological Tests,
Psychomotor Performance, Reaction Time, Prefrontal
Cortex, Treatment Outcome, Cognition Disorders/
diagnosis and etiology.

c. Other trends noticed using the TM-tools II:
– Different groups of topics (e.g., [CR-TMS; CE-TMS];

[TMS; TMS-fMRI; TMS-RES; TMS-DIAG]) are con-
nected as shown by common headings/terms;

– CR-TMS related terms: motor cortex, treatment,
excitability, facilitation, antidepressant, plasticity, MEP,
stroke, Parkinson, severity of illness index, treatment
outcome, (major) depressive disorder, schizophrenia,
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FIGURE 3 | Co-occurrence matrix built with PubMatrix. The matrix
(B) represents the decimal logarithm of the number of publications
retrieved from PubMed using queries combining all possible
conjunctions of pairs of terms (e.g., TMS and neurorehabilitation),
which label the lines and the rows of the matrix. Panel (A)

represents the first line in the matrix, showing co-occurrences
involving the term TMS. Different colors (see the left color-coding bar)
represent different powers of 10. The color of the text marks terms
associated dominantly with: TMS (black); CR-TMS (red); CE-TMS
(green); TMS-RES (blue); TMS-DIAG (purple).

stroke/complications, neuronal plasticity, rehabilitation,
cognition, recovery, parietal lobe, prefrontal cortex,
psychomotor performance;

– CE-TMS related terms: prefrontal cortex, DLPFC, cog-
nition, psychomotor performance, attention, learning,
memory, performance, placebo, cognition disorders,
severity of illness index, treatment outcome, neu-
roenhancement, Hebbian, neurofeedback, enhancement,
improvement;

– [CR-TMS; CE-TMS] and [CR; CE] groups of topics
have “mental diseases” and “treatments” as common
subtopics, thus supporting the hypothesis that the rel-
ative improvement of the mental performance is a
common aspect of their definitions.

6. The first 5 authors for different topics (all including
Pascual-Leone A on the first place):

– [CR-TMS]: Fregni F, Daskalakis ZJ, Fitzgerald PB,
Rothwell JC;

– [CE-TMS]: Walsh V, Fregni F, Cowey A, Miniussi C;
– [TMS]: Rothwell JC, Hallett M, Cohen LG,

Fitzgerald PB;

Some authors covered several of the selected topics (e.g., common
authors for [CR-TMS; CE-TMS; TMS; TMS-fMRI]: Pascual-
Leone A, Cohen LG, Fregni F, Lisanby SH, Miniussi C, Rothwell
JC), and this is an indirect argument for potential connections
between topics.

7. Finally, comparisons between corpora for different topics
showed relevant numbers of common publications (Figure 4),
thus emphasizing a unitary context. Consistently, clustering
the publications for each topic using Carrot2 showed also
different clusters sharing publications.
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FIGURE 4 | Number of common publications (in decimal logarithmic

scale) for pairs of corpora representing topics labeling the rows and

the columns of the matrix. Different shades of gray (see the color-coding
bar) represent different powers of 10.

COGNITIVE REHABILITATION AND ENHANCEMENT ACCOMPLISHED
WITH TMS
First, we need to reiterate that the relevance of all the retrieved
terms is based on the idea that words co-occurring frequently
in the abstracts are related in ways intrinsically constrained by
the topic of the abstracts. Moreover, our specific selection of
publications guarantees that term like TMS (all protocols) are
present in all abstracts included in corpora. Thus, TMS is strongly
related with all frequent terms retrieved with different TM-tools.
Specifically, if, for example, the frequent terms are treatment and
depression, this means that TMS is used frequently in depression
treatment.

We used TM-tools III to increase our insights in CR-TMS and
CE-TMS literature, and selected the following groups of results:

1. Statistical or machine-learning-based NLP:

a. Topic modeling with Mallet (500 iterations, 7 topics, top-
ics proportion threshold 0.05, and removed the standard
Mallet stop-words). Each topic is a set of terms used with
high probability by the authors, thus reflecting a specific
thinking pattern involving TMS. Without knowing any-
thing about the meaning of the words in a text, topic
modeling assumes that any piece of text is written by select-
ing words from possible topics. Thus, it becomes possible to
mathematically decompose a text into probable topics from
which the words originated.

Example topics separated in CR/CE related terms (brackets) and
TMS related terms (double brackets):

a1. CR-TMS:

– [treatment, depression, clinical, therapy, disorder, major,
antidepressant, electroconvulsive therapy], [transcranial,
magnetic, stimulation, effective];

– [motor, stroke, patients, recovery, function, hemisphere,
affected, rehabilitation, limb], [magnetic, transcranial,
stimulation].

The [CR] kernel of 2 topics includes CE-related terms (e.g.,
[cortex, learn, activity, visual, memory, performance, area]).

a2. CE-TMS:

– [cortex, DLPFC, prefrontal, dorsolateral, memory, pro-
cessing], [stimulation, applied, TMS, effect, frequency],
significant;

– [cognitive, brain, healthy, functions, enhance, neuroen-
hancement, parietal, cognition], [stimulation, magnetic,
TMS], studies.

The [CE] kernel of 3 topics includes CR-related terms (e.g.,
[improvement, depression, treatment, deprivation, sleep, occip-
ital, functional, disease, fluoxetine]).

b. Term-related queries with TMG toolbox. Document retrieval
relies often on matching terms from documents with those
from queries. However, natural languages present some
challenges (e.g., polysemy, synonymy) that render term-
matching inaccurate. TMG is using latent semantic analysis
to overcome these problems (Landauer et al., 1998), based
on the application of singular value decomposition of a
term-by-document matrix (TDM).

We performed the indexing for each corpus creating new TDMs
using “common-words” stop-list, logarithmic local weights,
“GfIdf” global term weighs, normalization of terms, removing of
alpha-numerics and numbers. For dimensionality reduction and
TDM best rank approximation, we selected the dimensionality via
the use of profile likelihood (Zhu and Ghodsi, 2006). Example
results:

b1. For CR-TMS, the TDM included 607 documents, 6387
terms with average 111 indexing terms/document for the
query matrix, and the best rank approximation 360.
Among the best retrieved terms (apparition frequency >

86; range [870, 896] terms), we mention: [stimulation,
rTMS, treatment, TMS, brain, motor, depression, patients,
stroke, cortical, therapy, clinical, effects, disorders, pain,
cortex] in the first 20; [recovery, disorder, schizophre-
nia, tinnitus, excitability, cognitive, plasticity, antidepressant,
rehabilitation, mechanisms, psychiatric, symptoms, apha-
sia, language, noninvasive, sham, EEG, Parkinson, resis-
tant, human, induced, movement, neglect] in the next 80;
[cerebral, epilepsy, deep, migraine, neural, bipolar, visual,
OCD, seizures, acute, neurological, diagnosis, auditory, neu-
roimaging, reorganization, prefrontal, inhibition, improve-
ment, mood, neuropsychiatric, neuromodulation] in the next
50 terms.
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b2. For CE-TMS, the TDM included 174 documents, 3235
terms with average 117 indexing terms/document for the
query matrix, and the best rank approximation 174.
Among the best retrieved terms (apparition frequency >

37; range [776, 1010] terms), we mention: [TMS, rTMS,
motor, cortex, brain, visual, memory, cognitive, performance,
parietal, healthy, patients, learning, improvement, enhance-
ment] in the first 20; [excitability, neural, DLPFC, facil-
itation, plasticity, attention, control, prefrontal, network,
evoked, neuroscience, perception, EEG, mechanisms, mod-
ulation, semantic, training, frontal, FEF, treatment, fluoxe-
tine, neuroenhancement, sleep, emotional, skill, inhibition,
Parkinson] in the next 80; [fMRI, MEP, Wernicke, search, dis-
crimination, pain, cognition, increased, encoding, oscillatory,
language, psychiatric, decrease, experimental, stroke, illness,
major, effective, resistant, improve] in the next 50 terms.

2. Processing performed with KH Coder:

a. Determine the co-occurrence network for CR-TMS and
CE-TMS corpora using 7 sets of coding rules. A coding rule
is a list of terms connected with OR (|), AND (&) or NOT
used to “focus” the TM of the corpora toward specific top-
ics. We used coding rules (marked by brackets) that were
common for CR-TMS and CE-TMS: [TMS] (transcranial
& magnetic & stimulation | rTMS | TBS etc.); [mental dis-
abilities] (depression | stroke | schizophrenia etc.); [brain
functions] (memory | learning | attention etc.); [research
methods] (fMRI | EEG etc.); [verbs-] describing negative
effects of the stimulation (fail | worsen | damage | debilitate
| miss etc.). To these we added a set of rules specific to CR-
TMS/CE-TMS: [verbs+] describing positive effects for CR-
TMS (rehabilitate | treat | recover | restore etc.) or CE-TMS
(enhance | improve | augment | strengthen etc.); [CR-TMS-
effects] (rehabilitation | cognitive & rehabilitation | cogni-
tive & therapy | neurorehabilitation etc.); [CE-TMS-effects]
(performance | enhancement | neuroenhancement | neu-
romodulation etc.). The co-occurrence networks revealed

that the terms from the coding rules [TMS], [CR-TMS-
effects], [mental disabilities] and [Verbs+] have the high-
est co-occurrence frequency in the CR-TMS corpus. The
CE-TMS corpus is characterized by high co-occurrence
frequency of the terms from the coding rules [TMS],
[CE-TMS-effects] and [Verbs+].

b. Determine the keyword-in-context (KWIC) collection for
terms in both CR-TMS (Table 3) and CE-TMS (Table 4).
The KWIC statistic revealed information about both the
relevant terms co-occurring with specific query terms
(e.g., TMS) and statistical regularities (e.g., probable
word positions) about the way the scientists build their
statements.

3. Summary of results obtained with VisualText, ANote2,
BioRAT and our Matlab applications (MAPP). All TM-
tools used similar resources, including: dictionaries (mental
disabilities, brain anatomy, cognitive processes, built using
Neuroscience Information Framework (NIF) resources; CR-
TMS-effects, CE-TMS-effects and TMS, built using our term
statistic, similar with KH Coder coding rules); ontologies
(NIF gross-anatomy and NIF dysfunction; human disease
and neuro-behavior ontology from The Open Biological and
Biomedical Ontologies Foundry); lexical words (Mallet stop-
words; verbs+ and verbs- for CR-TMS and CE-TMS, similar
with KH Coder rules). Each dictionary/ontology could be con-
sidered a class of terms (indicated by brackets; e.g., [mental
disabilities]).

The text processing relied on predefined streams of processing or
on existing libraries of examples (e.g., TAIParse general text ana-
lyzer for VisualText). Our Matlab applications (MAPP) were used
to handle the results, to perform relation extraction and to extract
sentences with high probability of occurrence (low perplexity
coefficients, PP).

We summarized here few results from the following pro-
cessing: Evaluate term frequency and co-occurrences and per-
form Name Entity Recognition using lexical resources (ANote2,

Table 3 | KWIC examples for CR-TMS.

Word Total LT RT L5 L4 L3 L2 L1 KW R1 R2 R3 R4 R5

Treatment 160 63 97 25 11 11 16 0 TMS 5 17 53 12 10

Depression 113 37 76 8 11 18 0 0 TMS 0 22 13 14 27

Alzheimer 100 55 45 20 13 19 3 0 TMS 2 12 10 5 16

Therapy 98 58 40 25 4 3 26 0 TMS 5 3 6 22 4

fMRI 79 57 22 14 6 19 18 0 TMS 0 3 8 0 11

Stroke 50 35 15 9 5 11 10 0 TMS 0 4 3 4 4

Disorder 38 27 11 9 3 2 13 0 TMS 0 0 6 4 1

Recovery 34 28 6 15 6 4 3 0 TMS 0 2 0 0 4

Schizophrenia 15 12 3 5 1 2 4 0 TMS 0 1 0 0 2

Parkinson 14 6 8 2 4 0 0 0 TMS 0 5 1 1 1

Improvement 13 5 8 3 0 1 1 0 TMS 0 0 2 1 5

Neurorehabilitation 20 14 6 7 0 1 6 0 TMS 0 2 1 1 2

Columns show the number of co-occurrences of the context word (left) at different positions left/right (L5-L1/R1-R5) in the sentence relative to the query keyword

(KW) and their total (LT/RT).
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Table 4 | KWIC examples for CE-TMS.

Word Total LT RT L5 L4 L3 L2 L1 KW R1 R2 R3 R4 R5

Induce 29 6 23 2 1 3 0 0 TMS 3 15 1 2 2

Performance 24 12 12 5 4 3 0 0 TMS 0 1 7 2 2

EEG 18 5 13 2 0 1 2 0 TMS 0 11 1 1 0

Paired-pulse 17 16 1 0 1 2 0 13 TMS 0 0 0 0 1

Cognitive 16 4 12 2 0 2 0 0 TMS 1 2 6 2 1

Memory 13 9 4 2 3 3 1 0 TMS 0 1 1 2 0

Stimulation 13 5 8 1 2 0 2 0 TMS 2 0 3 2 1

fMRI 9 7 2 1 1 3 2 0 TMS 0 2 0 0 0

Enhance 8 3 5 1 1 1 0 0 TMS 1 2 0 2 0

Facilitate 7 1 6 1 0 0 0 0 TMS 1 1 0 3 1

Improve 6 1 5 0 0 1 0 0 TMS 1 3 0 0 1

Perception 5 3 2 0 2 1 0 0 TMS 0 0 0 0 2

MAPP); Relations Extraction (ANote2, MAPP); Extract relevant
sentences (VisualText, BioRAT, MAPP). The selected results are:

a. Terms statistic from Name Entity Recognition applied to
CR-TMS (ANote2; 27506 annotations):

– Top terms (number of occurrences): treatment (1177),
rTMS (1000), brain (982), TMS (1410), therapy (503),
depression (456), stroke (420);

– Classes of terms (class per document, number of occur-
rences for all terms of the class): [neuro-behavior ontol-
ogy] (22.8, 14903), [CR-TMS-effects] (4.8, 3163), [TMS]
(4.3, 2811), [mental disabilities] (3.2, 2073), [cognitive
processes] (1.6, 1028), [CE-TMS-effects] (0.2, 137);

– Examples from the detailed class statistic (ANote2, MAPP;
parentheses indicate number of occurrences):
◦ [TMS]: rTMS (1301), TMS (1466), TBS (32);
◦ [CR-TMS-effects]: treatment (1177), decrease (27), inhi-

bition (96), antidepressant (175), antipsychotic (23),
neurorehabilitation (45), recovery (286), rehabilitation
(171), therapy (503);

◦ [mental disabilities]: ADHD (25), Alzheimer’s (14), OCD
(92), Parkinson (104), Tourette (9), anxiety (49), audi-
tory hallucinations (24), bipolar depression (27), bipo-
lar disorder (25), depression (462), epilepsy (77), major
depressive disorder (111), neglect (68), psychiatric disor-
ders (80), schizophrenia (158), seizures (69), stress (25),
stroke (422), tinnitus (153);

b. Terms statistic from Name Entity Recognition applied to
CE-TMS (ANote2; 7404 annotations):

– Top terms (number of occurrences): TMS (727), rTMS
(360), brain (207), cognitive (131), performance (130),
facilitation (67);

– Classes of terms (class per document, number of occur-
rences for all terms of the class): [neuro-behavior ontology]
(22.97, 4111), [TMS] (6.23, 1116), [CE-TMS-effects] (3.70,
663), [cognitive processes] (3.49, 624), [mental disabilities]
(0.35, 63), [CR-TMS-effects] (0.32, 57);

– Examples from the detailed class statistic (ANote2, MAPP):

◦ [TMS]: TMS (739), rTMS (365);
◦ [CE-TMS-effects]: activation (28), cognitive (131), cog-

nitive enhancement (19), enhancement (34), facilitation
(67), improvement (29), neuroenhancement (27), per-
formance (130), performance enhancement (8), rehabili-
tation (27), therapy (37);

◦ [cognitive processes]: attention (53), cognition (25),
learning (70), memory (85), working memory (46), per-
ception (37), visual search (19), skill acquisition (12),
consolidation (9), decision (14), emotion (8), encoding
(23), language (21), movement (17), recognition (13),
semantic processing (2), speech (7);

c. Relationship Extraction for CR-TMS (ANote2; 27506 annota-
tions). From 6754 relations, 2163 were verb associated rela-
tions, and we found among the top 30 the following verbs:
induced, related, controlled, based, treating, underlying, com-
pared, modulate, affected, applied, provide, discuss, to study,
has been used, combined, to treat, improving. The statistics
showed positive (89.1%), negative (1.7%), conditional (9.2%)
for the polarity of the relations, and one-one (11.8%), one-
many (16.7%), many-one (13.4%), many-many (12.1%) for
their cardinality.

d. Examples of terms from classes [TMS] (omitted, next) & [CR-
TMS-effects] & [mental disabilities] co-occurring in the same
sentence (MAPP; 1290 sentences; | = OR):

– [treat] & [depression (24%)| disorder (12%)| tinnitus
(4.3%)| schizophrenia (3%)| stress (1%)| pain (1%)| stroke
(1%)| epilepsy (1%)| anxiety (1%)| seizures (0.2%)| neglect
(0.1%)];

– [therapy] & [depression (5%)| stroke (3%)| pain (1%)|
epilepsy (0.4%)| seizures (0.5%)| schizophrenia (0.2%)|
mood (0.2%)];

– [improve] & [stroke (3%)| depression (0.6%)| tinnitus
(0.3%)| reading (0.1%)| attention (0.1%)| schizophrenia
(0.1%)];

e. Relationship Extraction for CE-TMS (ANote2; 7404 annota-
tions). From 2025 relations, 903 were verbs associated rela-
tions, and we found among the top 30 the following verbs:
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is, induced, applied, guided, learning, improved, increasing,
enhancing, was applied, paired, stimulated, delivered, reduced,
impaired, performed, encoding. The statistics showed positive
(92.0%), negative (1.2%), conditional (6.8%) for the polar-
ity of the relations, and one-one (14.0%), one-many (17.6%),
many-one (14.5%), many-many (12.4%) for their cardinality.

f. Example of terms from classes [TMS] (omitted, next) & [CE-
TMS-effects] & [cognitive processes] occurring in the same
sentence (MAPP; 1591 sentences):

– [performance] & [memory (3.7%)| attention (1%)| lan-
guage (1%)| motor (1%)| visual (1%)];

– [facilitation] & [motor (6%)| memory (2%)| linguistic
(2%)| concept (1%)| control (1%)| knowledge (1%)| logical
(1%)| awareness (1%)| visual (1%)];

– [improve] & [memory (1%)| visual (1%)| language (1%)];

g. Example of high probability sentences (PP, range [4, 99]) from
the CR-TMS corpus including terms from classes [TMS] &
[CR-TMS-effects] & [mental disabilities] (see d):

– “Daily rTMS improves mood in depression” (PP
13.0).

– “Excitatory rTMS induces improvements in chronic
post-stroke aphasia” (PP 13.5).

– “Slow TMS can rapidly reduce resistant auditory
hallucinations in schizophrenia” (PP 16.8).

Using VisualText we showed also that from 4085 sentences, 1417
include terms from [TMS] hierarchy, and 847 include terms from
[TMS] & [CR-TMS-effects OR mental disabilities]. Examples
from the last group:

– “TMS has been shown to be an effective treatment for mental
illnesses including major depressive disorder.”

– “. . .rTMS has been developed for the treatment of major
depression and schizophrenia.”

h. Example of high probability sentences (PP; range [3,
50]) from the CE-TMS corpus including terms from
classes [TMS] & [CE-TMS-effects] & [cognitive processes]
(see f):

– “. . .rTMS to left dorsal premotor cortex enhances motor
consolidation of new skills” (PP 9).

– “rTMS over Wernicke’s area leads to a brief facilitation of
picture naming by shortening linguistic processing time”
(PP 11).

– “. . .rTMS at alpha frequency can modulate short-term
memory capacity by influencing the ability to suppress
distracting information” (PP 15).

Using VisualText we showed that from 1008 sentences, 445
included terms from [TMS], and 238 include terms from [TMS]
& [CE-TMS-effects OR cognitive processes]. Examples from the
last group:

– “. . .rTMS of the DLPFC can affect the performance in an
affective go-no-go task.”

– “. . .here we report the ipsilateral enhancement of visual atten-
tion after rTMS of parietal cortex at parameters known to
reduce cortical excitability.”

k. Example of sentences extracted with BioRAT from the CR-
TMS corpus using a specific rule, which indicate classes of
terms that have to be found at specific locations (block) in the
sentence (Table 5).

DISCUSSIONS AND CONCLUSIONS
We here used a set of selected TM-tools to obtain basic insights
into the relevant literature on the CR- and CE-TMS. For obvi-
ous reasons, we limited this application to few simple aspects.
First, we showed that TM could retrieve from vast corpora of
publications the diversity of TMS applications in CR and CE,
automatically extracting trends already described in published
reviews. Second, we searched for trends noticeable only in big
corpora of publications.

Along this exercise, we attempted to validate our results in dif-
ferent ways. For example, we compared similar results obtained
using different TM-tools applied to different corpora (TIAB-
corpora or TIABREV-corpora). Relevant and common aspects,
synthesized in unique results per type of analysis and topics
were shown in the paper. Finally, we compared TM to human
curation efforts. Accordingly, we selected for human curation
30 of the top ranked (with Medline Ranker) publications from

Table 5 | Example sentences retrieved with BioRAT using a specific rule.

Blocks of the rule Context

<LOOKUP:

TMS>

<MACRO:

WORD>

<MACRO:

WORD?>

<LOOKUP:

CR-TMS-

effects>

<MACRO:

WORD>

<LOOKUP:

mental

disabilities>

rTMS for – treatment of depression “. . . the first cases report of using rTMS for
the treatment of depression . . . ”

TMS for – treatment of obsessive
compulsive
disorder

“. . . TMS for the treatment of obsessive
compulsive disorder . . . ”

“< >” delimitate a block of the rule; LOOKUP, looking for a term included in a class ([TMS], [CR-TMS-effects] or [mental disabilities]); MACRO WORD, any word;

“?”, the block is optional.
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the TIABREV-corpora, separately for CR-TMS and CR-TMS.
We performed a selective manual curation aimed to retrieve
relevant terms co-occurring with TMS (all types of protocol)
in the abstracts, which belong to the following classes: mental
functions, healthy or impaired, modulated by TMS; mental dis-
abilities treated with TMS; rehabilitation or enhancement effects
of TMS. We also searched for relationships between classes of
relevant terms and conclusive sentences summarizing research
results.

Very briefly, the manual curation gave the following
perspective over the main topics:

a. CR-TMS. TMS is continuously establishing itself as one of
the “tools of the trade” in psychiatric therapeutic practice
(Kammer and Spitzer, 2012) improving mental functions
in: Parkinson’s disease (Pascual-Leone et al., 1994), aphasia
(Medina et al., 2012), motor control after stroke (Takeuchi
et al., 2005), epilepsy (Nitsche and Paulus, 2009), depres-
sion (Lisanby et al., 2009; Conforto et al., 2014), schizophre-
nia (Levkovitz et al., 2011; Kammer and Spitzer, 2012),
autism (Krause et al., 2012), chronic migraine (Conforto
et al., 2014), dyslexia (Costanzo et al., 2013), neglect (Fasotti
and Van Kessel, 2013), obsessive-compulsive disorder (OCD)
(Mantovani et al., 2013), chronic pain (Moreno-Duarte et al.,
2014), and social anxiety disorder (Paes et al., 2013). The
TMS therapy applied to younger patients (children and ado-
lescents) improves cognitive functions (Vicario and Nitsche,
2013) in: stroke affecting the motor cortex (Kirton et al., 2008),
epilepsy (Fregni et al., 2005), ADHD (Weaver et al., 2012),
Tourette syndrome (Le et al., 2013), autism (Baruth et al.,
2010), treatment-resistant depression (Bloch et al., 2008), and
medication-resistant schizophrenia (Jardri et al., 2012).

b. CE-TMS. CE is defined as any augmentation of core infor-
mation processing systems in the brain underlying percep-
tion, attention, conceptualization, memory, reasoning and
motor performance (Sandberg and Bostrom, 2006; Luber and
Lisanby, 2014). Studies reported TMS-induced modulations
and enhancements of brain functioning and neural process-
ing involved in: language comprehension (Floel et al., 2008),
learning and memory (Vicario et al., 2013), cortical plastic-
ity improving learning (Vallence and Ridding, 2014), motor
memory (Butefisch et al., 2004), working memory (Gaudeau-
Bosma et al., 2013), memory (Gagnon et al., 2011; Blumenfeld
et al., 2014), phonological memory (Kirschen et al., 2006),
perception (Hamilton et al., 2013), perceptual discrimina-
tion (Luber and Lisanby, 2014), eye movements and visual
search, (Gerits et al., 2011; Luber and Lisanby, 2014), atten-
tion (Cooper et al., 2004; Lee et al., 2013), reward behavior
(Stanford et al., 2013), analogic reasoning (Boroojerdi et al.,
2001), motor learning (Luber and Lisanby, 2014), consolida-
tion of new skills (Boyd and Linsdell, 2009), visual awareness
(Grosbras and Paus, 2003), activity of specific frequencies sup-
porting functions of the brain (Rahnev, 2013), and Pavlovian
conditioning (Luber et al., 2007).

CR-TMS and CE-TMS used various TMS paradigms, includ-
ing single-pulse, theta-burst, paired-pulse, and trains of rTMS

at both low and high frequencies (Luber and Lisanby,
2014).

Comparisons with the manual curation showed that the
TM-tools were also able to extract:

– All the relevant terms for CR-TMS and CE-TMS in the form of:
lists; topics; classes of terms associated with specific subtopics
(e.g., mental disabilities, cognitive processes).

– Relations between relevant terms in the form of: co-
occurrences maps (Figure 3); groups of relevant terms with
high probabilities co-occurrences; KWIC (Tables 3, 4); lists of
relevant relational verbs.

– High probability and relevance conclusive sentences (see exam-
ples and Table 5). We studied also structural statistical regular-
ities in both conclusive sentences and abstracts shown by: the
relative position in the sentence for groups of relevant terms
(Tables 3–5); combinations of relevant terms with high prob-
ability occurrence; the occurrence frequency for conclusive
sentences.

In addition, the TM approach has clear advantages emerging
from the statistical properties of big corpora. Accordingly, the
tirade (terms, terms-relationships, sentences) gained statistical
strength, enabling us to quantify the frequency of a term or occur-
rence probabilities for specific relationships between terms or
for conclusive sentences. For example, the hierarchy of the top
terms for the CR-TMS-corpus includes TMS, treatment, rTMS,
brain, therapy, depression, and stroke. We also found hierarchies
for classes of terms like [CR-TMS-effects] (e.g., treatment, ther-
apy, recovery, antidepressant, rehabilitation, neurorehabilitation)
and [mental disabilities] (e.g., depression, stroke, schizophrenia,
tinnitus, major depressive disorder, Parkinson, OCD, epilepsy,
seizures, neglect, anxiety, ADHD, stress, Alzheimer’s). For the CE-
TMS-corpus the top terms are TMS, rTMS, brain, cognitive, per-
formance, and facilitation. We also added hierarchies for classes
of terms like [CE-TMS-effects] (e.g., performance enhancement,
improvement, facilitation, neuromodulation, neurostimulation,
therapy, neuroenhancement, rehabilitation, CE) and [cognitive
processes] (e.g., memory, learning, attention, working memory,
perception, language skill acquisition, decision, emotion, speech,
semantic processing).

The relevance of all the retrieved terms and of their relation-
ships is based on the idea that words co-occurring frequently in
the abstracts are related in specific ways intrinsically constrained
by the (TMS-related) topic of the abstracts. Thus, TMS is strongly
related with all frequent terms retrieved with different TM-tools.
Although in a relatively crude form, determined by our inten-
tion to show “raw” TM results, our study is showing that TMS
emerged as one of the important non-invasive tools that can both
improve cognitive and motor functions in numerous neurologi-
cal diseases and induce enhancements of many fundamental brain
functions.

We were able to characterize topics considering their dynamic
relationships, trends in research and the interest shown by
the scientific community. For example, CR-TMS and CE-TMS
share studies (Figure 4), being an argument for their simi-
larity. The reviewed topics share also publications with other
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fields suggesting their appurtenance to a larger context, which
integrates diagnostic, fundamental research and fMRI studies.
TMS can be used both to investigate and to modify brain phys-
iology and performance in healthy and diseased subjects (Vicario
and Nitsche, 2013).

Methodologically speaking, we conclude that TM was helpful
in getting an overall perspective on a huge corpus of literature
with some level of detail, intentionally limited to handle complex-
ity. Richer information can be extracted using more complex TM
methods focused on narrower topics, but this requires extensive
training and knowledge.

A decision factor to use TM relates to how profitable and how
difficult the tools may be. The study aimed to address these sim-
ple issues in a pragmatic way. First and foremost, we argue that
TM-tools may become a basic component in the methodologi-
cal library. Unfortunately, it is equally clear that TM is a difficult
task. With this in mind, we aimed to evaluate relatively immediate
advantages of a user-friendly TM approach, based on easy-to-
use TM-tools applied to CR- and CE-TMS corpora of abstracts.
The hierarchical structure of our example set of TM-tools could
serve as a guide for researchers aiming to use TM. Accordingly,
for a rapid enrichment of the PubMed search, TM-tools II could
be used, with special considerations for Carrot2, PubReMiner,
Quertle, Medline Ranker, and Textpresso for Neuroscience. All
TM-tools III could help a more elaborate TM without a con-
siderable increase in demands to the user. For complex studies
combining multiple aspects of the “mining,” we recommend
systems like Knime, RapidMiner, and Taverna.
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Knowledge of the effects of Functional Electrical Stimulation (FES) of different intensity

on postural stability during walking in healthy subjects is necessary before these

relationships in patients with postural disorders can be assessed and understood. We

examined healthy subjects in Control group walking on a treadmill for 40min and in FES

group—provided with 30min of stimulation, which intensity increased every 10min. The

main difference between Control and FES group was the progressive increase of trunk

oscillations in sagittal, frontal, and horizontal planes and an increase of relative stance

duration in parallel with FES intensity increase. Both Control and FES groups exhibited

shank elevation angle increase as an after-effect. It is concluded, that high intensity FES

significantly changes the postural component of locomotor activity, but the fatigue signs

afterwards were not FES specific.

Keywords: FES, postural stability, locomotion, healthy subjects

INTRODUCTION

Human walking is characterized by the repetitive motion of limb segments aimed to propel
the body forward. Joint movement is highly synchronized and muscle activity displays a typical
periodical pattern (Bernstein, 1990; Perry, 1992). These rhythmic locomotor movements are
produced by a brainstem-spinal central pattern generator (CPG) that is activated by descending
command signals (Grillner, 1981; Grasso et al., 1998; Selionov et al., 2009). Any unpredicted
disturbance during walking, such as stumbling (Eng et al., 1994; Schilling et al., 2000), could
be compensated through sensory feedback. In the experimental environment, the kinematics of
walking have been shown to be well preserved even under the conditions of body weight unloading
(Ivanenko et al., 2002), additional loading of the legs (Smith and Martin, 2007), and during “split-
belt” locomotion (Jensen et al., 1998). As an example, Ivanenko et al. (2002) has shown that
dynamical change, such as an artificial decrease of foot pressure, resulted in weak changes in the
coordination of segments.

A specific type of gait disturbance is the direct stimulation ofmuscles at the time ofmuscle action
during the step cycle. Such a periodical stimulation could be implemented by means of electrical or
vibratory intervention. Ivanenko et al. (2000) analyzed the effects of phasic leg muscle vibration on
human locomotion, and have shown that the vibration of hamstring muscles produced an increase
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of walking speed, while the vibration of other leg muscles did
not. Based on the well-known fact of position and movement
illusions caused by muscle vibration in an upright standing
position (Lackner and Levine, 1979; Talis and Solopova, 2000),
Ivanenko and colleagues explained that hamstring vibration
induced a rise in speed through the modification of kinesthetic
information about joint angels consistent with the lengthening of
the hamstring muscle.

In this paper, we studied the effects of electrical phasic
stimulation of leg muscles (Functional Electrical Stimulation,
FES) during walking. In contrast to vibratory stimulation,
electrical stimulation, directly affecting the relation between
motor command and force output, ensures an almost immediate
muscle contraction. This increases the precision of the
application of the stimulus and thus allows the stimulation
of several muscles in an alternative manner through each
gait cycle. The force of the muscle response to the electrical
stimulation can be increased to up to 70% of maximum voluntary
contraction MVC (DeVahl, 1992) [vibration elicited not more
than 30% of MVC of the stimulated muscle (Matthews, 1966)].
Walking speed increase with regular use of FES in spinal cord
injury (Ladouceur and Barbeau, 2000; Pomeroy et al., 2006)
and stroke patients (Lindquist et al., 2007) was reported. In
was shown, that this gait speed advantage lasted from weeks to
a month in stroke (Bogataj et al., 1995; Alon and Ring, 2003;
Daly et al., 2011) and spinal cord injury patients (Ladouceur
and Barbeau, 2000; for reviews see Barbeau et al., 2002). At the
same time, the origin of the retention of an increased walking
speed without continued FES, meaning the long lasting effect
of FES-training, called the therapeutic effect of FES-assisted
walking, is unclear and even discounted (see for instance the
discussion about implantable electrode technology, as a possible
future of electrical stimulation in Burridge and Hughes, 2010).
For instance, post-stroke gait speed increase due to FES might be
because walking rate reduction was the primary reason for FES
use (Taylor et al., 1999).

The rationale of the present study was to study the kinematics
of healthy subjects during treadmill locomotion and compare the
results of two groups, one of which was simultaneously provided
with FES (FES group), and the other was not (Control group).
A short account of some of the present findings was published
as an abstract (Talis et al., 2011). The collected data of FES-
assisted walking in healthy subjects could be implemented in the
pathology of FES-assisted walking.

MATERIALS AND METHODS

Subjects
Eight healthy subjects participated in the FES group [seven males
and one female, between 25 and 49 year of age, 74 ± 11 (SD)
kg, 1.76 ± 0.1 m] and eight subjects in the Control group (six
males and two females, between 20 and 49 year of age, 73 ±

11 kg, 1.74 ± 0.09 m, five of them from the FES group). None of
the subjects had any history of neurological disease or vestibular
impairment. The experiments conformed to the Declaration of
Helsinki and written informed consent was obtained from all the

participants according to the protocol of the Ethics Committee of
the Universite de Bourgogne.

Experimental Setup and Stimulation
Techniques
The subjects walked on a treadmill at individually adjusted speed
of about 0.7 m/s with their shoes on. Subjects from the FES
group have eight bipolar stimulation surface electrodes (5×5 and
5 × 10 cm) placed bilaterally on four muscles [Tibialis Anterior
(TA), GastrocnemiusMedialis (GM), Quadriceps (Q), and Biceps
Femoris (BF) of both legs] with the negative electrode over
a motor point (DeVahl, 1992). Electrical stimulus consisted of
repetitive trains of rectangular pulses with 65mA amplitude at
65Hz. A custom-made eight-channel stimulator delivered the
desired stimulation train, triggered by the signal of the right knee
goniometer in such a way, that the timing of the stimulation
sequence corresponded to the timing of the activation sequence
of these muscles during normal gait (Perry, 1992).

Data Recording
Body kinematics was recorded by means of the ELITE system
(BTS, Italy). Nine 120-Hz TV cameras were spaced around a
treadmill in a 4 × 4 × 2m acquisition volume. Hemispherical
reflective markers of 15-mm diameter attached to the skin
overlying the following body landmarks for the two hemibodies:
laterally on the fifth metatarsophalangeal joint (MTP), lateral
malleolus (MAL), lateral tibial tables (KN), greater trochanters
(GT), anterior-superior iliac spines (IS), and gleno-humeral-
joints (GH).

Pain during FES-assisted walking was registered by means of
a 10-cm analog pain scale, while a value close to 10 means higher
pain. The pain scale was presented to the subject three times
(Stim1, Stim2, and Stim3).

Experimental Protocol
Before data collection, the subject had 5–7 s to reach steady
motion on the treadmill. Data collections (3min each) were
performed five times during treadmill walking: before FES
(Before), three times during FES (Stim1, Stim2, and Stim3) and
after FES (After). The same protocol of data collection was used
in the Control group where participants walked for 40min on the
treadmill without FES.

In the FES group, the experimenter increased the intensity
of stimulation every 10min (muscle by muscle, in the range
0–250µs of impulse duration under the verbal control of the
subject—every time up to the tolerant level of pain intensity).
Each increase was performed during the first minute of each
3-min interval of data collection.

Data Analysis
The spatial coordinates of each marker were recorded, the body
being represented as an interconnected chain of rigid segments.
Kinematics data were filtered with a low-pass zero-phase shift
Butterworth filter with a 5Hz cut-off frequency. Stride length,
walking frequency and velocity were estimated using the body
mid-point (average of left and right GT, IS coordinates). This
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resulting point provides a good estimation of the center of mass
(Courtine and Schieppati, 2003).

The elevation angle of each segment in the sagittal plane
corresponds to the angle between the projected segment and the
vertical and were computed as:

θi_sagittal = tan−1[(Xid − Xip)/(Yid − Yip)],

where X and Y designate the coordinates of the proximal (p)
and distal (d) markers for the ith frame of the acquisition. The
elevation angle in the sagittal plane of the thigh (GT-KN), shank
(KN-MAL) and foot (MAL-MTP) segments were calculated.

The elevation angle of the trunk in the sagittal, frontal, and
horizontal planes corresponds to:

θtrank_sagittal = tan−1
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and was calculated for each frame of the acquisition (Laroche
et al., 2007). The trunk elevation angle in the frontal plane was
computed with the same equation in the ZY plane and in the
horizontal—in the XZ plane. Each trial was separated into gait
cycles using the elevation angle of the lower limb axis (the line
joining the MAL and GT), as described in Borghese et al. (1996).
Stance phases were computed using the limb axis as described in
Ivanenko et al. (2002) and was expressed in percentage of the gait
cycle.

The coefficient of variation (CV) was calculated for each
elevation angle to represent data variability and was calculated as
the standard deviation divided by mean values across all steps of
each subject during each 3min of data collections (Bacarin et al.,
2009).

Statistics
Mean and Descriptive statistics included means and the SE of the
mean. Paired t-test and ANOVA were used when appropriate to
comparemeans. In particular, to evaluate the effects of FES on the
amplitude of trunk oscillations and spatio-temporal parameters,
the two-way ANOVA with first factor “FES” (Before, Stim1,
Stim2, Stim3 and After) and the second factor “group”(FES,
Control) was used. When significant effects were found, post-hoc
Tukey’s testing was conducted to identify the loci of these effects.
The level of statistical significance was set at 0.05.

RESULTS

General Gait Parameters
Figure 1 shows the mean values (over all trials and subjects)
of relative stance duration, stride length, walking velocity and
step frequency in the Control and FES groups. FES significantly
affects stance time: in the FES group, the relative duration
of a stance during Stim3 conditions was at average 65.29 ±

0.36% of the cycle; that is a larger value than that of any
of the Control group. Note, that stride length was about the
same in the FES and Control groups for these conditions

(0.60 ± 0.02m and 0.59 ± 0.03m in the FES and Control
groups, correspondingly). Statistical analyses revealed significant
interaction between groups and conditions for relative duration
of the stance [ANOVA, F(4, 28) = 6.21, p = 0.001]. Post-hoc tests
showed that the relative duration of the stance in the FES group
was significantly larger in the Stim3 than in the Before condition.
Figure 1 also shows that control subjects exhibited the tendency
of the well-known monotonic relationship of stride length and
step frequency with speed increase (see Bernstein, 1935; Grillner,
1981; Winter and Scott, 1991).

Trunk Oscillations
Figure 2 shows mean individual (Figure 2A) and group mean
data (Figure 2B) of trunk oscillations in sagittal (Pitch), frontal
(Roll), and horizontal (Yaw) planes. Group mean data shows
that before stimulation trunk oscillations were not different
in Control and FES group (mean trunk oscillation in Before
condition was in saggital plane 3.26 ± 0.14◦ and 3.45 ± 0.15◦,
in frontal plane 4.0 ± 0.55◦, and 4.15 ± 0.55◦ and in horizontal
plane 15.60 ± 0.57◦ and 13.78 ± 0.85◦ for FES and Control,
respectively). Electrical stimulation of leg muscle significantly
affects the amplitude of trunk oscillation: these amplitudes
progressively increase in the FES group [ANOVA F(4, 56) =

12.28, p = 0.0002; F = 6.48, p = 0.0002; F = 5.98, p = 0.0004
for Pitch, Roll and Yaw, correspondingly].

Limb Elevation Angels in Sagittal Plane
Figure 3 shows the profile of mean individual data (Figure 3A)
and group mean data (Figure 3B) of limb elevation angels in
sagittal plane. Due to stimulation, the profile of limb elevation
angels didn’t change, but the mean individual amplitude of foot
angels decreased. Mean group data presented on Figure 3B also
shows this tendency for distal joints, but these changes didn’t
approach the level of significance due to high variability of limb
elevation angels due to FES. The CV of foot angle increased from
0.03 at Before up to 0.07 at Stim2 and 0.08 at Stim3 conditions
(t-test, p < 0.01).

Perceptual Effects
All subjects in FES group reported the instability increase due to
FES and the fatigue sensation afterwards. There were subjective
reports during FES such as: “The locomotion is not free, my legs
are out of my control, I feel my ankle joint blocked, “freezing,”
muscles are fatigued, I have sensation as walking in flippers.”
After the end of FES, several subjects sensed that the treadmill
decelerated, and locomotion seemed “unusually light.” Actually,
some participants approached the forward part of the treadmill
belt during FES. Subjective pain rating increased up to 8 cm in
the Stim 3 condition (Table 1).

After-Effect
At the end of 40min locomotion limb elevation angels appeared
slightly increased in both groups in comparison with Before
(Figure 3B). This increase approached the level of significance
for shank angle in both groups (t-test, p < 0.05).
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FIGURE 1 | Stance duration, stride length, velocity, and frequency of gait averaged across all trials and subjects in FES (black diamond) and Control

(white square) groups. Values are mean ± SE. *p < 0.05.

FIGURE 2 | Trunk oscillation evoked by FES. (A) Trunk motion (±SD value) in one representative subject from FES group averaged across 3-min intervals of

Before (dashed lines) and Stim3 (solid lines) periods. (B) Peak-to-peak amplitudes of trunk oscillations averaged across FES (black diamond) and across Control

(white square) groups (mean ± SE). Asterisks indicate statistical difference in Stim condition in comparison with Before condition in FES group, *p < 0.05.

Frontiers in Neuroscience | www.frontiersin.org December 2015 | Volume 9 | Article 478

24

http://www.frontiersin.org/Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Neuroscience/archive


Talis et al. FES Alters the Postural Component of Locomotion

FIGURE 3 | Elevation angels in sagittal plane. (A) Segment elevation angels (±SD value) in one representative subject from FES group averaged across 3-min

intervals of Before (dashed lines) Stim3 (solid lines) periods. (B) Peak-to-peak amplitudes of elevation angels averaged across FES (black diamond) and Control (white

square) groups (mean ± SE) Asterisk (*) indicates statistical difference in the condition in comparison with Before condition in FES group; sharp (#) indicates statistical

difference—in the condition in comparison with Before condition in Control group (p < 0.05).

TABLE 1 | Stimulation intensity (µs) of four muscles and the severity of

pain for one typical subject in Stim1, Stim2 and Stim3 conditions.

Pain (cm) Intensity of stimulation

(duration of stimulation train, µs)

TA GM RF B

5.5 60.6 82.9 92.4 92.4

7.5 143.4 162.6 162.6 130.9

8.5 226.3 239.1 258.2 334.7

DISCUSSION

In this paper, we analyzed the effects of FES on the kinematics
of a healthy subjects’ locomotion. The most remarkable changes
caused by FES are the increase of body oscillation, accompanied
by an increase in stance time duration.

Postural Instability
Although the mechanical reason of increased trunk pitch could
be the excessive contraction of quadriceps muscle, the increased
trunk oscillation both in sagittal, frontal and horizontal planes
indicates the decrease of locomotion stability and movement
disturbance caused by FES. The disruption of the normal gait by
FES manifests itself as an increase in stance time, providing an

increased support time—another index of instability (Bernstein,
1935; Kirtley, 2006). The fact that these parameters returned to
the norm immediately after FES are in line with this explanation.
Pain, especially due to strong stimulation of the tibialis muscle
could also distort the sensory feedback from muscle and skin
receptors and there by the descending control from the CNS.

Comparing FES-assisted and non-assisted walking of one
incomplete spinal injuries patient Ladouceur and Barbeau (2000)
have also found FES-induced decrease of ankle plantar flexion
by 5.6◦, which is similar to our data of FES-assisted walking
(Figure 3A). The tendency of ankle and shank joints to flex less
in the swing phase during intensive FES is similar to the effect
of under-flexion of the knee during fatigued walking (Bernstein,
1935). However, these effects could be of a different origin: in our
study the TA muscle being stimulated along the swing phase is
more pain sensitive (Table 1). To avoid pain, the subject could
aim to dorsiflex the TA muscle less than would be seen in a
natural gait pattern so as to decrease the TA stimulation time
and thus the amount of pain. This, in turn, resulted in excessive
dorsiflexion of the ankle, which leads to a decrease of push of
force.

Clinical Application
FES is a commonly used clinical tool to improve walking ability
due to its simplicity, low-cost, and strong muscle response,
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however, muscle fatigue is a major limiting factor in FES
applications (Kralj et al., 1988; Karu et al., 1995). FES is
shown to have a more significant effect in comparison with
physiotherapy in walking speed increase during and after
FES-assisted locomotor training (see review by Taylor et al.,
2013). This notion is supported by the study of Khaslavskaia
et al. (2002), which has shown that the changes in healthy
participants in the TA MEP during locomotion were seen
over 20min following the cessation of the stimulation of
the common peroneal nerve. It is now widely accepted, that
FES improves ankle dorsiflexion in the long-term perspective,
increasing the corticospinal excitability and that FES-assisted
training “facilitates motor relearning” in patients (Ladouceur
and Barbeau, 2000; Alon and Ring, 2003; Lindquist et al.,
2007; Barrett et al., 2009; Daly et al., 2011). In the present
study, intensive phasic electrical stimulation was applied to
both ankles and hip antagonist muscles, and similarly to leg
orthosis in neurological subjects. Similarly to clinical settings,
the timing of stimulation was on-line controlled trough the

feedback from the current knee joint angle in each stride (this
way, in clinical practice, the pathological walking is aimed to be
adjusted to the typical normal walking, then the “re-education”
of pathological walking is expected). Our results indicate that,
in healthy subjects, the postural component of locomotor
activity was changed due to strong electrical stimulation of
leg muscles, while the rhythmic component remains intact.
It could be speculated, that the artificial nature of muscle
contractions during FES-assisted walking in healthy subjects
transfers the locomotor activity from involuntary to a more
voluntary controlled movement. It could be concluded, that the
functional role of FES for patients is the “adaption training”
rather than “re-education” of pathological walking into the
typical “normal” walking.
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A current issue in the research of augmentation of brain functions using transcranial
electrical stimulation (tES) is the diversity and inconsistency in outcome results. Similar
studies often report different results, depending on the parameters and tasks used. Such
inconsistencies have led to significant doubts about the efficacy of the method in the
broader scientific community, despite its promising potential for patient recovery and
treatment. Evidence on the large variability in individual cortical excitability and response
to tES suggests that stimulation may affect individuals differently, depending on the
subject’s age, gender, brain state, hormonal levels, and pre-existing regional excitability.
Certain factors might even lead to the reversal of polarity-dependent effects, and therefore
have crucial implications for neurorehabilitation and cognitive enhancement. Research
paradigms may have to be refined in the future to avoid the confounding effects of such
factors.

Keywords: inhibition, excitation, transcranial electrical stimulation, individual, responsive, efficacy

INTRODUCTION
Transcranial electrical stimulation (tES) in its various forms
(anodal vs. cathodal transcranial direct current stimulation
(tDCS); transcranial random noise stimulation (tRNS); and tran-
scranial alternating current stimulation (tACS)) has become a
highly popular research tool to enhance a wide range of typi-
cal, as well as atypical cognitive patterns of behavior (Miniussi
et al., 2008; Brasil-Neto, 2012; Cohen Kadosh, 2013; Krause and
Cohen Kadosh, 2013). A multitude of studies include healthy
participants, patients with behavioral and neuropsychiatric dis-
orders, as well as brain damage or neurological conditions. The
external modulation of cortical excitability aims to induce bene-
ficial changes in cortical efficiency and functioning, and thereby
enhance plasticity, which subsequently improves the outcome of
the training or testing variable in question. The enhancement of
synaptic plasticity in the stimulated area is thought to increase
the area’s processing efficiency, which supports learning and/or
recovery (Cramer et al., 2011). However, the diversity of dif-
ferent interactions between deficits and functional systems in
different individual populations, as well as the resulting potential
individual differences in tES effects has not been disentangled
yet. In fact, differences at the individual level of regional brain
function and anatomy may lead to profoundly different out-
comes. The current idea is that excitatory tES methods, such
as anodal tDCS and tRNS enhance cortical excitability (Nitsche
and Paulus, 2001; Terney et al., 2008), whereas cathodal tDCS
decreases cortical excitation (Nitsche et al., 2003). However, while
this might be a generally accepted idea, the real pattern seems
more complex.

We have previously suggested that the optimal balance between
cortical excitation and inhibition (E/I balance) differs between
individual brain areas and subjects and therefore the applica-
tion of, for instance, anodal tDCS may lead to fundamentally
different results in an individual with high regional excitability
(i.e., anodal tDCS will lead to overexcitation and non-optimal
performance), whereas the same stimulation in a different brain
regions with different E/I levels, or in an individual with lower
excitation may be more beneficial (Krause et al., 2013). The
optimal excitability level would then be at the tip of an inverted-
U shaped function of excitation/inhibition and behavior. In line
with this hypothesis, researchers have now discovered that exper-
imental populations tDCS research can almost be split into two
separate groups: responders and non-responders (López Alonso
et al., 2014). The study was based on a previous study that used
transcranial magnetic stimulation (TMS) to the motor cortex
to investigate cortical excitability in the form of motor evoked
potentials (MEPs) in a sample of 56 individuals at various dif-
ferent time points (Hamada et al., 2013). Instead of averaging
across the whole group, as is most commonly done in brain
stimulation research, Hamada et al. (2013) tracked the patterns
of MEP amplitudes per subject across the eight time points.
The result was that the individual responses were highly variable
and when averaging across all subjects, the average result was
nearly zero. More recently, López Alonso et al. (2014) observed
a similar pattern using tDCS. A cluster analysis pointed to a
subset of 55% of the subjects that not only failed to show an
increase, but instead even a slight decrease in TMS-elicited MEP
amplitudes in response to the stimulation, which was significantly
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distinguishable from the 45% of subjects that showed the expected
increase. Similarly, another study has shown that increasing the
level of excitation by increasing stimulation intensities of tRNS
and tACS can reverse excitation to inhibition (Moliadze et al.,
2012). There are methods to assess changes in cortical excitability,
such as magnetic resonance spectroscopy (MRS) or TMS, but
there are also methods to affect inhibition and excitation. For
example, paired associative stimulation (PAS), deep brain stim-
ulation (DBS) and direct current stimulation (DCS) in rodents,
can improve the interpretation of data. In humans, MRS is an
especially valuable research technique in this regard, as it is a
noninvasive in vivo magnetic resonance imaging (MRI) method
that reliably assesses total concentrations of GABA and glutamate
in a predefined voxel (Mekle et al., 2009), typically between 1.5 ×

1.5 × 1.5 cm3 and 3 × 3 × 3 cm3, which makes it possible to
estimate E/I in the to-be-stimulated brain area. Such findings
are highly relevant to the field of tES research and we will later
discuss a variety of influences on cortical excitability that may be
responsible for the drastic individual differences in responses to
the stimulation previously described. The identification of such
confounding variables may improve tES research and analysis
strategies in the future and allow for better controlled design and
application of tES in research and potentially in the future also in
clinical settings.

NEUROTRANSMITTER BALANCES
The brain’s main excitatory and inhibitory neurotransmitters,
glutamate and GABA, respectively, are strongly involved in learn-
ing and experience-dependent plasticity (Trepel and Racine,
2000; Ge and Dani, 2005). For example, regional GABA lev-
els decrease with learning in the domain associated with the
stimulated brain region (e.g., motor learning in M1) (Floyer-
Lea et al., 2006). Moreover, the higher the observed learn-
ing increment, the steeper the GABA decrease in response to
anodal tDCS (Stagg et al., 2011). Such a reduction can in
turn facilitate long-term potentiation (LTP), which allows for
cortical reorganization (Hess and Donoghue, 1994) and the
authors suggest that the responsiveness of an individual’s regional
GABA system to the stimulation is related to their learning
capacity.

Assuming that an increase in cortical excitability is beneficial
for learning, we should also be aware of some of its negative con-
sequences. Overexcitation of the cortex (i.e., the excessive release
of glutamate), leads to excitotoxicity and cell death (Faden et al.,
1989; Belousov, 2012). Excessive GABAergic inhibition, however,
prevents LTP and reduces neuronal output (Mcdonnell et al.,
2007). Enhanced inhibition is therefore associated with higher
network stability but also reduced cortical plasticity (Hess and
Donoghue, 1996). Accordingly, a fine balance in the interaction
between excitation and inhibition is required to optimize the
efficiency of information transfer in the brain (Turrigiano and
Nelson, 2000; Bavelier et al., 2010). For tES application, this
means that there is a certain dose-response relationship that inter-
acts with pre-existing baseline levels that are currently unknown
to the experimenter. Besides other confounding factors in tES
research that we will discuss later, this interaction could explain

the observed individual differences in experimental outcomes and
the large variability in the current literature.

So far, researchers have mainly been concerned with extreme
abnormalities in excitability (for instance epileptic patterns of
brain activity), and have used it as an exclusion criterion for tES
experiments. It is important to note that other neurotransmit-
ter systems also interact with cortical excitability and therefore
abnormal neurotransmission in those may equally moderate the
effects of tES and potentially the subjects’ health. For instance,
elevations in extracellular serotonin are associated with increased
excitability induced by anodal, and surprisingly also by cathodal
tDCS (Nitsche et al., 2009). Therefore, to avoid these confounds
in experimental work, we generally recommend to exclude indi-
viduals with psychological or psychiatric problems, as well as
individuals taking medication that influences hormone or neu-
rotransmitter systems.

Individual differences in pre-existing neurotransmitter levels
and in cortical efficiency are also reflected in brain activity, as
measured by functional magnetic resonance imaging (fMRI),
such that baseline levels of glutamate and GABA are associated
with regional activity levels. For example, GABA concentrations
measured by MRS correlate positively with γ oscillation fre-
quency, which reflects inhibitory activity, and are inversely related
with functional activity in the cortex (Muthukumaraswamy et al.,
2009). This means that inhibition can be expressed in the strength
of γ oscillations measured by electroencephalography (EEG)
or magnetoencephalography (MEG), and that the task-related
blood-oxygenated level dependent (BOLD) response decreases
with elevated inhibition. Similarly, the baseline GABA concentra-
tion predicts the properties of the activation-dependent hemo-
dynamic response function (HRF), such that higher baseline
inhibition is related to lower activity (Muthukumaraswamy et al.,
2012). Furthermore, task-dependent activity in several different
cortical and subcortical areas is associated with glutamate levels
in the brain area in question but also in remote areas that are
heavily connected. However, the direction of the relationship
between activity (low vs. high) and task demands is modulated
by pre-existing glutamate levels (low vs. high) (Falkenberg et al.,
2012).

These results demonstrate that common findings in brain
activation studies can be reasonably well explained by local
concentrations of baseline glutamate and GABA levels. More-
over, individual differences in pre-existing neurotransmitter levels
cause research subjects to respond differently to external modu-
lation of E/I. For example, a subject with high initial inhibition
may never reach a similar level of regional cortical plasticity as
a subject with low inhibition. In turn, with two different groups
of individuals showing opposing effects in response to tES, the
outcome effect will be reduced, or even regress the mean of the
whole sample towards zero.

CURRENT APPLICATION
Given the large number of options available in the selection of
tES parameters, the effects on the individual subject’s cortical
excitability and tissue may be very specific and extremely variable
across a whole sample. For instance, there are sharp contrasts in
outcomes observed using different current strengths, such that

Frontiers in Systems Neuroscience www.frontiersin.org February 2014 | Volume 8 | Article 25

29

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Systems_Neuroscience/archive


Krause and Cohen Kadosh Individual differences and transcranial stimulation

1 and 2 mA of A-tDCS achieve different outcomes on cognitive
tasks. One study reports reduced reaction times with prolonged
but not shorter stimulation periods at 2 mA, whereas reaction
times increased with longer stimulation times at 1 mA (Teo et al.,
2011). Reaction times were therefore similarly low under short
periods of 1 mA and longer periods of 2 mA. Similarly, 2 mA
of C-tDCS over the motor cortex can even flip the intended
inhibitory effect on MEPs achieved at 1 mA into cortical facili-
tation (Batsikadze et al., 2013). Such reversal effects suggest that
more (in terms of both intensity and duration) is not necessarily
better and there is a fine line between the optimal and accidentally
impairing current application.

Several different variations of tES are available, whereby the
underlying neurobiological mechanisms are better understood for
some than for others. For instance, the user can decide whether
to excite a region in one hemisphere and inhibit the same region
in the other, or he can place one of the electrodes on an area
with minimal or no interference (e.g., the vertex, forehead, cheek
or arm). It is currently unclear, which option is ideal for which
purpose (for a first step see Moliadze et al., 2010). One of the
major reasons for this lies in the principle of interhemispheric
inhibition. The two hemispheres work in concert to produce
behavioral output and damage to an area in one hemisphere may
unleash unprecedented activation of the same area in the other
hemisphere (Cramer et al., 1997; Zimmerman and Hummel,
in press). In the presence of brain damage or dysfunction for
example, the contralateral hemisphere often tries to compensate
for the loss and therefore responds with atypical patterns of
activity (see Johnston, 2009). The particular pattern is known to
the tES user, however, such that the prediction of tES effects is
specific to the choice of parameters.

The effect of left anodal tDCS (cathode attached to the fore-
head) on resting state activity in a prefrontal network indeed
demonstrated increases in functional connectivity to the same
area in the right hemisphere, whereas connectivity to other areas
within the same hemisphere was reduced (Park et al., 2013).
The authors hypothesized that the behavioral results found in
cognitive tES studies may be based on the changes in inter-
hemispheric connectivity and that different placements of the
cathode may have caused fundamentally different results. Such
effects may be similar or different for different brain areas and
between the two hemispheres. Additionally, different subject
populations might respond differently to such effects, depend-
ing on the pre-existing interhemispheric connectivity patterns
(e.g., see for elderly Cabeza, 2002). Given this fact, the question
about the optimal stimulation method for a given purpose is
critical.

In tACS the current alternates between the cathode and the
anode at a fixed frequency (Zaghi et al., 2010) and it is known
to modulate brain oscillations. Its beneficial effect on cognition
or behavior has not yet been fully established, and has even been
found to impair perceptual processes in certain cases (Brignani
et al., 2013). From DBS we know that the stimulation frequency
also leads to fundamental differences in the effectiveness of the
treatment of for instance motor disorders, such as Parkinson’s
disease (PD) (see McConnell et al., 2012). Despite the fact that
DBS (with its implanted electrodes) has a different mechanism of

action, it demonstrates how varying the stimulation parameters
can successfully direct the output effects of a stimulated cortical
network. There is now also first evidence for the effectiveness of
tACS in modulating Parkinson-related brain oscillations (Brittain
et al., 2013). Similarly, the effect of the different stimulation
frequencies used in tACS often depends on external factors, such
as lighting conditions within the testing room (Kanai et al.,
2008). In this case the same stimulation parameters in a well-
lit room may differ from the ones in a room under darker
conditions during perceptual processing. The authors point to an
interaction between ongoing cortical oscillations in the cortex and
the applied current frequency. Accordingly, the subject’s current
cortical excitability will interact with the stimulation. Where tACS
has a variety of different frequencies that can be freely chosen
(e.g., α, β and γ waves) tRNS also has different frequency settings,
that are mostly split into full-spectrum, high-frequency (Hf-) and
low-frequency (Lf-) tRNS. Under certain conditions, tACS has
been shown to induce stronger excitability increases than full-
spectrum tRNS (Moliadze et al., 2012), but when tRNS conditions
are directly compared, Hf-tRNS induces stronger excitability than
Lf-tRNS (Terney et al., 2008). Again, it is important to note
that there are few experiments available that compare different
parameters of tES within the same study and often the outcome
measure is an excitability variable (mostly in the motor domain),
rather than a cognitive or behavioral outcome. This means that
the current knowledge might be restricted to very specific exper-
imental conditions and it is unknown whether these effects are
generalizable across domains and testing conditions.

There is a large variety of tES applications with its excitatory
vs. inhibitory modulation (anodal and cathodal tDCS), excitation
through noise induction (tRNS) and the modulation of cortical
oscillations (tACS), as well as possible parameters including fre-
quency range, current strength and electrode positioning interact
with ongoing regional excitability of the cortex. The problem is
that the experimenter is usually unaware of the excitability levels
and these might differ under different experimental conditions
and might be particularly sensitive in perceptual domains.

THE RESEARCH DESIGN
In addition to individual differences in biological substrates,
variations in study design can have a striking impact on the
outcomes of tES studies. For example, daily tDCS leads to greater
excitability changes than second daily application (Alonzo et al.,
2012) such that a more sensitive neural system may accumu-
late higher excitability over several sessions. In addition, it is
crucial to assess long-term effects of improvements and poten-
tially impairments, as these eventually determine the success of
the intervention. Some have already demonstrated long-term
positive effects (e.g., Reis et al., 2009; Cohen Kadosh et al.,
2010b; Snowball et al., 2013), whereas most studies do not
perform such follow-up testing. Another question is at what
point in time an improvement in the testing variable will be
visible. Many studies test and evaluate performance during the
stimulation (e.g., Bolognini et al., 2010; Weiss and Lavidor,
2012), whereas others also compare pre- and post-measures
(e.g., Dockery et al., 2009; Snowball et al., 2013). The quality
of the effect may be different in such cases and before tES
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can be applied in clinical settings, the evolution of performance
change should be monitored to find the optimal time for training
assessments.

THE INITIAL BRAIN STATE
An important but hard to control factor in research is the brain
state of the individual subject. Silvanto et al. (2007) point out the
importance of subject factors, such as fatigue and wakefulness,
attention, intoxication and the habituation to the presented task
material. These and others can be potential confounders that can
even flip polarity-dependent effects of tES into the opposite polar-
ity. For example, state-dependent effects associated with baseline
brain activity can be related to resting α-band power, which has
been showed to modulate the threshold for excitability probed by
TMS (Romei et al., 2008). Similarly, using tACS with its ability
to entrain cortical oscillations, the stimulation frequency has
been showed to interact with ongoing brain activity. The highest
increase in motor cortical excitability at rest was achieved using β-
tACS (20 Hz), whereas the highest excitability levels during motor
imagery were observed during θ-tACS (5 Hz) (Feurra et al., 2013).
The authors attribute the effect of θ-tACS to the underlying use
of working memory processing during the imagery task, whereas
β stimulation is thought to correspond to the natural cortical
response during rest.

Using a neural adaptation paradigm, Silvanto et al. demon-
strated that less active neuronal populations respond more
strongly to TMS than more active ones (Silvanto et al., 2008).
Further studies extended this finding to high-level cognition and
the parietal lobes (Cohen Kadosh et al., 2010a). Furthermore,
the experimental manipulation of cortical excitability responds
in a similar way, such that preconditioning the cortex with A-
tDCS causes repetitive TMS (rTMS) to be inhibitory, whereas
C-tDCS preconditioning reverses subsequent rTMS effects to
cortical excitation (Lang et al., 2004; Siebner et al., 2004). The
effects of the initial brain state are even visible across different
tasks. Motor cortical excitability could be reduced by A-tDCS, and
increased by C-tDCS to M1 during a cognitive task, compared to
the same stimulation during rest (Antal et al., 2007). However,
cortical excitability was reduced by both A-tDCS and C-tDCS
when engaging in a motor task, compared to during rest. In this
study, A-tDCS therefore only increased cortical excitability during
rest, but flipped the effect to inhibition during cognitive, and
even more so during motor engagement. In contrast, C-tDCS
led to a slight excitability decrease at rest but a sharp decrease
during motor processing, while it increased excitability during
cognitive processing. The authors concluded that areas that are
not involved in the cognitive task at hand become deactivated,
while the reduction in excitability during the motor task is more
likely to be associated with muscle fatigue. It is therefore apparent
that ongoing neuronal activation interacts with different types
of stimulation to modulate cortical excitability and behavioral
responses. The effects of experimentally uncontrolled influences
on the brain seem so profound that they have the potential to
even flip intended inhibition to excitation (and vice versa) and
are therefore not consistent with the current idea of polarity-
specific tDCS. Currently, such baseline cortical activity factors
are unknown variables in tES research. Experimental instructions

and procedures may bias the brain state of subjects to respond
to the stimulation in a certain way, confounding the desired
outcome.

THE INDIVIDUAL BRAIN
The situation is further complicated by individual variations
in head and tissue morphology. Different head sizes and tis-
sue thicknesses might cause different current distributions and
require different current strengths to achieve the same current
flow (Bikson et al., 2012). For example, depending on where on
the head the electrodes are placed, the stimulation can be more
focal than in other configurations, which may be related to the
orientation of neurons and the current flow applied and how the
current propagates along the tissue connections (Neuling et al.,
2012). Individual morphologies of cortical gyri and sulci also
affect the pattern of the current flow (Datta et al., 2012). The
same stimulation design can therefore lead to large differences in
the induced current and the resulting electric field, due to brain
and body morphological differences (Datta et al., 2012; Truong
et al., 2013). The resulting individual differences in the strength of
the induced electric field effects on neuronal activity and E/I will
therefore be fundamentally different. As observed in experiments
applying different intensities of current (e.g., Batsikadze et al.,
2013), an intended excitation can flip to inhibition in some sub-
jects but not in others. This in turn will affect both physiological
and behavioral effects negatively.

Furthermore, depending on the task applied under stimulation
(especially using cognitive tasks), subjects may recruit different
brain regions for the same task depending on their stage of brain
and cognitive development and due to the individual strategy use
(Rivera et al., 2005). The consequence of this is that one might
stimulate an area that is currently not involved in the processing
of the task (i.e., the “wrong” area for the task at hand based
on previous fMRI studies in different populations), which will
eventually not benefit the individual’s abilities and add further
noise to the experimental results.

Similarly, the interaction between brain areas might differ
across individuals, e.g., due to differences in the strength and
efficiency of network connections. Since tES has been found to
affect whole networks rather than just the stimulated region in
isolation (Keeser et al., 2011; Zheng et al., 2011), it is possible that
by enhancing brain functioning at one point in the network, sub-
sequent network areas might be negatively affected, such that the
outcome is disadvantageous (Brem et al., 2014). For example, the
increased cortical excitability may lead to reduced inhibition to a
subsequent area, such that this area will produce excessive output
and impair behavioral functioning. It has indeed been found
that stimulation of frontal areas can improve certain cognitive
aspects while interfering with others, while stimulating parietal
areas reverses the pattern (Iuculano and Cohen Kadosh, 2013).
Considering this possibility, individuals with certain neurological
vulnerabilities, young and old individuals, as well as patients
with brain abnormalities or damage can be expected to respond
differently to the same type of stimulation. For instance, the
behavioral effects of tES on elderly compared to younger partici-
pants seem to be reversed and hemisphere-dependent (Ross et al.,
2010, 2011). The anticipation of tES effects should therefore never
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be generalized from one group to another, but should instead
carefully explored to prevent a null result, or even an accidental
induction of cognitive impairment.

THE DEVELOPING AND AGING BRAIN
The brain is not static. It changes continuously across the life-
time and, along with these changes, occur changes in behavior
and how the individual responds to stimuli in the environ-
ment. During development, a certain relative balance between
excitation and inhibition defining functional properties of the
cortex is established and eventually maintained throughout
later stages of life (Turrigiano and Nelson, 2004). However,
evidence from animal research suggests that early experiences
shape the coupling of excitatory and inhibitory neural activ-
ity and thereby affect cortical plasticity. Still, the initial inter-
active activity is subject to change and refinement across the
course of postnatal development (Dorrn et al., 2010) and
E/I balances may therefore guide the timing of developmen-
tal critical periods of plasticity for experience-dependent learn-
ing (Hensch and Bilimoria, 2012). Early experiences and E/I
interactions may therefore determine the later responsiveness
to tES.

Research using TMS demonstrated how age-related differences
in cortical excitability affect the speed of signal transduction in
motor pathways. Motor responses are slowed in elderly compared
to younger adults (Smith et al., 2009), which is associated with
age-related changes in intracortical inhibition. This leads to a
decline in the functional modulation of corticospinal activity
(Fujiyama et al., 2012). Similarly, the aging individual also has to
face cognitive slowing, which has been associated with a weaken-
ing of white matter connections between different cortical areas
but also a decline in structural gray matter, whereby the pace of
change differs by the structure or area (Raz et al., 2005; Jackson
et al., 2012).

Along with such changes in brain structure, regional neu-
rotransmitter balances change as well, affecting experience-
dependent plasticity (Hess and Donoghue, 1996). For example,
GABAergic receptor distribution changes from early childhood
to the early teenager years and then again during older age
(Pinto et al., 2010). More specifically, there is an age-related
decline in GABA levels that can be observed in the elderly brain
using MRS (Gao et al., 2013). Glutamate availability has also
been found to decrease in the aging brain in rodents (Mcentee
and Crook, 1993). An observed loss in NMDA receptors (Wenk
et al., 1991) (in rats and monkeys) may be responsible for such
changes and may also impact the capacity to form LTP. With
such changes and shifts in E/I, experience-dependent plasticity in
the cortex changes across the lifetime (Hensch et al., 1998; for
a comprehensive review on the role of spike timing-dependent
plasticity in plasticity, see Caporale and Dan, 2008). Interestingly,
the artificial reduction of GABAergic signaling can restore some
of the age-related decline in learning in rodents (Lasarge et al.,
2009). Therefore, the external modulation of GABA using tES
may also lead to beneficial behavioral effects in the elderly but it is
unclear how the type and dosage of the stimulation affects elderly
individuals differently from younger age groups. The evidence
on regional GABA and glutamate concentrations, as well as on

the effects of tES in elderly populations is currently extremely
scarce.

In summary, along with the continuous brain development
and age-related changes in structure and function, we can expect
changes in E/I balance across the lifespan, which are currently
under-investigated. The interactions between tES and E/I balance
are therefore even less predictable than in healthy young adults.
This is due to the fact that the research on in vivo assessments
of GABA and glutamate in developing and aging human samples
and the use of tES in these groups is still in its infancy and there is
little available evidence at this point.

CIRCADIAN RHYTHM
Circadian influences, such as sleep and time of the day have
been found to affect cortical excitability, such that TMS-probed
intracortical inhibition was found to decrease throughout the day
(Lang et al., 2011). Moreover, with more time staying awake,
especially after sleep deprivation, motor cortical excitability grad-
ually increases along with an increase in EEG θ waves, which is
commonly observed with prolonged wakefulness (Huber et al.,
2013). This sleep-dependent increase in cortical excitability has
critical implications for subjects’ sleeping patterns prior to stimu-
lation. Sleep deprivation may enhance the risk for seizure activity,
especially in combination with repeated sessions of tES, which by
itself increases excitability (Alonzo et al., 2012). Such combina-
tion could accumulate cortical excitability to potentially harmful
levels in susceptible participants. A variety of different psycho-
logical and neuropsychiatric disorders involve abnormal circa-
dian rhythms or deficient sleep patterns and some can already
be distinguished on the basis of MRS-measured GABA and/or
glutamate concentrations at a group level (e.g., Goto et al., 2009;
Yoon et al., 2010; Rojas et al., 2013). Careful screening procedures
should therefore be applied to monitor potential pre-existing
abnormalities in E/I.

HORMONAL LEVELS
Another source of variation is related to hormonal levels, which
fluctuate substantially more in women than men, such that some
studies exclude females completely from their research on cortical
excitability to reduce the noise (e.g., Alonzo et al., 2012). Two
main phases in the menstrual cycle can be distinguished: the
follicular phase, characterized by rising levels of estrogen and
low levels of progesterone, and the luteal phase, which starts
with ovulation and is associated with moderate levels of estrogen
and high levels of progesterone. Cortical inhibition, as probed
by TMS and measured by MEPs measured is enhanced and
simultaneously excitability reduced, during periods of higher
progesterone levels (i.e., the luteal phase) (Smith et al., 1999).
Furthermore, cortical excitation is relatively low during the first
half of the follicular phase (including the menstruation period),
which is characterized by low levels of both progesterone and
estradiol in particular, but then excitability increases in the second
half of the follicular phase, when progesterone is still low but
estradiol peaks (Smith et al., 2002). Excitation is then decreased
again, and inhibition increased during the luteal phase, with
rising progesterone and estradiol levels. Progesterone therefore
seems to drive the increase in cortical inhibition, whereas estradiol
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increases excitability. This is supported by a study using MRS to
assess GABA concentrations in the primary visual cortex, which
appeared lower during the luteal than the follicular phase in
healthy women and GABA was inversely related with both estra-
diol and progesterone levels (Epperson et al., 2002). However,
since the study did not concurrently measure levels of glutamate,
no inferences can be made on the E/I balance, as those might
counteract or dominate GABA levels differentially during differ-
ent phases of the cycle. Moreover, in the study that measured
cortical excitability using TMS (Smith et al., 2002), the follicular
phase was subdivided into an early and a late phase due to the
peaking levels of estradiol in the second half, whereas the MRS
study investigated the follicular phase as a whole, which may
have failed to capture the measurement during the rising levels of
estradiol. Instead, the researchers subdivided the luteal phase into
early and late, the two halves of which show little difference in
their respective estradiol and progesterone levels (Epperson et al.,
2002). This might additionally have affected the interpretation
of GABA levels throughout the cycle. For future studies it will
be useful to subdivide both phases equally and inspect all four
time points. In a different study, glutamate concentrations in
the medial frontal cortex were found to be significantly lower
during the luteal than the follicular phase (Batra et al., 2008).
Since both studies investigated different brain areas, it is hard
to draw conclusions but it is likely that assessments of the ratio
of glutamate and GABA will confirm the findings of previous
TMS studies that relative inhibition is increased during the luteal
phase, and reduced during the follicular phase (see Figure 1 for a
summary of the current results in relationship with estrogens and
progesterone).

For a more complete picture of global brain excitability,
Harada and associates investigated three different brain areas (left
frontal cortex, lentiform nuclei and cingulate cortex) using MRS
and found that only in the lentiform nuclei and the left frontal
cortex GABA levels were decreased during the luteal compared
to the follicular phase but not in the anterior cingulate cortex

FIGURE 1 | Inhibition and excitation across the menstrual cycle. The
early follicular phase (day 1 –the start of menstruation—until day 7) is
characterized by low levels of estrogen and progesterone, during which
both inhibition and excitation are low. With an increase in estrogen from day
7–14, luteinizing hormone (LH) and follicular stimulating hormone (FSH)
peak and stimulate ovulation on day 14. During this late follicular phase
inhibition is low and excitation high, which reverses in the following 14 days
(early luteal phase). Estrogen, in particular estradiol is now moderately high
but progesterone peaks.

(Harada et al., 2011). This means that E/I might additionally
depend on the interaction between hormonal fluctuations and
local brain regions. To make things more complex, smoking is
another possible noise variable in E/I balance, as GABA levels
have been found to differ across the menstrual cycle. Specifically,
GABA is higher during the follicular than the luteal phase in
nonsmoking women (Epperson et al., 2005). Furthermore, there
was no difference between smoking and non-smoking men and
their GABA levels were similar to women in the luteal phase. In
contrast, smoking women in the follicular phase showed slightly
but not significantly reduced levels of GABA, compared to all
other groups. No differences in GABA concentrations were found
after 48 h of abstinence in the smokers. Despite the fact that
an individual’s lifestyle may affect E/I and induce additional
noise into tES experiments, long term smoking behavior in this
case might even stabilize GABA concentrations (although causal
inferences from these study results are not possible).

A rapid change in E/I balance due to hormonal fluctua-
tions has been associated with neurological conditions, which
already serve as exclusion criteria and/or control variables in tES
research. These are for instance migraine, epileptic seizures, but
also premenstrual mood disorders (i.e., during periods of high
cortical inhibition) (for a more detailed discussion on biological
alterations, see Finocchi and Ferrari, 2011). Despite the increasing
evidence on excitability differences due to hormonal changes,
this type of information is not by itself informative about the
efficiency of the information transfer in the brain and the degree
of capacity for plastic changes.

DRIVING AND PREDICTING PLASTICITY
By transiently enhancing plasticity, we attempt to induce favor-
able long-lasting changes that allow for increased experience-
dependent learning. However, there is also an optimal balance
between plasticity (i.e., the flexibility of synaptic connections to
change according to experience) and stability (keeping the system
balanced). Critical periods of development are characterized by
enhanced levels of brain plasticity because learning during such
periods is crucial to shape the cortical networks for later efficient
processing (stability). Stability is necessary to make the network
cost-efficient in terms of energy expenditure and thereby pro-
vide constant and predictable patterns for the preferred output
(Knudsen, 2004). Strengthening pathways in the “wrong” way
during such a period of high plasticity levels can cause unwanted
and irreversible (stable) changes during cortical development
(Knudsen, 2004). Therefore, caution is needed when artificially
enhancing plasticity, as behavioral changes in the wrong direction
may be difficult to reverse.

Stability, in terms of long-term adaptation to plasticity-
induced training effects may therefore be more crucial to tES than
previously anticipated. This means that we should not aim for the
maximum cortical excitability, but instead for the optimal balance
between plasticity and stability in terms of E/I. Not only does
the E/I balance determine the flexibility of a network and hence
the functioning of the brain area (Knudsen, 2004; Murphy et al.,
2005), but additional compensatory mechanisms also regulate
the net output of the system. While Hebbian learning drives
experience-dependent plasticity, compensatory mechanisms are
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required to maintain the stability in a homeostatic way and
thereby maintain a fixed set point of firing rates (Turrigiano
and Nelson, 2004). This process is called homeostatic plasticity.
The previously discussed flip in excitatory and inhibitory effects
after polarity-dependent tDCS is another example of homeostatic
plasticity. Some authors have suggested that the cortex uses this
flip to maintain a functionally useful range of cortical excitabil-
ity, which subsequently affects the potential for plasticity (Lang
et al., 2004; Siebner et al., 2004). They explain that pre-existing
excitation and inhibition determine the net effect of TMS and
whether its action is excitatory or inhibitory. Such pre-existing
E/I levels may be directly related to differences in the state of
the brain (e.g., alertness, attention or familiarity with a task
and neuronal populations), and thereby interact with the applied
stimulation (Silvanto et al., 2007). Therefore, in the presence of
elevated levels of excitation, TMS or tES effects may be inca-
pable of inducing further excitation and instead may suppress
cortical activity. Neurorehabilitation would therefore be naturally
limited.

Given a history of successful cognitive and clinically symp-
tomatic improvements achieved by tES, the question is how
strongly these homeostatic mechanisms are affected by the stim-
ulation. This question has been neglected in tES research so far
and is worth serious investigation. If tES is affected by home-
ostatic plasticity, there might be an upper level of improve-
ment we cannot exceed and the question is whether excessive
stimulation will lead to a ceiling effect or whether it reverses
the effects to the worse. The latter possibility would reflect our
previous hypothesis of an inverted-U shape of cortical excitability
and behavioral outcome (Krause et al., 2013). Beyond a certain
point the stimulation will start causing impairments rather than
further improvements. Another question is if homeostatic set
points differ across individuals and whether the range of possible
plastic changes inducible by tES is similar in each individual.
Furthermore, we also have to take into account that this set point
may change with development and aging. Dose-response exper-
iments monitoring changes, especially impairments in behav-
ioral and cognitive outcomes, are therefore of high importance
(e.g., Teo et al., 2011; Moliadze et al., 2012; Brignani et al.,
2013).

In practice, these compensatory mechanisms are likely to
occur over an extended period of time and may therefore not
be immediately measurable in changes on behavioral tasks or
symptom outcomes used during experiments. However, changes
induced by homeostatic plasticity can even counteract Heb-
bian learning effects (Turrigiano and Nelson, 2004), which may
moderate the effects of tES greatly. This again has impor-
tant implications for rehabilitation, especially in epilepsy, where
an unintended increase in excitability may have severe health
effects.

HOW TO DEAL WITH THE VARIABILITY
The wide variety of options for tES parameters paired with the
multitude of individual differences in pre-existing neurotrans-
mitter levels makes the evaluation of tES research results as a
whole difficult. Guleyupoglu et al. (2013) stress the importance
of current dose for the outcome of the study. For example, they

define tES dosage in terms of the parameters of the electrodes,
including the size, number, shape, position and composition, as
well as the waveform in terms of intensity and the general form
of the waves administered, the pulse shape (wherever relevant),
amplitude, width, polarity and repetition frequency of the current
waves, the number of sessions and the inter-session interval. For
research purposes, as well as for the generalization of results it
is important to always report the exact parameters used, as the
current flow and the resulting induced electric fields depends on
these parameters (Peterchev et al., 2012). In severe clinical cases
when the financial means are available, electrode shapes and sizes
can even be custom designed to better control and enhance tES
effects but this method requires structural brain scans (MRI) and
neuronavigation for the production and fitting of the stimula-
tion (Tecchio et al., 2013). Individualized tES with more focal
effects (high-definition tDCS) may become more feasible in the
future, with the development of more automated and less time-
consuming methods for the prediction of current flow (Datta
et al., 2012; Huang et al., 2012; Edwards et al., 2013).

One possible solution to specifically target the individual
regional E/I balance is to assess GABA and glutamate levels in
the voxels of interest using MRS and thereby determine the
directionality of the current polarity/parameters to optimize E/I.
Similarly, tACS has been shown to have particularly long-lasting
effects on cortical excitability and cognition when the stimulation
frequency is tuned to the endogenous cortical firing frequency,
as assessed by EEG (Neuling et al., 2013). This way, tES appli-
cations can be individually tailored. However, the high costs of
neuroimaging may not always be feasible and more knowledge
of the ideal balance required. Many of the current experiments
exclude women due to the hormonal fluctuations and the influ-
ence on cortical excitation but if we want to eventually affect
brain and behavior of the general population using tES, we must
explore the relationship between the menstrual cycle and E/I
further. The same applies to developing and aging populations.
In the case of hormonal influences, blood measures of hormone
levels may give indications of relative cortical excitability levels
in women. However, more evidence is required to substantiate
the evidence on the relationship between E/I and hormonal
interactions.

Another solution, which might be a somewhat crude indicator,
is individual variability in behavior. If E/I is related to brain
oscillations and metabolic responses, which again are associated
with behavioral response patterns, behavioral performance may
distinguish at least extremely elevated or reduced levels of E/I.
While behavioral performance does not capture the entire E/I
variance or other factors that we mentioned here, it may still
serve as a useful additional controlling factor for the variety of
influential factors discussed here.

DISCUSSION
Evidence stemming from noninvasive brain stimulation studies
suggests that there are separate subgroups of experimental sub-
jects that differentially respond to stimulation. Specifically, up to
half of them respond with reductions in excitability in response to
the stimulation, whereas the other half responds, as expected, with
increases in measures of excitability (Wassermann, 2002; Hamada
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et al., 2008; López Alonso et al., 2014). Such subgroups may
have diminished many of the expected beneficial effects of tES
in the past and identification of the type of responder before the
application of tES would substantially help the outcome analysis
and interpretation of tES effects. In order to achieve successful
clinical intervention, this information is crucial for the user. We
believe that the biological determinants of the subject response
outcome depend on neurotransmitter balances, in particular glu-
tamate and GABA, as their interaction defines the E/I balance in
the area that is to be stimulated. The baseline in E/I balance might
be differently skewed in each individual, such that some start
off with higher relative excitation, whereas others have relatively
low regional excitability. This will subsequently have differential
effects on the capacity for the induction of plastic changes and
therefore lead to different outcomes in experiments where each
subject receives the same treatment. This would explain why
in some cases up to half the sample responds to the enhanced
excitability, whereas the same enhancement is disadvantageous
in others (López Alonso et al., 2014). As Pavlov hypothesized
more than 50 years ago, different personalities underlie different
ratios between excitation and inhibition and therefore produce
different behavioral outcomes (for a discussion, see Strelau, 1997).
How these differences in cortical E/I balance arise is currently
unknown, but it has been found that siblings show similar
responses to brain stimulation, which suggests that there is either
a heritable factor biasing the E/I balance, or that stimulation
responses are similar in siblings due to some common mor-
phological properties of their skulls and cortices (Wassermann,
2002).

For reasons of baseline neurotransmitter system activity, tES
might lead to different results in different individuals. This can
be due to the discussed factors and potential pre-existing vulner-
abilities, as well as structural differences in cortical gray and white
matter, skull and tissue thickness. The effects of tES can therefore
be binary (effect vs. no effect), or they can show in varying
degrees of the effect or even in negative effects. The outcome
of the result does not always allow for inferences on the under-
lying mechanism, such that the uncertainty in current research
interpretations is concerning. The degree of the response to tES
may also vary with time of the day, the time point of menstrual
cycle in women, environmental testing conditions, and general
preexisting levels of neurotransmitter balances in the brain. These
may further be influenced by medication or lifestyle preferences,
such as smoking (as well as other methods of intoxication) or
sleep patterns.

We would also like to note that our view implies that polarity-
dependent effects of tES are not always straightforward and
predictable. The common view that A-tDCS is generally excita-
tory and C-tDCS inhibitory has been challenged, as discussed
here, and can be seen as a relatively crude average outcome.
For example, the polarity-specific effect of tDCS depends on the
organization, morphology and orientation of cortical neurons to
the incoming current (Bikson et al., 2004; Kabakov et al., 2012;
Rahman et al., 2013). Due to the curvature of an axon, there is
always a combination between excitatory and slightly stronger
inhibitory activity, such that the sum between these determines
the net output (Kabakov et al., 2012).

For these reasons, it is possible that the biological processes
underlying tES effects are even more complex than we suggest
here. Despite the extensive research on inhibitory and excitatory
effects of the current, the effects may not solely be explained by
E/I. For instance, a subtle change in excitation and inhibition
induced by weak current can alter network dynamics by simply
changing the pattern of E/I. These changes are non-linear and
the size of the effect depends on the current state of the network,
affecting the rate and timing of neuronal firing (Reato et al., 2010).
This means that even small simultaneous changes in the levels of
excitation and inhibition can lead to a different outcome within
the dynamics of the network.

Cellular tissue studies can provide more direct evidence for
our idea in the future. However, investigating cellular E/I inter-
actions in human higher-level cognition is currently not feasible.
In order to fully understand the effects of tES on plasticity-
behavior relationships, we have to understand the resulting for-
mation of LTP and long-term depression (LTD) by the actions
of NMDA and AMPA receptor activity (Huganir and Nicoll,
2013). Examining individual differences at the receptor level in
humans is in vivo unfortunately is not feasible at the moment.
It is also important to note that there is quite a leap from
the interpretation of current effects at the receptor level in cell
tissue and human behavioral studies. The bridge between molec-
ular and human research consists of computational modeling of
the current flow through different tissue configurations (for a
comprehensive review see e.g., Bikson et al., 2012), which is a
useful tool to understand current effects. In order to understand
and predict the exact effects of tES (with its different types
and parameters) we need to understand the cellular, broader
cortical (e.g., regional interactions between brain areas) and
behavioral effects of tES and how these are linked together. This
link may be far simpler for lower-level skills, such as motor
or perceptual brain functions, but more complex for higher-
order cognitive abilities, including attention, working memory
and arithmetic.

A potential problem with the majority of the evidence from
tES research on cortical excitability is that it is all performed
in the motor domain and may therefore not be generalizable to
other behavioral and cognitive domains. For instance, the motor
cortex may respond in fundamentally different patterns to other
areas (e.g., in the prefrontal cortex). For example the observed
reduction in inhibition associated with anodal tDCS and motor
learning (Floyer-Lea et al., 2006; Stagg et al., 2009) stands in sharp
contrast to the beneficial effect of cathodal inhibition on certain
frontal cognitive functions (Weiss and Lavidor, 2012). In some
domains cortical inhibition appears to be more beneficial than
in others, especially considering cognitive functions involving
attentional focus or the inhibition of irrelevant material, such
as in the latter case. Therefore, one should be cautious about
generalizing across domains.

MRS can be used to quantify concentrations of glutamate
and GABA in different areas. As a measure of E/I balance, these
quantifications are already used to distinguish healthy from psy-
chiatric populations (e.g., Eichler and Meier, 2008; Yoon et al.,
2010; Kubas et al., 2012). The addition of this neuroimaging
technique or similarly EEG/MEG to measure oscillations, tES

Frontiers in Systems Neuroscience www.frontiersin.org February 2014 | Volume 8 | Article 25

35

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Systems_Neuroscience/archive


Krause and Cohen Kadosh Individual differences and transcranial stimulation

studies for the predetermination of E/I levels in potential subject
pools would be very cost intensive. Nevertheless, we believe that
this might clarify tES results and foster our understanding of
both functional brain neurochemistry and tES methodology in
the future.

CONCLUSION
Here we summarized the most well-known currently unpre-
dictable factors influencing cortical excitability and plasticity and
how the interaction of individual differences with the available
multitude of stimulation parameters may influence the effects
of noninvasive, plasticity-inducing electrical stimulation at the
individual level. We conclude that the simple perception of tES
polarity-specific neuronal modulation is an oversimplification of
the complex effects and that the effects are currently far less pre-
dictable than assumed in the majority of the scientific community.
We suggest that tES effects are moderated by pre-existing baseline
E/I. Imbalances in E/I can be found in clinical or neuropsychiatric
populations, during hormonal fluctuations (especially in women)
and caused by interactions with the baseline neuronal activity,
external influences, such as smoking or medication use, devel-
opmentally and age-related changes in E/I across the lifespan.
Additional factors include individual differences in skull and
cortical morphology, circadian influences that are currently not
clarified, such as time of day or sleep deprivation, interactions
with other neurotransmitter systems, and differential effects of
tES due to unusual use of strategies in e.g., cognition. In addition,
the current state of brain functioning and previous experiences
can influence, or even flip polarity-dependent tDCS effects. For
future research, it is of particular importance that scientists are
aware of such variations and that they select their desired research
populations with care in regard to potential unwanted noise in
the data, and/or in some extreme cases the potential increase in
seizure risk. These could be achieved by taking some of these
factors into account, pre-assessing E/I levels or activation patterns
using neuroimaging methods, in certain cases TMS, or at least
behavioral patterns of performance.
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Transcranial Direct Current Stimulation (tDCS) is a neuromodulatory device often publicized
for its ability to enhance cognitive and behavioral performance. These enhancement
claims, however, are predicated upon electrophysiological evidence and descriptions
which are far from conclusive. In fact, a review of the literature reveals a number of
important experimental and technical issues inherent with this device that are simply
not being discussed in any meaningful manner. In this paper, we will consider five
of these topics. The first, inter-subject variability, explores the extensive between- and
within-group differences found within the tDCS literature and highlights the need to
properly examine stimulatory response at the individual level. The second, intra-subject
reliability, reviews the lack of data concerning tDCS response reliability over time and
emphasizes the importance of this knowledge for appropriate stimulatory application.
The third, sham stimulation and blinding, draws attention to the importance (yet relative
lack) of proper control and blinding practices in the tDCS literature. The fourth, motor
and cognitive interference, highlights the often overlooked body of research that suggests
typical behaviors and cognitions undertaken during or following tDCS can impair or abolish
the effects of stimulation. Finally, the fifth, electric current influences, underscores several
largely ignored variables (such as hair thickness and electrode attachments methods)
influential to tDCS electric current density and flow. Through this paper, we hope to
increase awareness and start an ongoing dialog of these important issues which speak
to the efficacy, reliability, and mechanistic foundations of tDCS.

Keywords: transcranial direct current stimulation (tDCS), variability, reliability, efficacy, mechanisms of action

INTRODUCTION
Transcranial direct current stimulation (tDCS) is currently being
promoted as a cheap and effective tool to enhance cognitive and
behavioral function. A recent surge of public interest in this
device (evidenced by several tDCS devices appearing on the pub-
lic market) has doubtless been driven by the belief that these
enhancement claims are robust, reliable, and well elucidated.
However, the research exploring the efficacy of tDCS is far from
conclusive.

It’s commonly assumed that tDCS shifts the resting membrane
potential and synaptic strength of neurons in a predictable
and consistent manner. More specifically, hypo-polarization of
neurons under the anodal electrode is believed to increase the
likelihood of their firing, whilst hyper-polarization of neurons
under the cathodal electrode is believed to decrease the likeli-
hood of their firing [for an in depth mechanistic overview, see,
Stagg and Nitsche (2011)]. Similar to efficacy, however, a close
inspection of the literature reveals short-comings of the anode
excite/cathode inhibit model.

In response to efficacy and mechanistic uncertainties, many
practitioners focus on the manipulation of three adjustable tDCS
parameters: current density, electrode position, and stimulation
duration. Whereas these three variables certainly play a large role
in tDCS outcomes, there are a number of equally important issues

relevant to both efficacy and mechanism that simply are not being
discussed in any meaningful manner.

In this paper, we will explore five notable indicators and/or
sources of inconsistency associated with the use of tDCS in the
current literature: inter-subject variability, intra-subject reliabil-
ity, lack of effective sham and blinding protocols, motor and cog-
nitive interference, and electric current influences. Throughout
this piece, we will draw examples solely from studies which
explore the effects of tDCS over the motor cortex on MEP
amplitude in healthy populations. We have chosen to do this
for two reasons: first, MEP amplitude modulation is easily the
most explored and reliably demonstrated outcome measure in
the tDCS in the literature. Second, as the majority of neuro-
physiologic, clinical, and behavioral claims cite this work as
mechanistically foundational, any issues apparent in this liter-
ature will necessarily be applicable to and concern any other
outcome measure utilized.

INTER-SUBJECT VARIABILITY
tDCS must demonstrate similar (or comparable) effects across a
range of people before it can be meaningfully applied in healthy
and/or clinical populations. However, a survey of the literature
reveals extensive between- and within-group variation suggestive
of an inconsistent effect between individuals.
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As an example of large between-group variation, Fricke et al.
(2011) recently reported data from two different groups that
underwent an identical stimulation protocol (0.0286 mA/cm2

current density; anode M1/cathode contralateral orbit montage;
5 min duration). Whereas one group demonstrated an average
MEP amplitude enhancement of 93.2% in the 5 min following
tDCS, the second group demonstrated an average MEP ampli-
tude enhancement of only 9.2%: a between-group difference
of 913%. Similarly, in two different studies from 2004 using
identical stimulation protocols (0.0286 mA/cm2 current density;
cathode M1/anode contralateral orbit montage; 9 min duration),
Nitsche et al. reported 30 min group MEP amplitude inhibitions
of 42.9% (Nitsche et al., 2004a) and 20.0% (Nitsche et al., 2004b):
a difference of 110%. Even more variable, these researchers has
reported group MEP amplitude enhancements following identi-
cal stimulation protocols (0.0286 mA/cm2 current density; anode
M1/cathode contralateral orbit montage; 13 min duration) rang-
ing from 54.4% (Nitsche et al., 2003a) to 19.3% (Nitsche et al.,
2009); a difference of 184%.

Specific examples of within-group variability (beyond com-
mon deviation and/or error measures) are harder to come by
as very few studies include individual data with their reports.
However, of the few that have, the results are illuminating. For
instance, following 9 min of anodal stimulation (0.0286 mA/cm2

current density; M1/contralateral orbit montage), Nitsche and
Paulus (2001) reported one subject who demonstrated an incred-
ible 295% increase in MEP amplitude and a second who
demonstrated a weak 5% increase. More recently, following
20 min of anodal stimulation (0.06 mA/cm2 current density;
M1/Contralateral orbit montage), Tremblay et al. (2013) reported
one subject who demonstrated a 251% increase in MEP ampli-
tude and a second who demonstrated a 41% decrease (see also,
Roche et al., 2011).

One potential explanation for this extreme between- and
within-group variability is the difficulty in properly and reli-
ably targeting TMS pulses during lengthy protocols (Herwig
et al., 2001; Sparing et al., 2008; Ahdab et al., 2010).
Although modern MRI guided neuronavigation systems can
be used to ensure accurate coil positioning across time, many
tDCS studies have not utilized (or do not report utilizing)
these systems. As such, it is possible subtle variation in coil
placement and orientation with time may influence response
variation.

A second potential explanation for this extreme between-
and within-group variability is that tDCS generates differen-
tial response at the individual level which is masked by group
averaging. An individual’s unique neurophysiology, anatomy,
and psychology may influence his/her response to tDCS. In
fact, recent modeling work suggests parameters such as skull
thickness, subcutaneous fat levels, cerebrospinal fluid den-
sity, and cortical surface topography can greatly influence
current flow and density patterns during stimulation (Datta
et al., 2012; Truong et al., 2013). As such, elucidation of
individual and environmental influences on tDCS is neces-
sary and may only be possible by looking at response char-
acteristics (and related correlative factors) at the individual
level.

INTRA-SUBJECT RELIABILITY
Beyond individual response patterns, it must be demonstrated
that people respond in a similar and predictable manner to
repeated sessions of tDCS before this tool can be meaningfully
applied. Unfortunately, to our knowledge, response reliability at
the level of the individual has not been explored (or, at least,
reported) in the literature to date.

Of the (only) four studies which have explored group effects
of tDCS on MEP amplitude in healthy populations across mul-
tiple days, two suggest response patterns may be reliable and
replicable. Alonzo et al. (2012) explored the effects of anodal stim-
ulation (0.0571 mA/cm2 current density; M1/contralateral orbit
montage; 20 min duration) on MEP amplitude over the course
of 5 days (Monday–Friday). Although these researchers reported
variable baseline levels across the week, the ratio of pre- to post-
stimulation group average MEP amplitudes did not significantly
change from day-to-day. Using a similar protocol, Gálvez et al.
(2013) reported similar findings: namely, whereas baseline levels
changed throughout the week, the group averaged after-effects of
daily stimulation did not significantly vary across 5 days.

Interestingly, the remaining two studies to explore group
effects of tDCS on MEP amplitude in healthy populations across
multiple days suggest response patterns may be unreliable and
unpredictable. Monte-Silva et al. have twice looked at the effects
of two sessions of tDCS on MEP amplitude with a 24 h block
between sessions (Monte-Silva et al., 2010, 2012). In the first study
(0.0286 mA/cm2 current density; cathodal M1/anodal contralat-
eral orbit montage; 9 min duration), these researchers reported
significantly reduced modulation of MEP amplitude following
the second session of stimulation. More concerning, in the sec-
ond study (0.0286 mA/cm2 current density; anodal M1/cathodal
contralateral orbit montage; 13 min duration) these researchers
reported not only a significant reduction in MEP amplitude mod-
ulation following the second session of stimulation, but also a
reverse in modulation direction (inhibition rather than excitation
following anodal stimulation) and unpredictable timing effects.

Considerably more data investigating effects across time is
required before concluding tDCS is a reliable device. As individual
response reliability is explored, however, it will be important to
remember that intra-subject variability may not, in itself, suggest
tDCS is unreliable. It is likely that circadian, metabolic, and hor-
monal cycles will differentially impact response. In fact, several
researchers have already shown that stages of the menstrual cycle
and cortisol levels impact plastic response to varied TMS proto-
cols (Smith et al., 1999; Inghilleri et al., 2004; Sale et al., 2008,
2010). In addition, proper and reliable TMS coil positioning dur-
ing lengthy protocols may also impact response variability (see
above). With this in mind, it will certainly be informative to iden-
tify the factors that might influence unique tDCS response and
whether these factor, themselves, modulate response in a reliable
and predictable manner.

SHAM STIMULATION AND BLINDING
If the dichometric anode excite/cathode inhibit mechanism of
tDCS is valid, then comparing the polarities to each other makes
determining the true effect of each extremely difficult (as one
can never be certain the exact contribution of each polarity
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to the overall difference). Although practitioners aware of this
comparative shortcoming extol the use of various control stim-
ulation procedures (such as sham or off-target active stimulation),
these procedures have not always proven effective or reliable
across varied tDCS protocols (Ambrus et al., 2012; Brunoni
et al., 2013; Davis et al., 2013; Palm et al., 2013). In addition,
not nearly as many researchers have utilized control conditions
as one might expect. In fact, of the 80 studies published to
date exploring the effect of 0.0286 mA/cm2 tDCS current den-
sity with an M1/Orbit electrode placement on MEP modulation
(the most utilized protocol in the literature), only 10 have com-
pared results to a control condition (Table 1). This means 87.5%
of the studies examining the foundational claim upon which the
modern tDCS field is built have not utilized a proper control
condition.

Comparing each polarity to its own baseline level (rather than
the opposing polarity) does little to address the underlying issues
inherent with sham-less protocols. It is commonly acknowl-
edged that MEP amplitude is naturally an extremely variable
measure (in fact, Valls-Sole recently pointed out, “The ampli-
tude of MEP to single pulse TMS is not usually employed as
a measure of functional relevance because of its large variabil-
ity and dependence on many technical factors”; p. 9, in press).
As such, it can be assumed there will always be some shift away
from baseline levels, regardless of intervention (or lack thereof).
Accordingly, the utilization of a control condition to differenti-
ate between natural fluctuation and tDCS engendered effects is
imperative.

As O’Connell et al. (2012) recently pointed out, tDCS blind-
ing (especially when sham stimulation is being utilized) is
of utmost importance yet incredibly difficult to achieve. In
fact, these authors reported that, during stimulation using a
high current density (0.0571 mA/cm2), neither the practitioner
nor participant was effectively blinded. Beyond this, observ-
able vasodilation (typically over the right orbit) makes prac-
titioner blinding difficult at any current density (see, Palm
et al., 2013). Finally, clear sensorial differences between active
and sham stimulation (primarily reported as itching, tingling,
and/or burning) make blinding participants who undergo mul-
tiple conditions difficult at any current density (Davis et al.,
2013). As with any scientific study, ineffective blinding may
lead to a number of undesirable confounds, including expec-
tation effects, on-the-fly protocol adjustments, and report-
ing/assessment biases.

In order to elucidate the effects of varied tDCS paradigms,
it is essential to continue to amend current and create novel,
more effective control conditions. In addition, until such time as
more reliable control protocols are developed, it may be benefi-
cial to test for and report blinding procedures and efficacy (or
lack-thereof).

MOTOR AND COGNITIVE INTERFERENCE
Several lines of research suggest that any active motor and/or
cognitive activity undertaken during or following tDCS can neg-
atively interfere with or altogether abolish the effects of stimu-
lation. The failure of many practitioners to take account of and
further characterize this evidence is concerning.

Quartarone et al. (2004) were the first to report evidence
of this interference effect. This group explored MEP ampli-
tude modulation following 5 min of tDCS during motor imagery
(0.0286 mA/cm2 current density; M1/contralateral orbit mon-
tage). Whereas imagery (undertaken following stimulation)
appeared to prolong the effects of cathodal stimulation, it abol-
ished the effects of anodal stimulation. Despite this important
finding (that the act of thinking about motor movement could
potentially eliminate tDCS efficacy), this paper went largely
ignored and is rarely cited.

Several additional studies have confirmed this interference
effect. For instance, Antal et al. (2007) reported that a cog-
nitive task (a combined mathematics, language, geography,
and history questionnaire) undertaken during stimulation abol-
ished the effects of both anodal and cathodal stimulation on
MEP amplitude modulation (0.0286 mA/cm2 current density;
M1/contralateral orbit montage; 10 min duration). In addition,
a simple motor task (pushing around a ball) undertaken dur-
ing stimulation led to an equivalent decrease in MEP amplitude
following both anodal and cathodal stimulation. This equiva-
lent drop suggests the motor activity (perhaps due to fatigue of
the target muscle) abolished the effect of stimulation as well.
More recently, Miyaguchi et al. (2013) reported that anodal
tDCS (0.0571 mA/cm2 current density; bilateral M1 montage;
10 min duration) delivered with a concurrent non-exhaustive
active or passive motor task (self initiated or machine initiated
finger abduction-adduction) led to an equivalent MEP amplitude
reduction as did undertaking the active motor task alone (with-
out stimulation). Again, this suggests the motor task abolished
the effect of stimulation (see also, Thirugnanasambandam et al.,
2011).

Secondary evidence for an interference effect can be seen in
the often reported diminished tDCS MEP amplitude modula-
tion in voluntarily contracted muscles (common in non-hand
targets) compared to resting muscles. For instance, in the 40 min
following cathodal stimulation (0.0286 mA/cm2 current den-
sity; M1/contralateral orbit montage; 15 min duration), Bradnam
et al. (2010) reported an average compound MEP decrease of
15.3% in the right infraspinitus (shoulder) when the muscle
was at rest, and an increase of 1.3% when the muscle was
active. Similarly, in the 60 min following anodal stimulation
(0.0571 mA/cm2 density; M1/contralateral orbit montage; 10 min
duration), Jeffery et al. (2007) reported an average MEP ampli-
tude increase of 34.8% in the right tibialis anterior (leg) when the
muscle was at rest, and an increase of only 25% when the mus-
cle was activated. Again, these results suggest that motor activity
undertaken immediately following stimulation can significantly
reduce or eliminate the modulatory effects of tDCS.

These findings suggest that relatively simple and difficult to
control for thoughts and/or behaviors may eliminate tDCS effi-
cacy. Clinically, tDCS is often used as an adjunct to physical
rehabilitation following stroke (for review, Johansson, 2011). If
the aforementioned studies are correct, combining tDCS with
motor training may eliminate any desired tDCS effect. This
holds true for healthy populations as well. Oftentimes, during
long-duration, off-line stimulatory protocols, participants are
instructed to simply relax during tDCS. This relaxation can take
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Table 1 | Studies exploring the effects of 0.0286 mA/cm2 current density, M1/Contralateral Orbit tDCS montage on TMS elicited MEP

amplitude of intrinsic hand muscles at rest in healthy participants.

Study N tDCS duration Anode Cathode Control

Nitsche and Paulus, 2000 (x4) 10 and 9 (x1)/12 (x2) 4 s (x1)/5 min (x3) X (x4) X (x4) –

Nitsche and Paulus, 2001 (x5) 12 (x5) 5, 7, 9, 11, and 13 min (x1) X (x5) – –

Liebetanz et al., 2002 11 5 min X X –

Nitsche et al., 2003a (x3) 12 (x1)/10 (x2) 4 s (x1)/9–13 min (x2) X (x3) X (x3) –

Nitsche et al., 2003b (x3) 12 (x3) 5, 7, and 9 min (x1) – X (x3) –

Lang et al., 2004a 8 10 min X X –

Lang et al., 2004b (x2) 5 and 10 (x1) 10 min (x2) X (x2) X (x2) X (x1)

Siebner et al., 2004 (x2) 5 and 8 (x1) 10 min (x2) X (x2) X (x2) X (x1)

Nitsche et al., 2004a (x4) 6 (x3)/12 (x1) 4 s (x1)/7, 9–13 min (x1) X (x4) X (x4) –

Nitsche et al., 2004b (x3) 12, 9, and 10 (x1) 4 s (x1)/5, 9–11 min (x1) X (x3) X (x3) –

Nitsche et al., 2004c 12 9 min C/13 min A X X –

Quartarone et al., 2004 (x2) 7 and 21 (x1) 5 min (x2) X (x1) X (x1) –

Quartarone et al., 2005 8 10 min X X X

Nitsche et al., 2006 12 9 min C/13 min A X X –

Power et al., 2006 10 10 min X X X

Nitsche et al., 2007a (x8) 12 (x8) 4 s (x3), 7 min (x3)10 min (x2) X (x8) X (x8) –

Nitsche et al., 2007b 12 7 min X X –

Kuo et al., 2007 7 9 min C/13 min A X X –

Antal et al., 2007 12 10 min X X –

Boros et al., 2008 17 13 min X – –

Kuo et al., 2008 7 9 min C/13 min A X X –

Nitsche et al., 2009 12 9 min C/13 min A X X –

Monte-Silva et al., 2009 (x4) 12 (x4) 9 min C/13 min A (x4) X (x4) X (x4) –

Monte-Silva et al., 2010 (x2) 12 (x2) 9 and 18 min (x1) – X (x2) –

Bradnam et al., 2011 18 15 min – X X

Fricke et al., 2011 (x4) 8–12 (x4) 5 min (x2), 7 and 10 min (x1) X (x4) X (x4) –

List et al., 2011 12 10 min – X –

McCambridge et al., 2011 7 Active/5 Sham 10 min – X X

Munneke et al., 2011 (x3) 10 (x3) 7, 11, and 15 min (x1) – X (x3) –

Scelzo et al., 2011 12 13 min X X –

Thirugnanasambandam et al., 2011 16 20 min X X –

Di Lazzaro et al., 2012 30 20 min – X –

Hasan et al., 2012 18 9 min – X –

Schade et al., 2012 (x2) 8 (x2) 5 min (x2) X (x2) X (x2) –

Suzuki et al., 2012 9 10 min X X X

Monte-Silva et al., 2012 (x2) 15 (x2) 13 and 26 min (x1) X (x2) – –

Hasan et al., 2013 20 9 min – X –

Batsikadze et al., 2013 (x2) 9 and 8 (x1) 20 min (x2) – X (x1) X (x1)

Schabrun et al., 2012 (x3) 21 A, 9 C, 13 s 20 min (x3) X (x1) X (x1) X (x1)

Simis et al., 2013 11 20 min X – X

TOTAL 62 67 10

A sham condition from Quartarone et al. (2004) was excluded due to reporting MEP modulation during motor imagery only (not at rest). One study from Monte-Silva

et al., 2009 was excluded due to presenting replication data. A, Anode; C, Cathode; S, Sham.

Studies include the placebo condition/s in any drug or device interaction studies.

the form of reading, texting, surfing the internet, doing home-
work, etc. Is it possible these seemingly innocuous activities are
enough to negate or otherwise interfere with the effects of tDCS
as well? Additionally, in experiments utilizing MRI to explore the
effects of tDCS, stimulation is often given outside the scanning

room (although several tDCS devices are now MR compatible).
During these protocols, participants must walk back to the scan-
ning room and re-enter the scanner following stimulation: a series
of non-trivial motor actions which may, again, interfere with or
abolish any tDCS effects.
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If it’s possible the effects of tDCS are too weak to mani-
fest during typical human behavior, this is important to deter-
mine before more effort and funding are expended utilizing
inappropriate protocols. Until such a time as this issue is
clearly resolved, it is important practitioners minimize motor
and cognitive activity during and immediately following tDCS
and during any proceeding procedure (including TMS and/
or MRI).

ELECTRIC CURRENT INFLUENCES
There are a number of variables which may influence current
density and flow to a great extent that have simply not been
discussed in the literature to date. Although, as noted above,
countless papers have discussed optimal electrode positioning,
current density, and stimulation duration for specific outcomes
(for discussion, Paulus, 2011), these discussions never seem to
evolve past these three parameters.

One variable which may impact current density and flow (but
which has yet to be discussed in the literature) is hair thick-
ness. Simply put: hair is not a conductor—it is an insulator.
Measurements suggest dry hair (<7% 25% H20 content) has a
resistivity of approximately 3 × 1012�/cm whilst wet hair (25%
H20 content) has a resistivity of approximately 6 × 106�/cm
(Feughelman, 1997). To put that into perspective, skin (the con-
tact surface in many tDCS modeling studies) has a resistivity
of approximately 2.15 ×10−2�/cm (see, Miranda et al., 2006;
Wagner et al., 2007: � = Ohm: Note—lower resistivity values
equate to higher conductance).

To combat this, practitioners often utilize large amounts of
saline to saturate dense hair. Unfortunately, saline spread or drip-
ping at the level of the scalp can guide current flow in undesirable
and unpredictable directions. This fact can be easily demon-
strated. First, place two saline soaked tDCS sponge electrodes on
an easily accessible area of skin (such as the forearms or quadri-
ceps). Next, place a piece of thick, non-conductive plastic under
one of the electrodes to ensure no contact is made between the
sponge and the skin. Under this set-up, you should be unable to
complete the electric circuit. Now, cut a small hole in the plas-
tic barrier (exposing the skin underneath), fill the small hole with
saline, and run a continuous stream of saline between the hole
and the sponge atop the plastic. Under this new set-up, you should
be able to complete the electric circuit quite easily, regardless of
how far away from the sponge you have made the small hole (if
you are having trouble running a stream of saline between the
electrode and the hole, you can substitute a thicker conductive
gel: Figure 1).

This demonstration reveals that, even when there is no direct
electrode/scalp contact (as may occur in participants with thick
hair), excess saline can be used to bridge the tDCS current.
However, when this is done, the precise location of the electric
current entrance and/or exit points on the scalp will be largely
unknown and unpredictable. In addition, when the electric cur-
rent follows saline to the scalp, the current density also becomes
largely unknown and unpredictable (as the number and size of
contact points at the scalp becomes uncertain).

Sweat is a second often-ignored variable that may impact elec-
tric current dynamics. Because sweat increases skin conductivity

FIGURE 1 | (A) Under typical conditions, one will be able to build an

electric circuit using two saline soaked tDCS sponges placed on a

piece of clean skin. (B) When a piece of non-conductive plastic is placed
underneath one electrode, the circuit will be broken. (C) When a small hole
is cut in the plastic and a small stream of saline is used to connect the skin
under the hole to the electrode, the circuit will be re-built. This
demonstrates that, even if a tDCS electrode is not in contact with the scalp,
excessive saline can be used to bridge between the electrode and the skin.
Unfortunately, with excessive saline, determining the location of the circuit
connection and electrical density at this point is extremely difficult.

(for review, Dawson et al., 2001), the amount of sweat on a par-
ticipants scalp may influence current flow in important ways. It’s
possible that as salts, oils, and electrolytes accumulate in pores on
the scalp, the skin will generate enough conductivity to ensure lit-
tle or no current enters the cortex. However, aside from washing
each subject’s hair and ensuring a temperature controlled testing
environment, how can this be accounted and/or controlled?

Finally, the means by which electrodes are held in place at the
scalp may also influence electric current dynamics. For instance,
several contemporary tDCS sponge electrodes include plastic
rings at the corners (presumably anchor the electrode in place).
Unfortunately, unless specifically manufactured, most plastics are
non-conductive. Whether or not the plastic used in these elec-
trodes has been produced to conduct electricity is uncertain,
although vasodilation patterns following stimulation with these
electrodes (which typically reveals no dilatory response under-
neath the plastic rings themselves) suggests they are not. This may
impact current density and flow in unpredictable and uncontrol-
lable ways. In addition, many practitioners hold sponge electrodes
in place using rubber straps which are narrower than the elec-
trodes themselves. With these straps, centralized pressure can
cause the periphery of the electrodes to “flare” upwards reduc-
ing contact area (and, by extension, increasing current density).
Given the apparent variability seen within and between individ-
uals (outlined above), it is important to properly consider the
influence these (and other) factors may be having on response
characteristics.

CONCLUSION
Recently, several practitioners have noted concerns about mod-
ern tDCS conceptions and mechanistic models (Bikson, 2013;
Paulus et al., 2013). In addition, a number of studies have also
begun to explore response variation in response to adjustments
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in current density, electrode position, and/or stimulation dura-
tion (Im et al., 2008; Bikson et al., 2010; Bastani and Jaberzadeh,
2013a,b). Although doubtless important, this work does not
address the larger foundational issues raised in this paper.

Although we have chosen to focus on tDCS, many of the issues
examined in this paper are applicable to other non-invasive mod-
ulatory tools; such as transcranial alternating current stimulation
(tACS) and transcranial random noise stimulation (tRNS). These
devices are often modified tDCS devices and the protocols uti-
lized by each are often modeled after modern tDCS protocols.
Because of this, although there is not enough data in the literature
to confidently discuss response variability and reliability, issues of
blinding, interference, and electric current influences are highly
relevant to these novel tools.

If the field of tDCS is to avoid becoming a footnote in
the annals of neuroscientific research, it is time to collectively
acknowledge there are shortcomings in our current under-
standing of this device, its functional parameters, its general
efficacy, and its reliability. Rather than seeing the aforemen-
tioned issues as a detriment to the field, we should use
them to guide future research and exploration. For instance,
acknowledging variability can encourage us to explore indi-
vidual response patterns (and correlate these with related sec-
ondary measures to tease-out possible state-dependency effects).
Acknowledging the lack of effective sham and blinding tech-
niques can encourage us to develop better more effective devices.
Acknowledging the interference effect of motor and/or cognitive
activity can inspire us to devise more comprehensive protocols.
It is hoped that increased awareness and open discussion of
these important issues will lead to a more rigorous and accu-
rate foundation upon which tDCS can be developed into the
future.
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Contemporary studies with transcranial direct current stimulation (tDCS) provide a
growing base of evidence for enhancing cognition through the non-invasive delivery
of weak electric currents to the brain. The main effect of tDCS is to modulate cortical
excitability depending on the polarity of the applied current. However, the underlying
mechanism of neuromodulation is not well understood. A new generation of functional
near infrared spectroscopy (fNIRS) systems is described that are miniaturized, portable,
and include wearable sensors. These developments provide an opportunity to couple
fNIRS with tDCS, consistent with a neuroergonomics approach for joint neuroimaging
and neurostimulation investigations of cognition in complex tasks and in naturalistic
conditions. The effects of tDCS on complex task performance and the use of fNIRS for
monitoring cognitive workload during task performance are described. Also explained is
how fNIRS + tDCS can be used simultaneously for assessing spatial working memory.
Mobile optical brain imaging is a promising neuroimaging tool that has the potential to
complement tDCS for realistic applications in natural settings.

Keywords: HDtDCS, fNIRS, neuroergonomics, DLPFC, spatial working memory

Introduction

The rediscovery, over a decade ago (Nitsche and Paulus, 2000), of transcranial brain stimulation
has led to a proliferation of research on brain and cognitive augmentation, both in healthy
adults and in patients with neurological or psychiatric disease (Clark and Parasuraman, 2014).
Augmentation refers to the improvement of cognitive functioning through task performance,
or reversal of cognitive deficits that are normal consequences of performance in healthy
adults (e.g., fatigue, stress) or those related to brain disorders. Ayaz et al., 2006; Hunter et al.,
2013). Although the initial motivating rationale for the use of techniques such as transcranial
Direct Current Stimulation (tDCS) was to develop alternative therapies for the treatment of
neuropsychiatric diseases, augmentation effects were also seen in the healthy participants (Clark
and Parasuraman, 2014; Flöel, 2014). These findings led to the current interest in developing
methods of neurocognitive enhancement for healthy adults, for example to enhance human
performance in complex tasks (such as air traffic control) or to accelerate skill acquisition in tasks
(such as piloting unmanned vehicles) that typically require many hours or days of practice to master
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(Coffman et al., 2014; Parasuraman and Mckinley, 2014).
Contemporary tDCS studies have provided a growing base
of evidence for enhancing cognition through the non-invasive
delivery of weak electric currents to the brain (Coffman
et al., 2014). The main effect of tDCS is to modulate cortical
excitability, depending on the polarity of the applied current.
However, the underlying mechanism for the neuromodulation,
such as how it is induced, how longs it persists, and the
ways in which such modulation translate into improvement in
performance are still not well understood and are currently
the object of much research interest. Combining tDCS with
multimodal neuroimaging techniques can enhance knowledge of
its neuromodulatory effects in the brain (Hunter et al., 2013).

Traditional neuroimaging modalities such as functional
magnetic resonance imaging (fMRI) have also been successfully
utilized for studying cognition and understanding the neural
mechanisms that contribute to the acquisition, development,
and use of cognitive skills in artificial, controlled and stand-
alone settings. These can be referred as read-only settings where
functional neuroimaging is used to record brain activation and
hence the flow of information is from brain to a computer.
Moreover, modulation of neural signals can also be achieved
through a neurofeedback training where a computer presents
some derivative of the acquired brain signal in real-time back
to user in visual or auditory form to establish the feedback
loop (Hanslmayr et al., 2005; Gruzelier, 2009; Miller et al., 2010;
Slagter et al., 2011; Ninaus et al., 2013). Neurofeedback training
aims to allow volitional control of specific brain activity and
has been extensively used in clinical neurorehabilitation or brain
disorders such as attention-deficit hyperactivity, autism, epilepsy
and mood disorders (Lubar et al., 1995; Hoffman et al., 1996;
Raymond et al., 2005; Angelakis et al., 2007; Kouijzer et al.,
2009; Lim et al., 2012; Heinrich et al., 2014). Neurofeedback
training has been shown to enhance performance in cognitive
tasks (Angelakis et al., 2007; Gruzelier, 2009) however, in this
manuscript, we focused on tDCS based neuromodulation as
it does not require training and has been utilized for human
computer interaction applications (Clark and Parasuraman,
2014). Neuroimaging methods based on the MRI technique,
such as functional MRI, resting state functional connectivity, and
diffusion tensor analysis, have provided important information
on the gray matter, white matter, and brain connectivity changes
that accompany skill acquisition (Lewis et al., 2009; Lövdén
et al., 2010; Voss et al., 2012; Strenziok et al., 2014), thus setting
the stage for the development of theories of neuroplasticity,
specifically for functional reorganization of neural networks
and adaptation. For a review, see Elbert and Rockstroh (2004).
However, some limitations of MRI are its requirement for
participant immobility and its high operational cost. These
factors have stimulated a need for lower-cost neuroimaging
techniques that are portable and can be used in freely moving
participants performing everyday tasks (Gramann et al., 2011,
2014). Among these are electroencephalography (EEG) and
functional near infrared spectroscopy (fNIRS), both of which
can be used for mobile brain imaging (Makeig et al., 2009;
Gramann et al., 2011; Mehta and Parasuraman, 2013). The
use of mobile brain imaging and stimulation techniques also

falls within the field of neuroergonomics, defined as the study
of the human brain in relation to performance at work and
everyday settings (Parasuraman, 2003, 2011; Parasuraman and
Rizzo, 2007). The main goal of neuroergonomics is to advance
knowledge of brain functions in complex tasks and naturalistic
work settings.

Overview of Paper
The neuroergonomic approach has been considerably facilitated
by the recent rise of development of portable and wearable
neuroimaging devices, including EEG and fNIRS (Gramann
et al., 2014). In this paper we review the potential uses
of joint fNIRS and tDCS and describe wireless and battery
operated fNIRS sensors (Ayaz et al., 2013) that provide new
opportunities for brain and cognitive augmentation. We first
briefly describe tDCS studies for enhancing skill acquisition
in complex cognitive tasks. It is particularly important to
assess and measure operator mental workload in situations
where performance failures could result in catastrophic losses
(e.g., military command and control, air traffic control, etc.).
Improving operators’ cognitive abilities (such as working
memory or attention) would help improve overall safety and
productivity in such systems. Next we review tDCS studies
that have targeted and assessed human operator performance.
We then describe how fNIRS can be used to monitor brain
dynamics during cognitive tasks, with a focus on evaluating
effects on cognitive load. As a wearable and continuous
monitoring sensor, fNIRS provides a safe and practical approach
for monitoring brain activity in natural environments. We
review studies that demonstrate task load related activity in
the fNIRS signal. Next, we examine the combined use of
fNIRS and tDCS for monitoring and enhancement of spatial
working memory. Moreover, fNIRS + tDCS can realize new
applications that were not possible before, such as ‘‘read-
write’’ Brain Computer Interfaces (BCI) which can acquire
(read) brain signals and also provide feedback directly to the
brain (write) through stimulation. In general, optical brain
imaging techniques such as fNIRS are a promising neuroimaging
method and as the instruments continue to evolve, have
the potential to become a complementary tool to tDCS for
neuroergonomic applications in complex work tasks and in
natural settings.

Effects of tDCS on Complex Task
Performance

Many noninvasive brain stimulation techniques for enhancing
neurocognitive function exist, including transcranial magnetic
stimulation (TMS) and tDCS (Clark and Parasuraman, 2014).
In TMS an electric current is transiently passed through a
magnetic coil positioned over the participant’s scalp over a
brain region of interest. This creates a changing magnetic field
that passes through the skull and induces current flow in the
underlying cortical tissue sufficient to alter neural firing (Walsh
and Pascual-Leone, 2005). tDCS involves application of a weak
direct current (DC) electric current (1--2 mA) with electrodes
attached to the scalp. A positive polarity (anode) is typically used
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to facilitate neuronal firing whereas a negative polarity (cathode)
is used to inhibit neuronal firing. Application of tDCS is safe
for experimental use in healthy participants for up to 30 min of
stimulation (Bikson et al., 2009).

Understanding the mechanisms by which the tDCS
modulations are induced and persist is still an open
question. Initially, it was thought that application of weak
DC current increases the resting neuronal membrane
potential and thus lowers the threshold for firing of neurons
(Bindman et al., 1964), but subsequent work suggests that
other mechanisms are probably involved, such as dynamic
modulation of synaptic efficacy (Rahman et al., 2013) and
changes in neurotransmitter concentrations (Clark et al., 2011).
Pharmacological tDCS studies also suggest neuronal membrane
depolarisation during anodal stimulation may be responsible
for the after-effects on cortical excitability (Liebetanz et al.,
2002).

tDCS can be applied to better understand brain mechanisms
and their relation to cognitive processes, although tDCS is not as
focal in activating or inhibiting brain regions in comparison to
TMS given the diffusivity of current flow for anode over region
of interest, extra-cephalic cathode montages (‘‘ring’’ montages;
anode over region of interest encircled by multiple cathodes
provide more focal stimulation but not to the level implemented
by TMS (Datta et al., 2009)). Recent tDCS studies have allowed
researchers to make inferences regarding the neural basis of
learning, memory, perception, and motor actions (Filmer et al.,
2014). The study by Holland et al. (2011) investigated language
function of healthy participants and aimed to help develop the
approach for potential clinical deployment for rehabilitation of
brain-damaged patients. Authors utilized fMRI to monitor and
localize the effects of tDCS stimulation concurrently. Left frontal
anodal tDCS was used during an overt picture-naming task
and results provided important evidence of contribution of the
left inferior frontal cortex in the naming task and identified
Broca’s area for tDCS based rehabilitation (Holland et al.,
2011).

Another example is a study by Clarke et al. (2014) in
which the role of dorsolateral prefrontal cortex in attention
bias modification (ABM) was investigated. The exaggerated
attention to mildly threatening conditions is defined as the
attention bias to threat and has been reliably observed across
a range of anxiety and mood disorders. Reducing attention
to threat in high anxiety patients has been demonstrated
to also reduce anxiety symptoms, and thus suggests the
promise of treatment of anxiety pathology. The authors utilized
tDCS to isolate and test fMRI findings reported earlier by
Browning et al. (2010) which implicated lateral prefrontal cortex
in inhibitory control of attention in relation to threatening
information. This study by Clarke et al. (2014) demonstrated the
complementary nature of neuroimaging and neurostimulation
(as the finding verified the functional MRI results of Browning
et al. (2010)); and, highlights the potential power of joint
neuroimaging and neurostimulation for novel interventions
while establishing a broad neurocognitive framework. Below we
further examine such joint investigations by combining tDCS
and fNIRS.

Many studies have found that stimulation of different
brain regions with tDCS can enhance performance of basic
cognitive tasks that recruit the corresponding brain regions.
For example, stimulating the dorso-lateral prefrontal cortex
(DLPFC), which has been shown in neuroimaging studies to be
involved in workingmemory, accordingly enhances performance
on working memory tasks (Fregni et al., 2005). Beyond working
memory, tDCS has also been found to enhance learning and
performance on a wide variety of perceptual, cognitive, and
motor tasks (for reviews, see Jacobson et al. (2012) and Coffman
et al. (2014)). Here we provide a few examples of the effects of
tDCS on more complex tasks representative of work settings.

One example involves surveillance and security operations, as
in threat detection (Parasuraman and Galster, 2013). Accurate
and timely detection of obscured or concealed objects, or the
actions andmovements of other people, is a critical need in many
such work environments, both in the military and in civilian
organizations. Skill in such threat detection tasks typically
develops only after extensive training lasting many days. Can
the development of expertise be speeded up with tDCS? Recent
studies provide a positive answer (Clark et al., 2012; Falcone et al.,
2012). These studies involved use of a complex task requiring
participants to watch videos of naturalistic scenes containing
movements of soldiers and civilians. Still images were extracted
from the videos and manipulated so that half were targets,
defined as concealed objects (e.g., bombs), people engaging in
threatening activity (e.g., snipers), and so on, whereas the same
scene without the threat was a non-target. An fMRI study was
first conducted to determine optimal sites for application of tDCS
(Clark et al., 2012). A total of 104 participants volunteered for
the study and were imaged as novices. A subset, 13 participants
performed the task during fMRI data collection to identify the
brain networks supporting the identification of concealed objects
and changes with learning. The results indicated that the right
inferior frontal gyrus was the major locus of a distributed brain
network that mediated acquisition of the threat detection task
and so was chosen as the optimal stimulation site.

Falcone et al. (2012) examined whether tDCS applied to
this location enhanced perceptual sensitivity in threat detection.
Participants were given four training blocks of and were required
to indicate whether a threat was present or absent. Two test
blocks were given before training and were similar to training
blocks, except that no feedback was given after each response.
Anodal tDCS was applied to the electrode site F10 in the EEG
system, over the right sphenoid bone, corresponding to an area
overlying the inferior frontal gyrus. Although this is not as precise
as subject-fMRI guided location selection, anatomical landmarks
using international 10--20 system provided a viable solution
which was confirmed by the results of the study. The cathode
was placed on the contralateral (left) upper arm. Participants
were randomly assigned to either active (2 mA current) or sham
stimulation (0.1 mA) for a total of 30 min during the first two
training blocks.

Compared to the 0.1 mA sham stimulation control, 2 mA
stimulation increased perceptual sensitivity in detecting targets
and accelerated learning. Performance was near chance (d′ = 0)
in both groups at the beginning of training. However, skill

Frontiers in Systems Neuroscience | www.frontiersin.org March 2015 | Volume 9 | Article 27

50

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Systems_Neuroscience/archive


McKendrick et al. fNIRS and tDCS for neurocognitive augmentation

acquisition with tDCS was both rapid and extensive: On
completion of training, participants in the active stimulation
group had more than double the d′ of the control group. There
were no group or training effects on the response bias measure
β, indicating that tDCS improved the actual efficiency of threat
detection. Furthermore, threat detection sensitivity remained at a
high level immediately after training and, more importantly, 24 h
later. This last finding bodes well for the use of tDCS as a training
method with potentially lasting effects in naturalistic work tasks.

A second example involves intelligence analysis, McKinley
et al. (2013) trained image analysts to find and correctly
identify ground targets, such as tanks and surface-to-air missile
launchers, in synthetic aperture radar imagery. Stimulation of the
right frontal cortex, using the same anodal F10 scalp location
(cathode on the contralateral bicep) as in the previously described
study of Falcone et al. (2012), significantly improved object
recognition learning rates. During the first phase of training,
one group was given active tDCS for 30 min; another, sham
tDCS (active tDCS for 30 s); and a third group, no tDCS.
Participants were then given a second round of training with
the stimulation conditions reversed (i.e., the active tDCS group
switched to sham tDCS, whereas the sham tDCS group received
active tDCS in the second round). Both groups experienced
larger increases in target acquisition accuracy when given active
tDCS when compared to sham or no stimulation in either
session. The image analysis task also included a change detection
task in both training sessions. After the target image was
complete, one of the targets (randomly assigned) changed in
orientation, position, target type, or disappeared completely.
Change detection performance was improved only when tDCS
was applied in the second session. Thus, tDCS aided in change
detection only after the analyst gained some experience with
the images and target types. A similar finding was reported by
Coffman et al. (2012), who found that tDCS had a larger effect
on threat detection for images that had been viewed previously.
These findings may reflect tDCS-induced plasticity changes in
the brain networks responsible for object encoding and retrieval.

These are just two examples of the effectiveness of tDCS
as a neuroergonomic tool for accelerating skill acquisition in
complex, work-relevant tasks. Other examples are reviewed by
Parasuraman andMckinley (2014). Prior neuroimaging evidence
suggests that such performance gains probably resulted from
activation of specific brain networks associated with the relevant
cognitive functions. However, direct evidence of modulation of
brain dynamics would provide stronger evidence for such an
association. Below, we examine how the combined use of fNIRS
and tDCS can help in this endeavor. We begin, however, with a
brief overview of the use of fNIRS alone in studies of cognitive
workload.

Using fNIRS to Monitor the Relationship of
Cognitive Workload and Brain Dynamics

fNIRS provides an attractive method for continuous monitoring
of brain dynamics in both seated or mobile participants. fNIRS
is safe, highly portable, user-friendly and relatively inexpensive,
with rapid application times and near-zero run-time costs

(Villringer and Chance, 1997; Ferrari and Quaresima, 2012).
The most commonly used form of fNIRS uses infrared light,
introduced at the scalp, to measure changes in blood oxygenation
as oxy-hemoglobin converts to deoxy-hemoglobin during neural
activity, i.e., the cerebral hemodynamic response. fNIRS uses
specific wavelengths of light to provide measures of cerebral
oxygenated and deoxygenated hemoglobin that are correlated
with the fMRI BOLD signal (Cui et al., 2011; Sato et al., 2013).
Below we briefly review fNIRS studies of cognitive workload.

For objective measures of cognitive workload in naturalistic
environments, fNIRS offers a number of advantages over other
measurement techniques such as fMRI. In particular, the high
operational costs of fMRI makes long-duration or longitudinal
(e.g., training) studies impractical. Cost is less of an issue
with fNIRS as the systems themselves are less expensive and
once purchased require no extra costs to run. fNIRS also does
not require the participant to be immobile and the use of
wireless fNIRS allows for imaging brain dynamics during tasks
that require a participant to move regularly, as in motor and
other physical tasks (Mehta and Parasuraman, 2014) and in
naturalistic settings (Ayaz et al., 2013). fNIRS also offers a
compromise between the spatial resolution of fMRI and temporal
resolution of EEG. The superior spatial resolution (localization of
activation) of fNIRS relative to EEG allows for greater accuracy
in identifying specific brain regions responding to changes in
workload. The superior temporal resolution (higher sampling
rate) of fNIRS relative to fMRI affords improved statistical
power when analyzing changes in the shape of the hemodynamic
response.

fNIRS has proven beneficial for measuring workload in
a number of complex tasks. Examples include supervisory
control, natural orifice surgery simulations, and driving. In a
study of air traffic controllers, Ayaz et al. (2012) found that
as the number of supervised aircraft increased there was an
increase in cerebral oxygenation (oxygenated hemoglobin minus
deoxygenated hemoglobin) in the left medial/orbito frontal
cortex. The relationship was linear and corresponded with
increased oxygenation observed in the same sample during a
multi-load N-back working memory task (Ayaz et al., 2012).
Similarly during natural orifice translumenal endoscopic surgery
(NOTES) simulation experienced surgeons familiar with NOTES
showed increases in oxygenated hemoglobin in bilateral ventral
lateral prefrontal cortex (VLPFC) when the simulation required
a more difficult navigation path through an orifice (James et al.,
2011).

fNIRS measurement of mental workload has also been
used within the context of driving. In two separate studies
while individuals drove on a closed road it was observed
that deceleration increased oxygenated hemoglobin in regions
involved in eye movements and optic flow (Yoshino et al.,
2013a,b). The results indicated that deceleration is more
cognitively taxing on visual processing than acceleration or
constant velocity driving. Increases in oxygenated hemoglobin
in bilateral VLPFC during U-turns was also observed (Yoshino
et al., 2013b), suggesting the need for increased executive control
relative to acceleration, deceleration, and constant velocity
driving. Other recent studies also demonstrated the potential of
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fNIRS for assessment of cognitive workload (Abibullaev and An,
2012; Naseer and Keum-Shik, 2013; Afergan et al., 2014; Bogler
et al., 2014; Derosière et al., 2014; Herff et al., 2014; Schudlo and
Chau, 2014; Solovey et al., 2015).

Although a linear relationship between task workload and
hemodynamics has often been observed (Ayaz et al., 2012;
Fishburn et al., 2014) where the difficulty of the task at hand
does not exceed the cognitive capacity of participant, whereas
when cognitive capacity is exceeded the observed effects on
hemodynamics conform to the shape reported by the Yerkes-
-Dodson law (Yerkes and Dodson, 1908). On a supervisory
control task a negative quadratic relationship (inverted U)
between workload and DLPFC activation was found (Durantin
et al., 2014). Individuals were asked to control remotely operated
vehicles as they navigated through an airspace while avoiding
no fly zones. Workload was manipulated by altering crosswinds,
vehicle inertia and memory load regarding supervisory control.
It was also noted that there was a strong correlation between
increased DLPFC activation in the highest workload condition
and performance. This actually suggests that workload alone does
not have a quadratic relationship with functional hemodynamics,
but instead once mental overload is reached functional activation
decreases. Evidence from two other studies supports this claim.
Yamauchi et al. (2013) had participants play a modified version
of ‘‘rock, paper, scissors’’ against a computer, with the objective
to actually lose each hand. The computer presented one of the
three hands and the participant had to choose the losing hand.
Workload was manipulated by decreasing the inter stimulus
interval (ISI). Furthermore these decreases were adapted to
each participants minimum effective ISI. When workload was
manipulated as a function of an individual’s maximumworkload,
only linear increases in oxygenated hemoglobin were observed in
left lateral prefrontal cortex, premotor cortex and supplementary
motor area (Yamauchi et al., 2013).

Similarly in a dual-working memory training study when
task memory load increased as a function of participant’s skill
acquisition, a strong linear increase in total hemoglobin after
an initial decrease in activation occurred while participants
adapted to the task. However a different group of participants
had their task memory load yoked to the performance of the
other group, and they showed a negative quadratic relationship
between memory load and total hemoglobin (McKendrick et al.,
2014). Taken together these findings suggest that the presence of
a negative quadratic slope during fNIRS monitoring of workload
dynamics is indicative of task overload. This trend can be used
to assess the points at which overload occurs for individuals, or
as a means of ensuring that tests of workload only include load
up to an individual’s maximum effective capability. This can be
used to optimize operator work periods, introducing adaptive
automation (Byrne and Parasuraman, 1996), or delegation of
tasks to other operators as methods of optimizing operator
efficiency and system performance. It is also apparent that an
individual’s maximum effective workload can change with task
training. Therefore this trend may occur concurrently with an
individual’s skill acquisition and non-linear components should
be included within statistical models of workload dynamics to
observe and utilize this quadratic trend.

The changes in oxygenated and deoxygenated hemoglobin
representative of mental workload may not only arise from
cognitive work. Both physical and emotional work can affect
and potentially invalidate measures of cognitive workload.
Submaximal physical effort can reduce mental performance,
furthermore increasing submaximal physical effort has similar
effects on oxygenated and deoxygenated hemoglobin as moving
from a single cognitive task to a dual cognitive task (Mandrick
et al., 2013). Mental and physical work to exhaustion may also
cause cognitive interference resulting in decreased oxygenated
and increased deoxygenated hemoglobin in prefrontal cortex
(Mehta and Parasuraman, 2013).

Monitoring the Effects of tDCS on Brain
Dynamics Using fNIRS

There is now considerable evidence that tDCS can boost brain
plasticity processes and accelerate skill acquisition in complex
cognitive tasks (Clark and Parasuraman, 2014). Less well known,
however, is the neural changes that make such performance gains
possible. There are only a few investigations of simultaneous
neuroimaging and stimulation studies, such as using fMRI (Alon
et al., 2011; Antal et al., 2011; Holland et al., 2011; Kwon and
Jang, 2011). However, the electric current flow of tDCS can
create confounds in simultaneous fMRI echo-planar imaging
(Antal et al., 2014). For a review of neuroimaging artifacts and
limitations during simultaneous tDCS and fMRI, see Saiote et al.
(2013) and Antal et al. (2014). Hence, a neuroimaging tool is
needed that is inherently independent of electrical stimulation.
As an optical imaging technique fNIRS provides one such
neuroimaging approach.

Combining fNIRS with tDCS can provide some insights for
understanding brain plasticity associated with skill acquisition.
An initial basic research direction for joint use of fNIRS
and tDCS is for understating how tDCS effects the brain in
both animal models (Han et al., 2014) and human studies
(Merzagora et al., 2010; Khan et al., 2013; Muthalib et al.,
2013; Ishikuro et al., 2014; Jones et al., 2015). Merzagora et al.
(2010) reported on the anterior prefrontal cortex effects of tDCS
before and after stimulation using a prefrontal sensor pad based
fNIRS measurement. Results indicated that fNIRS successfully
captured the activation changes induced by the tDCS stimulation.
Khan et al. (2013) compared altered hemodynamic patterns in
the sensorimotor cortex in response to bi-hemispheric tDCS
polarities and their relationship to muscle activity and motor
task performance. Muthalib et al. (2013) utilized anodal tDCS
based motor cortex stimulation to study neuromuscular fatigue
and task failure related prefrontal cortex activation measured by
fNIRS. Ishikuro et al. (2014) studied the relationship between
frontal and sensorimotor cortices and motor learning of tasks
used in rehabilitation. Healthy participants performed the task
using a whole head fNIRS system. The neuroimaging session
was used to identify relevant brain area (anterior dorsomedial
prefrontal cortex) for stimulation in a separate experiment.
Participants performed the same task with and without tDCS.
Authors reported significant effects of tDCS and improvement
in performance with stimulation. Jones et al. (2015) investigated
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the role of motivation (incentives) and tDCS in improving
performance for both high and low working memory capacity
participants. Authors used fNIRS to assess the cortical effects and
brain activity changes.due to tDCS stimulation. The underlying
motivation of such joint stimulation and neuroimaging studies
is to extend boundaries of knowledge on brain-behavior
relationships and translate the acquired knowledge for potential
clinical and neuroergonomic applications.

Combined tDCS-fNIRS: Neuroergonomics Pilot
Study
We illustrate the utility of the combination of simultaneous
tDCS and fNIRS techniques in a study examining the effects of
tDCS on spatial working memory. The task involved recalling
the location of 5--7 randomly spaced black disks on a computer
display after a short retention period. Each trial began with
15 s of fixation followed by a 1 s presentation of 5--7 randomly
spaced black disks. A 4 s random noise mask was displayed after
the presentation of the stimulus, after which participants were
instructed to respond and recall the number and positions of the
stimulus. A more complete description of the task is presented in
McKendrick et al. (2014).

Participants received a block of baseline trials, followed by two
blocks of sham stimulation, one block of 1 mA stimulation using
a high-density tDCS montage, and a final block of continued
stimulation monitoring, with each block consisting of 33 trials.
Participants were fitted with an elastomere cap with high density
tDCS (HD-tDCS) electrode holders positioned at F2 and F10
in the 10--20 EEG system. A Ag/AgCl sintered ring electrode
was placed in each holder along with electroconductive gel to
conduct the current to the scalp (See Villamar et al., 2013 for
a more detailed description of the Soterix HD-tDCS system).
An fNIR Devices Model 1100 NIRS imaging device sensor
that has 16 optodes (10 photodetectors and 4 light emitters
each using 730 nm and 850 nm wavelengths of light) was
attached to the forehead for monitoring changes in frontal
oxygenated and deoxygenated hemoglobin (for a more complete
description of the fNIR Devices Model 1100 NIRS see Ayaz et al.,
2012).

A pilot study using this task had identified a region of right
VLPFC that showed an increase in activity during the task
period relative to fixation (McKendrick et al., 2014). This region
also showed a correlation between increased performance and
increased neural efficiency (increased performance negatively
modulated increases in activity amplitude). As such this region
was selected for stimulation via HDtDCS and is an example
of fNIRS guided tDCS. Using the modeling software HD-
explore (Soterix Medical), we constructed a montage that elicited
maximum current flow to right VLPFC (Figure 1) by placing the
anode at F10 and cathode at F2.

The current density of this montage is considerably higher
than that traditionally observed with two electrode montages
using saline soaked sponges. For this reason twice during the
study participants were asked to report the current severity of
sensations such as heat, tingling, and itching. No participants
were removed from the study due to reports of severe sensations.

Linear mixed effects models were used to assess changes in
task performance as a function of time and stimulus condition.
Analysis was performed in R with package ‘‘LME4’’ and function
‘‘lmer’’. Model selection and control for over fitting were done
with AIC and BIC log-likelihood weighting functions with BIC
taking precedence if the two weighting functions selected a
different model.

Raw NIRS time series data were low pass filtered and
corrected for motion artifacts, after which relative concentrations
of oxygenated and deoxygenated hemoglobin were calculated
with the modified Beer Lambert law, with the first 10 s of
fixation for a given block of trials used as the NIRS baseline.
Oxygenated and deoxygenated hemoglobin time series for each
optode were analyzed with linear mixed effects regression.
Orthogonal regressors were constructed with boxcar time
series representing hypotheses of interest and convolved with
a canonical hemodynamic response function. The following
regressors were constructed and entered into a design matrix:
(1) increased activity during the task period relative to fixation;
(2) correlation between task activity amplitude and performance;
(3) increased task amplitude during stimulation relative to
baseline; (4) increased task amplitude during stimulation
relative to sham; (5) correlation between task performance and
increased task activity during stimulation relative to baseline;
and (6) correlation between task performance and increased
task activity during stimulation relative to sham. Fixed effects
were composed of the full design matrix of regressors and
random effects were selected via the same methods used for
behavioral model selection.Multiple comparisons were corrected
for using the Hochberg false discovery rate correction. Final
effects of increases or decreases in activation were determined
by comparing the sign of beta coefficients for significant
changes in oxygenated and deoxygenated hemoglobin. Opposite
signs of oxygenated and deoxygenated hemoglobin, where
the beta coefficient of oxygenated hemoglobin was positive
were interpreted as increases in activity; where the coefficient
of oxygenated hemoglobin was negative were interpreted as
decreases in activity.

The most parsimonious behavioral model specified fixed
effects of a linear and quadratic effect of experimental block,
and random effects of participant intercept uncorrelated with
experimental block. There was a significant linear effect of block
(b = −0.38, SE = 0.16, p < 0.05). This suggests that increased
time on the task lead to a decrement in performance. However
there was also a significant quadratic effect of block (b = 0.06,
SE = 0.02, p < 0.05). This positive quadratic effect counteracted
the decline in performance following the first three blocks. The
uptrend in performance also corresponds with the time at which
participants began receiving stimulation, and continues even
after stimulation was removed.

In the NIRS data there were a number of optodes that showed
significant effects in oxygenated and deoxygenated hemoglobin
for the design matrix regressors we constructed; however for
the sake of brevity and clarity only effects where oxygenated
hemoglobin and deoxygenated hemoglobin had opposite beta
coefficients are reported. Visualization of brain activation
patterns are described elsewhere (Ayaz et al., 2006) and more
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FIGURE 1 | Current flow model of tDCS montage (F10 anode, F2 cathode), field intensity of 0.44 V/m represented at white ring in coronal, sagittal and
transverse views. Arrows represent direction of current flow.

information on placement of optodes, see Ayaz et al. (2012).
Final models for each optode consisted of the full design matrix
for fixed effects and random effects were participant intercept
uncorrelated with time. There were no significant activation
changes comparing task period to fixation, however optode 16 in
coherence with our pilot findings showed a relationship between
activity amplitude during the task period and subsequent
performance (Oxy b = 0.019, SE = 0.008, p < 0.05, Deoxy
b =−0.008, SE = 0.004, p < 0.05) (Figure 2).

Optodes 1, 3, 5, 6, 7, 11, 12, and 13 showed evidence of
increased activation during the task period for stimulation blocks
relative to the base line block. However these same regions and
optode 14 showed a decrease in activation during the task period
when comparing the stimulation blocks to the sham blocks
(Figure 3).

We also observed that reduced positive activity in optodes
1 and 13 were associated with higher performance between the

stimulation and baseline trials. Finally greater reduced activity
in optodes 11 (Oxy b = −0.058, SE = 0.011, p < 0.001,
Deoxy b = 0.022, SE = 0.005, p < 0.001) and 15 (Oxy
b = −0.118, SE = 0.014, p < 0.001, Deoxy b = 0.043,
SE = 0.009, p < 0.001) was associated with improved
performance between the stimulation and sham trials, this
was also accompanied by less negative activity in optode 6
(Oxy b = 0.027, SE = 0.012, p < 0.05, Deoxy b = −0.017,
SE = 0.007, p < 0.05) correlating with improved performance
(Figure 4).

1 mA of DC was applied with anode at F10 and cathode at
F2 while participants performed a spatial memory task while
being concurrently monitored with fNIRS. Task performance
declined rapidly following baseline, possibly reflecting changes
in vigilance or fatigue. However this decrement was overcome
and almost eliminated following HDtDCS stimulation. The
stimulation also had a number of effects on hemodynamic
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FIGURE 2 | Regions in which effects represent a correlation between
increased activity and increased task performance. Legend represents
the presence and direction of the effect, not p or t values.

FIGURE 3 | Regions in which effects represent a decrease in activity
during stimulation trials relative to the sham trials. Legend represents
the presence and direction of the effect, not p or t values.

correlates of neural activity and their relationship to task
performance. Specifically stimulation reduced the activity in
bilateral prefrontal cortex, however most of these changes were
unrelated to the effect of tDCS on task performance. Only
continued decreased activity in right dorsal medial (optode
11), and right dorsolateral PFC (optode 15) were associated
with the increase in performance experienced as participants
shifted from the sham blocks to the stimulation blocks. This is
particularly interesting as the cathode was placed directly above
right dorsomedial PFC at the sight associated with performance
recovery. Furthermore it is interesting to note that the region

FIGURE 4 | Regions in which effects represent a correlation between
activity and increases in performance in stimulation trials relative to
the sham trials. Legend represents the presence and direction of the effect,
not p or t values.

selected for modulation via our model of current flow was not
actually modulated by stimulation, however its activity was still
consistently associated with task performance. Taken together
these results suggest that tDCS can modulate the neural activity
of specific brain regions near the site of stimulation, however
current models and protocol for determining tDCS montages
are lacking, as it appears there are intimate interactions between
stimulation montage, task and underlying hemodynamics that
are complex. Additional joint tDCS and fNIRS studies are
needed to further unravel these complexities and to better define
the pattern of cortical excitation induced by tDCS during the
performance of cognitive tasks.

Wireless Brain Imaging With tDCS

Significant progress has been made over the last decades
in understanding the brain physiology and neural dynamics
related to cognitive processes and behavior. However traditional
neuroimaging tools such as fMRI severely restrict subject
movements due to the inherent imaging operation (Makeig
et al., 2009). Such technical limitations require brain imaging
in more artificial settings separated from dynamic and multi-
faceted natural environment (Gramann et al., 2014). To be able
to capture brain dynamics related to natural cognition, mobile
brain imaging systems are needed to operate in complex and
partially unpredictable environments, consistent with mobile
brain/body imaging (MoBI) and neuroergonomics approaches
(Gramann et al., 2011; Parasuraman, 2011), A new generation
of portable brain sensing technologies of EEG and fNIRS have
begun to overcome the limitations of traditional neuroimaging
through untethered measurements and wearable sensors (Liao
et al., 2012; Ayaz et al., 2013; De Vos et al., 2014; Stopczynski
et al., 2014; Mihajlovic et al., 2015). For a review of commercial

Frontiers in Systems Neuroscience | www.frontiersin.org March 2015 | Volume 9 | Article 27

55

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Systems_Neuroscience/archive


McKendrick et al. fNIRS and tDCS for neurocognitive augmentation

available mobile EEG systems see (Mihajlovic et al., 2015) and
recent studies demonstrated combined EEG and tDCS (Faria
et al., 2012; Schestatsky et al., 2013; Mangia et al., 2014) as well
as the combined fNIRS and tDCS studies (Khan et al., 2013;
Ishikuro et al., 2014; Jones et al., 2015). However, joint use of
EEG and tDCS is prone to artifacts, requires additional effort
(such as extra reference electrodes and processing) to control
and isolate the electrical fields to prevent contamination. Since
fNIRS is optical (no electrical interference) and fNIRS sensor
usually has an opening directly over the measurement area (light
source and detectors are positioned around the measurement
area, see Figure 6) there’s a natural opportunity for integration.
Potential applications of portable fNIRS were reviewed recently
for neuroergonomics (Ayaz et al., 2013) and economics research
(Kopton and Kenning, 2014). These developments have provided
an opportunity for coupling mobile brain imaging sensors with
wireless tDCS for monitoring and modulating brain activity in
ecologically valid natural environments.

Recent comprehensive reviews on fNIRS technology
(Ferrari and Quaresima, 2012) confirm that the vast majority
of instrumentation development has been conducted on
continuous wave (CW) type fNIRS. CW systems have a
limitation in terms of their information content (i.e., it measures
only changes of oxy and deoxy-Hb) compared to frequency
and time-resolved fNIRS systems. However, CW fNIRS is
also most appropriate for miniaturization and portable system
development, because the signal type and acquisition timing
requirements are less demanding.

The development of wearable and low cost fNIRS systems
began in 1990s and by Chance et al. (1997) specifically
for prefrontal cortex brain hemodynamics and muscle
measurements. These systems, were later further developed
into the portable systems at Drexel University for functional
brain imaging using both desktop and miniaturized wireless
versions (Ayaz et al., 2013) as well as breast tumor scanning
(Sao et al., 2003), chronic wound monitoring (Weingarten et al.,
2008) and brain hematoma scanning (Ayaz et al., 2011a).

fNIRS based wireless brain imaging systems have also
been of interest and Hoshi (2003) reported use of one the
earliest for assessing regional blood flow related to emotion in
children. The system had one detector and two light sources,
providing two optodes overall. Participants were carrying the
equipment and transmitter in a backpack. Later, Yurtsever
et al. (2006) reported a pocket PC integrated system that
reduced the overall size considerably by using off-the-shelf
embedded system as computational platform and featured up
to 48 channels (16 optodes). Also, Muehlemann et al. (2008)
described an in vivo measurement system that featured wireless
data transfer with up to 32 channels and high sampling rate to
reach fast optical signal. Holper et al. (2010) used that system
for virtual reality based neurorehabilitation approach during
observation and motor imagery tasks. Also, an EEG integrated
prototype has been used in epilepsy research (Safaie et al., 2013).
More recently, Muthalib et al. (2014) presented an HD-tDCS
EEG/fNIRS capable experiment setup that was used for studying
both electrophysiological and hemodynamic components of the
modulation of cortical sensorimotor networks.

In previous work we have reported a custom miniaturized
system (Rodriguez and Pourrezaei, 2011) that can be used for
general purpose functional neuroimaging studies of prefrontal
cortex (Ayaz et al., 2013). The device is a smart-phone size
unit that can be carried in hand (See Figure 5), and drive
up to 5 optodes (15 channels) at 4 Hz sampling rate. The
system interfaces and transmits data wirelessly to a PC that
runs the COBI Studio (Ayaz et al., 2011b). The implemented
system is depicted in Figure 5 below. The main advantage is
further miniaturization of the hardware unit and hence no need
for backpack, subjects can carry the system in their pocket or
hand allowing more freedom in experimental design.

Integration of fNIRS sensors with tDCS also shows promise
given that optical brain imaging is not influenced by electrical
stimulation. Simultaneous use with fiber based fNIRS sensors
is less of an issue as placement of fibers that run perpendicular
to scalp leaves much space for other types of sensors. However,
such sensors require laser light sources and larger hardware
equipment, which are not as portable as LED based systems.
Hence further miniaturization and customization of LED based
sensor pads is needed. Figure 6 below depicts a miniaturized
prototype fNIRS sensor pad that is compatible with the fNIRS
wireless unit described above (Ayaz et al., 2013) and a similar
configuration was already tested with tDCS (Rodriguez and
Pourrezaei, 2011). The combined tDCS fNIRS in that study
was constructed by first molding the insulated fNIRS PCB
in a skin safe silicon cast which was designed to hold tDCS
electrodes in standard size (2′′ × 3.5′′) acting as a sleeve to
the electrode. Systemic performance tests with varying power
and gain parameters indicated that undesired interference is not
introduced by the tDCS stimulation and that the fNIR sensor
performs as expected. Similarly, there are also prototype fNIRS
sensors that are already integrated with EEG electrodes for hybrid
measurements (Lareau et al., 2011; Leamy et al., 2011; Safaie et al.,
2013).

Since the fNIRS sensor positioning of the light source and
detectors are around the measurement area (which is in between
the light source and detector as illustrated in Figure 6) and
not directly on top of the measurement area, combining with
tDCS is feasible and practical from a hardware development
perspective. Moreover recent developments in tDCS systems
provide multi-channel tDCS systems that allow independent
control of individual electrode currents, such as the HDtDCS
systems developed by Soterix Medical and the wireless tDCS
system Starstim (by NE Electrics) enabling potential ambulatory
experimental protocols.

Future Directions

This paper reviews the potential joint use and future convergence
of two technologies for neuroimaging and neurostimulation,
fNIRS and tDCS, and how the two can be synergistically
used together to enhance our current understanding of
brain dynamics. Both technologies have complimentary
capabilities, and both are built wearable and wireless that
allow for application in natural environments and real world
settings. Future neuroergonomics applications could range from
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FIGURE 5 | Wireless fNIRS System. (left) Battery operated and wireless unit allows untethered outdoor measurement (right, up). Block diagram of the overall
system (right, bottom), Building blocks and circuit representation (Ayaz et al., 2013).

FIGURE 6 | Miniaturized and scalable fNIRS sensor pad with 2 optodes can be integrated with electrodes. (left) prototype sensor pad circuit board and
covered with foam enclosure. A U.S. quarter is included for size. (right) The 2 optodes sensor pad parts.

enhanced/accelerated learning and training of complex human-
machine systems to optimization of task load for improved safety
and productivity.

Also, joint use of tDCS and fNIRS could enable new
unique applications such as read-write BCI. A BCI is defined
as a system that captures and transforms signals originating
from the human brain into commands that can control
external applications or instruments. In its most general
form BCI provides a route for neural output that does
not involve the neuromuscular system (Wolpaw et al., 2002;
Lebedev, 2014). BCI systems have a wide range of potential
applications, including rehabilitation and assistive use for

severely paralyzed patients to help them communicate and
interact with their environments, as well as monitoring brain
activity for assessment of mental state or intervention in various
psychiatric conditions and/or to augment the interactivity of
healthy individuals.

Current noninvasive BCI systems are read-only as they
capture brain activity and produce output/action for user.
However, future portable and noninvasive BCI systems can
also write to brain for direct communication and bypassing
the peripheral nervous system and enhancing the brains’
sensory input mechanism. Earlier studies in animal models
achieved meaningful sensorimotor information in real time
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using invasive intracortical microstimulation to deliver sensory
feedback signals in rats (Pais-Vieira et al., 2013) and monkeys
(O’Doherty et al., 2011). This concept has been tested on
humans recently after lab prototypes and demonstrations
indicated feasibility and Grau et al. (2014) published their
approach for Brain to Brain Communication which was
made possible with dual use of noninvasive neuroimaging
and neurostimulation. In the study, authors utilized EEG
for capturing voluntary motor imagery related activations
which were relayed as light perception to second brain by
stimulating occipital lobe via TMS. Practical brain to brain
communication would have profound impact on how we
communicate and work, and as a portable system, tDCS is the
natural candidate for closing the loop for future portable BCI
systems.

As the potential use of future BCI systems has implications
from individual to society at large, ethical aspects have also been
a focus of discussion as part of the rising field of neuroethics
(Illes and Bird, 2006; Haselager et al., 2009; Schermer, 2009;
Clausen, 2011; Nijboer et al., 2011; Vlek et al., 2012). One of
the immediate concerns is related to ‘‘treatment vs. research’’
which is related to the decision of using new systems on clinical
and vulnerable populations such as locked-in patients. As in
all new medical technologies, clinical utility and benefit vs.
the risk (e.g., when using invasive neuroimaging or burden
of engaging with the system) has to be evaluated with due
process (informed consent) (Vlek et al., 2012). Also, privacy
has been a core concern (Nijboer et al., 2011; Fairclough, 2014)
and mostly attributed to keeping ones’ physiological signals
private. With the influence of contemporary science-fiction,
write-only or read-write BCI have often been considered akin
to mind control. Writing to the brain has been used here in
terms of modification/modulation of brain signals and is a
physiological effect with immediate clinical uses (e.g., Parkinson
treatment with deep brain stimulation). Current concepts of
write-only or read-write BCI can only operate with the user’s
consent and engagement. And, the design of future BCI systems

should be informed by neuroethics considerations from personal
to societal perspectives. For a discussion of the near and
long-term issues please see recent reviews by Clausen (2011),
Nijboer et al. (2011), Vlek et al. (2012) and Attiah and Farah
(2014).

Another interesting future direction could be the unification
of neuroimaging and neurostimulation technology by using
near infrared light. A novel integration of optics and genetics
is the emerging field of optogenetics which uses light to
control neurons that have been genetically modified to be
sensitive to light (Deisseroth, 2011). Optogenetics studies has
been exponentially growing to observe and perturb neural
mechanisms from single cell level to animal brain models. The
requirement of genetically encoded, protein-based probes to
achieve experimental manipulation is a major limitation for
human studies. Optical stimulation with near infrared lasers that
are low powered but have high energy density could be a solution
(Wells et al., 2005a,b; Shapiro et al., 2012). A recent study suggest
that such lasers could be utilized to excite cells by changing
their electrical capacitance (Shapiro et al., 2012). Although light
sources for such lasers would be different for reading and writing,
having a unified/fused wearable pad that can both record and
stimulate brain activity could enable new applications in natural
environments. In summary, the simultaneous use of tDCS and
fNIRS, the development of wireless, portable fNIRS systems, and
the potential development of optical systems for both stimulation
and neuroimaging are opening up new vistas for neurocognitive
augmentation, with exciting new clinical and neuroergonomic
applications.

Disclosure

fNIR Devices, LLC manufactures the optical brain imaging
instrument and licensed IP and know-how from Drexel
University. H. Ayaz was involved in the technology development
and thus offered a minor share in the new startup firm fNIR
Devices, LLC.
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Multiple object tracking (MOT) is a complex task recruiting a distributed network of brain
regions. There are also marked individual differences in MOT performance. A positive
causal relationship between the anterior intraparietal sulcus (AIPS), an integral region in
the MOT attention network and inter-individual variation in MOT performance has not
been previously established. The present study used transcranial direct current stimulation
(tDCS), a form of non-invasive brain stimulation, in order to examine such a causal link.
Active anodal stimulation was applied to the right AIPS and the left dorsolateral prefrontal
cortex (DLPFC) (and sham stimulation), an area associated with working memory (but not
MOT) while participants completed a MOT task. Stimulation to the right AIPS significantly
improved MOT accuracy more than the other two conditions. The results confirm a causal
role of the AIPS in the MOT task and illustrate that tDCS has the ability to improve MOT
performance.

Keywords: tDCS, brain stimulation, multiple object tracking, anterior intraparietal sulcus, spatial attention

INTRODUCTION
Multiple object tracking (MOT) is a dynamic, effortful task
that assesses how many moving objects a person can attend
to over a short period of time (Pylyshyn and Storm, 1988).
In the traditional MOT paradigm, participants are presented
with multiple objects (e.g., circles) on a monitor and are
instructed to track a subset of those objects. The objects
move independently and continuously around the screen,
and after they stop, participants attempt to indicate which
objects they had been tracking. Accuracy, or the proportion of
correctly identified targets, is generally used to measure MOT
performance.

MOT tasks have been used to evaluate attention capacity
(Alvarez and Franconeri, 2007; Horowitz and Cohen, 2010),
mechanisms of perceptual organization (Yantis, 1992; Scholl
et al., 2001), and distributed attention (Sears and Pylyshyn,
2000). While MOT is a process-intensive task involving attention,
object selection, object tracking, memory, and multiple types
of eye movements, a number of studies (Pylyshyn and
Storm, 1988; Cavanagh and Alvarez, 2005) have illustrated
that on average, individuals have a tracking accuracy of
85% for two objects, and as the number of items to
track increases, accuracy decreases sharply. In addition, there
are marked inter-individual differences in MOT tracking capacity,
reflecting inter-individual variation in spatial ability (Oksama
and Hyönä, 2004). Given such variability, it is important
to understand the underlying neural mechanisms involved

in performance of dynamic attentional tasks such as the
MOT.

Several researchers (Culham et al., 1998, 2001; Jovicich
et al., 2001; Howe et al., 2009) have used functional magnetic
resonance imaging (fMRI) to identify the brain areas associated
with MOT. Given the number of perceptual and attentional
processes involved in MOT, it is not surprising that the fMRI
studies have implicated 12 unique brain areas recruited during
MOT. Culham et al. (1998) concluded that 11 different brain
areas were recruited during MOT whereas Jovicich et al.
(2001) identified 12 areas, 9 of which were consistent with
the previous work by Culham et al. These studies identified
brain regions sensitive to attention, motion, and areas involved
in eye movements. However, Howe et al. (2009) identified a
number of issues with the previous fMRI and MOT studies,
the greatest of which was that the studies did not correctly
differentiate brain areas specifically related to tracking objects vs.
attending to objects, a critical differentiation in analysis of MOT
performance.

After controlling for the effects of attention, Howe et al. (2009)
concluded that the frontal eye fields (FEF), anterior intraparietal
sulcus (AIPS), the superior parietal lobule (SPL), posterior
intraparietal sulcus (PIPS), and the human motion areas (MT+)
were all consistently activated during MOT. The FEF and SPL are
involved with the generation and execution of eye movements and
spatial attention, processes clearly involved with visually tracking
objects (Nobre et al., 1997; Donner et al., 2000). Area MT+ plays
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a critical role in motion-based tasks, and might potentially be
responsible for updating location information (d’Avossa et al.,
2007). Recent evidence has suggested that the PIPS plays a role
in attention to both stationary and moving objects, and may
be responsible for managing pointers to the spatial locations of
attended objects. PIPS and MT+ may also interact to support
MOT with the PIPS involved in attending to the items and MT+
associated with updating of locations (Howe et al., 2009). The
AIPS was identified to be active only when objects were moving,
suggesting a dissociation between tracking moving objects and
attending to stationary ones, and indicating that it plays a crucial
role within the identified attention network. In addition, AIPS
has been shown to be sensitive to tracking load, with greater
activation associated with increased number of items to be tracked
(Culham et al., 2001; Jovicich et al., 2001). Supporting this view,
a lesion study conducted by Battelli et al. (2001) showed that
individuals with a unilateral right parietal lesion were significantly
worse at tracking objects in the contralateral field even when
only one object was presented in each visual field. Furthermore,
Battelli et al. (2009) provided initial evidence supporting the
causal role of the AIPS in MOT performance by demonstrating
that MOT performance was inhibited by transcranial magnetic
stimulation (TMS) over the right and left intraparietal sulcus but
not MT+.

A method that can provide evidence for a positive causal
relationship between the AIPS and MOT is transcranial direct
current stimulation (tDCS). It involves the application of small
amounts of constant direct electric current (1–2 mA) with
electrodes attached to the scalp. A positive polarity (anode)
is typically used to stimulate neuronal function and enhance
performance, while a negative polarity (cathode) is used to
inhibit neuronal activity. The electric current is thought to
affect the resting potential of cortical neurons (Bindman et al.,
1964; Antal et al., 2001) and also synaptic efficacy (Rahman
et al., 2013), which in turn increases their sensitivity, leading
to an increased likelihood of firing while performing a task.
(See Bikson et al., 2004, for a deeper explanation on the
neural affects of tDCS). The standard current values for
active stimulation conditions can fluctuate up to 2 mA while
control/sham levels are either 0.1 mA or a 2 mA ramp-up
and immediate ramp-down (Clark et al., 2012). No serious
side effects have been associated with normal tDCS operations
for 30 min or less of prolonged stimulation (Bikson et al.,
2009).

Research by Andrews et al. (2011) has indicated that the
effects of tDCS are not global, and only occur when administered
in a specific manner: the stimulation must be applied so
that stimulation targets areas that are involved in the task
being trained on. tDCS is thought to facilitate changes in
active neurons and pathways, and those pathways must be
active while the stimulation is being administered in order to
show a benefit. Through the excitatory (anodal) and inhibitory
(cathodal) affects on cell membranes, tDCS can improve our
understanding of brain function and its corresponding behavioral
correlates.

The present study used tDCS to provide a unique approach
to investigating the causal role of the AIPS and of evaluating

the plasticity of MOT. To demonstrate that the effects of
stimulation are focal rather than global in nature both a target
and a control site for stimulation were chosen. As discussed
previously, the right AIPS was chosen as the targeted experimental
site for potential enhancement of MOT performance. The left
dorsolateral prefrontal cortex (DLPFC) was chosen as a control
stimulation site because previous fMRI studies have shown
that it is minimally involved, if at all, in MOT performance
(Howe et al., 2009). In contrast, data from Culham et al.,
2001 suggests a right lateralized recruitment in frontal brain
areas during MOT. Stimulation of this area may lead to
inadvertent affects on MOT performance, and because we
focused on the right AIPS in the present study, we used
the left DLPFC for the control stimulation condition. In
addition to the active stimulation control, we also included
a sham stimulation of the left DLPFC (to control for a
placebo effect). The sham condition is included to control
for placebo effects as previous studies have failed to identify
meaningful effects of sham stimulation on task performance
(Berryhill et al., 2014). Participants were naïve as to the
relationship between scalp location and its corresponding
behavioral outcomes, making the sham stimulation location
unimportant.

We hypothesized that tDCS would improve performance in
the right AIPS stimulation condition and that there would
be differences in performance between participants stimulated
over the right AIPS compared to those stimulated over the
left DLPFC in both active and sham conditions. To assess
the possible interaction of stimulation with the processing
demand associated with attentional tracking, we administered
both a low and a high tracking load version of the MOT.
We anticipated that an effect of tDCS would be greatest for
the high tracking load and may even be absent in the low
load condition due to ceiling effects for tasks already at or
near ceiling in performance (Ball et al., 2007; Schmiedek et al.,
2010; Jaeggi et al., 2011). In addition, previous researchers have
suggested that tDCS may be more beneficial for novices/lower
performers than for experts/higher performers (Bullard et al.,
2011; Tseng et al., 2012; Blumberg et al., 2014; Foroughi et al.,
2015) and that tDCS may be more effective in difficult tasks
(Berryhill et al., 2014), suggesting that both task difficulty and
individual abilities may play a critical role in the effectiveness of
stimulation.

MATERIALS AND METHODS
PARTICIPANTS
Forty-eight undergraduates participated in the experiment
(28 females) with an average age of 19 years (range from 18–32).
Participants met the following conditions: (1) right handed;
(2) normal or corrected to normal vision; and (3) English as
a first language. Participants were randomly assigned to one
of the three between-subject stimulation conditions while they
performed the MOT task under two tracking loads. Sixteen
subjects were assigned to each condition. Participants were given
course credit for the their participation. All participants gave
written informed consent to participate in a protocol approved
by the George Mason Institutional Review Board.
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TASK AND EQUIPMENT
MOT task
Participants engaged in a computer-based MOT task on a
Dell 15” inch LCD monitor at a distance of 40 cm from
the screen. The experimental stimuli consisted of eight green
circles (two or four of the circles were targets). The circles
were 1◦ of visual angle in size. Each trial consisted of three
steps. The eight circles initially appeared as static images (no
movement) while the target circles flashed for 1 s. Then
the circles moved continuously and independently for 8 s,
and could overlap as they traveled across the screen. The
circles moved at a constant rate of 13◦/sec and in constant
directions (when they encountered the border of the screen
they were redirected in another direction based upon the
angle of impact with the border). After the circles stopped,
participants selected the target circles with mouse clicks. The
experimental sequence can be seen below in Figure 1. Participants
tracked two circles (25% of all the circles) in the low load
condition and four (50% of all the circles) in the high load
condition.

tDCS
tDCS was applied using an ActivaDose II Iontophoresis Delivery
Unit. Current was constantly supplied to two electrode pads
with 11 cm2 saline soaked sponges that were attached (with self-
adhesive bandage strips) to the participant’s scalp and shoulder.
The anode was placed on the scalp while the cathode was
placed on the contralateral upper arm, consistent with a non-
cephalic montage (Falcone et al., 2012; McKinley et al., 2013).
Subjects were randomly assigned to one of three stimulation

conditions: AIPS active anodal stimulation, DLPFC active
anodal stimulation, and DLPFC sham stimulation. In the AIPS
experimental condition the anode was placed near CP4 in
the 10–20 EEG system while the cathode was placed on the
contralateral upper arm. We used Soterix Medical’s HDExplore
software to identify an appropriate montage to best target the
AIPS. A standard adult male head was incorporated for the
model; therefore, a single current flow model was identified
and applied for all participants. We modeled a number of
different montages before identifying scalp site CP4 as the
site that best activated AIPS. In both the active and sham
control conditions the anode was placed near electrode site
F3 in the 10–20 EEG system with the cathode placed on the
contralateral upper arm (right). F3 is a commonly used site when
modulating the DLPFC (Coffman et al., 2014). Participants in
both experimental conditions were given 2.0 mA of stimulation
for 30 min. Participants in the sham condition received a 2.0 mA
ramp-up and immediate ramp-down to 0 mA lasting 30 s. The
brief amount of stimulation provided participants with the full
sensation of tDCS.

DESIGN
A 3 × 2 mixed design was employed. The between-subjects
variable (stimulation site) had the following levels: AIPS active,
DLPFC active, and DLPFC sham. The within-subjects variable
was tracking load (low or high). Each participant completed six
blocks of 44 trials (three blocks during baseline testing and three
blocks while stimulation was administered). The trials in each
block were randomized with an equal representation of low and
high tracking trials.

FIGURE 1 | Sequence of actions within the MOT task.
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PROCEDURE
Upon arrival participants were asked to read and sign the
informed consent form outlining the nature of the task and any
risks/benefits they may receive for participating. The Snellen near-
sightedness exam was administered to test vision (20–30 or better
vision required). Participants were then instructed on how to
perform the MOT task. Participants completed a baseline of three
blocks of 44 trials to test their baseline performance. The three
blocks were completed back-to-back without any breaks.

Following baseline testing, the experimenter prepared the
tDCS setup. Participants were given the DCS Sensation
Questionnaire (Scheldrup et al., 2014) at three time points
throughout the stimulation subsession (approximately 1-, 10-,
and 30 min post stimulation onset) measuring how much itching,
heat/burning, and tingling the participant felt at that moment.
Immediately following the first administration of the sensation
questionnaire participants completed a demographic and video
game questionnaire. After they finished the questionnaires they
completed the second sensation questionnaire. Participants then
completed the final three blocks of the MOT task (132 total
trials) while tDCS was being administered. After completing
the trials the tDCS unit was turned off and the electrodes
were removed. Finally, each participant completed the third
sensation questionnaire and then was debriefed about the
experiment.

RESULTS
MOT ACCURACY
The primary goal of this experiment was to investigate whether
a relatively short period of brain stimulation (30 min) could
be used to improve MOT performance, thereby establishing a
positive causal role of the right AIPS in MOT performance.
The behavioral and dependent variable in the experiment
was MOT accuracy. Accuracy was calculated by dividing the
number of correctly identified targets by the total possible
targets for each trial. Accuracy scores were then created for
both the baseline and stimulation subsessions by averaging the
accuracy scores across trials and blocks within each subsession.
Separate accuracy scores were created for both load conditions
leaving each participant with four different accuracy scores (see
Figure 2).

BASELINE COMPARISON
We initially tested whether baseline performance across
stimulation conditions was significantly different from one
another. Two separate (low and high tracking loads) one-way
analysis of variance (ANOVA) were conducted because we did not
want a potential ceiling effect in the low tracking load condition
(hypothesized a priori) to reduce the likelihood of finding an
effect in the high tracking load condition. The ANOVA for the
low tracking load condition failed to identify a significant main
effect of stimulation condition (F(2,45) = 0.87, p > 0.20). The
ANOVA for the high tracking load condition also did not reveal
a significant main effect of stimulation condition (F(2,45) =
1.34, p > 0.20) suggesting that baseline performance was not
significantly different across stimulation groups in either tracking
load condition.

CONDITION SPECIFIC STIMULATION EFFECT
We then conducted a 2 × 2 × 3 mixed-design ANOVA with
subsession and tracking load as the within-subjects factors,
stimulation site as the between-subjects factor, and MOT accuracy
as the independent variable. A self-assessment of first person
shooter video game experience was initially included in the
analysis as a covariate because prior research (Green and
Bavelier, 2006) suggested it predicts MOT performance, however,
this effect was not significant in the present study and was
therefore removed from the subsequent analyses. The analysis
revealed a 2-way interaction between tracking load and subsession
(F(1,45) = 5.24, p < 0.05, η2

partial = 0.10), a main effect for
subsession (F(1,45) = 351.14, p < 0.01), and a main effect for
tracking load (F(1,45) = 4.34, p < 0.05). Tests of simple main
effects for the two-way interaction using a Bonferroni correction
(α = 0.05) revealed that within the high tracking load condition,
MOT performance was significantly greater in the stimulation
subsession compared to baseline, (F(1,45) = 9.5, p < 0.01, η2

partial
= 0.17). The three-way interaction was not significant (p >

0.10).
To better test our initial hypothesis about whether tDCS

stimulation applied to the AIPS can improve MOT performance,
a series of planned paired samples t-tests were conducted to
identify if stimulation improved MOT accuracy beyond that
of baseline. Six, separate paired samples t-test using a Ŝidák
correction (α = 0.0063, given six related tests) were conducted
comparing each baseline score to its corresponding stimulation
score (low and high tracking load for each stimulation site). A
significant difference in performance was identified in the high
tracking load condition between AIPS baseline (M = 76.42%, SE
= 1.66) and AIPS stimulation (M = 72.54%, SE = 1.86), t(15)

= 4.10, p = 0.00047, d = 1.03 illustrating a 4% improvement in
MOT accuracy, see Figure 2. No other t-test reached significance
(largest t = 1.0; smallest p = 0.33). Given that stimulation did
not affect performance in the low tracking load condition across
any stimulation condition and we did not make any a priori

FIGURE 2 | MOT accuracy ± SEM (standard error of the mean) across
stimulation sites broken down by time point (baseline and
stimulation) and tracking load (low and high). * indicates significant
difference.
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predictions, the low tracking load condition was excluded from
the following analyses.

COMPARISON OF STIMULATION EFFECTS ACROSS CONDITIONS
In addition to testing for changes in performance due to
stimulation, we also examined whether stimulation led to group
differences. Given the a priori hypothesis that in the high
tracking load condition the AIPS stimulation condition would be
significantly different from the two DLPFC control conditions,
the DLPFC active (M = 71.16%, SE = 2.67) and DLPFC sham
(M = 68.56%, SE = 2.12) groups were initially compared against
one another to identify any differences. An independent samples
t-test using a Ŝidák correction (α = 0.025, given two related tests)
was conducted to compare performance across the two control
conditions in the stimulation subsession. The analysis did not
reveal a significant difference between the two control groups,
t(30) = 0.45, p = 0.41. The two DLPFC control conditions were
therefore collapsed into one control condition in the subsequent
analysis, leaving two levels of the stimulation variable (AIPS active
and DLPFC control).

We then tested if performance in the AIPS active and DLPFC
control condition were significantly different from one another
in the stimulation subsession, examining if AIPS stimulation led
to better MOT performance compared to the DLPFC control. An
independent samples t-test using a Ŝidák correction (α = 0.025)
was conducted to compare performance between the AIPS active
(M = 76.42%, SE = 1.67) and DLPFC control (M = 69.86%, SE
= 1.69) conditions. The analysis revealed a significant difference
t(46) = 2.45, p = 0.009, d = 0.80. The data suggests that in the
high tracking load condition, right AIPS stimulation improved
MOT accuracy significantly more than in the combined control
condition, see Figures 2, 3.

MOT CAPACITY
Due to the high accuracy scores in the low tracking load
condition, an important question becomes: is accuracy a sensitive
enough measure to detect performance changes close to ceiling?
To answer this question, we non-linearly transformed the

FIGURE 3 | MOT accuracy in the high tracking load condition + SEM
(standard error of the mean). * indicates significant difference.

accuracy scores into capacity measures (k) according to Horowitz
et al. (2007) and Scholl et al. (2001). The capacity measure did
not lead to any significantly different outcomes compared to the
accuracy measure, therefore, the analyses will not be included in
this manuscript, see Table 1 for means.

BASELINE VS. CHANGE IN MOT PERFORMANCE
We also examined whether baseline MOT accuracy predicted the
amount of improvement exhibited in the right AIPS stimulation
condition (high tracking load trials). To accomplish this we
compared participants’ baseline MOT accuracy to their change
in MOT accuracy (stimulation minus baseline). The two scores
were negatively correlated, r(16) = −0.45, p < 0.05, see Figure 4.
This significant association suggests that tDCS may be more
beneficial to individuals with lower baseline MOT abilities. Note
also, that all but two of the participants, irrespective of their
baseline performance, showed improvement in MOT accuracy
with tDCS.

RATE OF MOT IMPROVEMENT
Additionally, we examined the rate at which stimulation impacted
MOT performance in the AIPS stimulation high tracking load
condition. We ran a repeated measure ANOVA with block (only
in the stimulation subsession) as the within-subjects factor. Block
was not significant (F(2,30) = 0.04, p > 0. 10) indicating that
stimulation led to an immediate boost in MOT performance that
was sustained across the three blocks (see Figure 5—Blocks 4,5,6).

DISCUSSION
The present study evaluated the efficacy of using targeted non-
invasive brain stimulation to improve understanding of the causal
role of the right AIPS in MOT performance through improved
learning and skill acquisition of MOT. tDCS was targeted to the
right AIPS, a brain area that plays a unique and integral role
for tracking multiple objects (Howe et al., 2009). Active anodal
stimulation to the right AIPS improved MOT performance in
the high tracking load condition but not in the low tracking
load condition. Active and sham stimulation of the left DLPFC
had no effect in either tracking load condition. This finding
suggests that: (1) the right AIPS plays an active role in MOT;
(2) modulation of this area by tDCS directly leads to changes in
MOT performance; and (3) the effects of the tDCS were focal in
nature and not a global enhancement due to stimulation of the
entire cortex.

Right AIPS stimulation improved performance in the more
difficult tracking load condition where participants’ accuracy
was relatively low (∼70%) whereas stimulation did not affect
performance in the easier tracking load condition (85–90%)
where participants were performing at or close to ceiling. These
results are consistent with the a priori hypotheses and are in
line with the previous literature that suggests that tDCS is more
beneficial to novices (Bullard et al., 2011) and lower performers
(Tseng et al., 2012; Blumberg et al., 2014; Foroughi et al., 2015)
and may be more effective when paired with difficult tasks (Jones
and Berryhill, 2012; Berryhill et al., 2014). Additionally, cognitive
training is not beneficial for individuals already performing at
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Table 1 | Means for both accuracy and capacity measure across stimulation condition, tracking load, and subsession.

Low High

Baseline Stimulation Baseline Stimulation

Accuracy AIPS Active 88.59 88.64 72.54 76.42
DLPFC Active 87.26 87.97 69.89 71.16
DLPFC Sham 85.09 84.14 67.80 68.56
Capacity AIPS Active 1.77 1.77 2.88 3.04
DLPFC Active 1.74 1.76 2.77 2.82
DLPFC Sham 1.70 1.68 2.68 2.72

ceiling (Ball et al., 2007; Schmiedek et al., 2010; Jaeggi et al.,
2011).

We also identified that in the high tracking load condition,
the amount of improvement in MOT was negatively correlated
with a participant’s baseline MOT ability. On average, individuals
with lower baseline MOT accuracies exhibited greater increases in
accuracy compared to those with higher baseline abilities. Tseng
et al. (2012) found a similar inverse effect in change-detection
ability stimulating a posterior parietal location.

Additionally, we identified that stimulation had an immediate
effect on MOT performance in the right AIPS high tracking load
condition. Performances across the three blocks in the stimulation
subsession were similar, illustrating a constant positive impact of
stimulation. We believe this is due to the fact that MOT is a very
simple task with little to no learning curve, therefore, stimulation
immediately modulated the relationship between the right AIPS
and MOT performance.

While research (Green and Bavelier, 2006; Boot et al., 2008)
has previously shown that specific types of training such as
playing action video games can improve MOT performance, this
is the first study to show that brain stimulation can do so too,
but in a much shorter time. If used as a tool for accelerated
training, tDCS may offer a number of benefits compared to
traditional training paradigms. Video game training can take
extended periods of time (Green and Bavelier, 2006; Feng et al.,
2007; Basak et al., 2008), whereas in this study, tDCS immediately
improved spatial tracking performance. Also, specific subsets of
the population cannot or do not enjoy playing video games
because the games can be difficult to learn, can cause frustration,
and can require fine motor control. On the other hand, tDCS
requires little or no additional effort from the user apart from
the task being performed, making it ideally suited to a larger
segment of the population. tDCS focused on the right AIPS,
a brain area integral to the attention network (Howe et al.,

FIGURE 4 | Correlation between baseline MOT accuracy and the change in MOT accuracy within the AIPS high tracking load condition.
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FIGURE 5 | Accuracy per block in the AIPS stimulation high tracking
load condition, subsession differentiated by bar color.

2009) immediately improved MOT performance, this transient
improvement was accomplished in a substantially shorter amount
of time than through traditional training programs, however, the
effects may not be as significant or as long lasting. While this
study provides initial evidence that tDCS can rapidly improve
MOT performance, further research should identify if these
effects are transferable to other spatial tracking tasks in both
basic and complex settings. Brain stimulation over the right AIPS
offers a unique method to better understand the function of
this area as it relates to MOT. This study adds to the existing
literature that the right AIPS plays an active role in MOT and
that the neural substrates recruited for MOT exhibit significant
plasticity.

Our findings mirror previous tDCS studies that have found
effects on perception, attention, and memory abilities (Coffman
et al., 2014). For example, Clark et al. (2012) showed increased
perceptual learning when tDCS electrodes were targeted to
brain areas related to perceptual learning, with the benefit
of tDCS being retained for at least 24 h (Falcone et al.,
2012). Of particular note is the study by Moos et al. (2012),
in which they observed that cathodal stimulation over the
right AIPS increased top-down attentional selection. While they
applied cathodal stimulation to the same area we did, the
two studies measured different aspects of attentional selection.
Additionally, TMS has previously been applied to support a
causal mechanism between modulation of the IPS and MOT
(Battelli et al., 2009). They inhibited IPS function, leading
to decreased MOT accuracy. However, our study is the first
to illustrate that the causal mechanism is in the positive
direction as well. We used tDCS to illustrate the facilitative
effects of AIPS stimulation on MOT ability, finding increased
MOT accuracy. tDCS is also less invasive and more easily
applied making it a more practical tool to accelerate MOT
abilities.

This study had some limitations. Although current modeling
was used to identify the electrode montage that would best
lead to stimulation of AIPS, such modeling involves a number
of assumptions that may not always be met, and modeling

must be considered as a hypothesis to be tested rather than
definitive. That the empirical evidence confirmed the hypothesis
and showed that other stimulation sites did not lead to
improvement in MOT performance is consistent with the
predicted results. Furthermore, we did not directly measure
cortical activation in AIPS or other parietal regions as a result
of tDCS. However, previous research has illustrated that tDCS
does affect neuronal firing (Radman et al., 2009). Additionally,
the tDCS electrode montage used in the experiment may
have resulted in stimulation of the posterior parietal cortex in
general.

Another possible concern involves the baseline performance
of the different stimulation/sham groups. While statistically
significant differences between groups in MOT baseline
performance were not found, one could argue that individuals
in the AIPS condition were somewhat better to begin with,
so that the difference identified in the stimulation subsession
could just reflect these initial differences in performance and
random variation or potentially a small tDCS effect. However,
it would be highly unlikely that random noise would increase
performance in individuals that were already performing at high
levels and not for individuals performing poorly. Additionally,
it is unlikely given that individuals with the lowest baseline
MOT abilities saw the largest increases in MOT performance.
If baseline averages were identical (decreasing initial AIPS
accuracy) potentially more individuals would see greater benefits
in their MOT performance. Task difficulty can also modulate the
beneficial effects of tDCS (Jones and Berryhill, 2012; Berryhill
et al., 2014). While AIPS stimulation significantly improved MOT
accuracy in the four ball tracking condition (an amount at or
close to our attention capacity) and not the two ball tracking
condition, an even more difficult MOT condition (i.e., tracking
six objects) may have resulted in larger effects. Therefore, the
findings in this paper may be underestimating the beneficial
effect of tDCS on MOT performance. Future research should
investigate the limitations of applying tDCS to the intraparietal
sulcus, how cathodal stimulation may affect spatial tracking
performance, and how tDCS could be used in conjunction with
other training programs to improve spatial tracking beyond
that of just video game play or tDCS alone. Additionally, it will
be very important to identify how long the tDCS effects last,
especially if tDCS is used for long-term enhancement of spatial
abilities.

The current study is the first to illustrate that brain stimulation
can improve MOT accuracy. Stimulation to the AIPS, a central
location in the attention network improved MOT accuracy
while stimulation to the DLPFC did not. Accelerated training
techniques like tDCS can be used to improve perceptual,
attention, and memory training programs and to identify the
causal relationships between brain and behavior.
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Interruptions to ongoing mental activities are omnipresent in our modern digital world,
but the brain networks involved in interrupted performance are not known, nor have the
activation of those networks been modulated. Errors following interruptions reflect failures
in spatial memory, whose maintenance is supported by a brain network including the right
posterior parietal cortex (PPC). The present study therefore used bi-directional transcranial
Direct Current Stimulation (tDCS) of right PPC to examine the neuromodulation of spatial
errors following interruptions, as well as performance on another PPC-dependent task,
mental rotation. Anodal stimulation significantly reduced the number of interruption-based
errors and increased mental rotation accuracy whereas cathodal stimulation significantly
increased errors and reduced mental rotation accuracy. The results provide evidence for
a causal role of the PPC in the maintenance of spatial representations during interrupted
task performance.

Keywords: tDCS, brain stimulation, spatial errors, interruptions, posterior parietal cortex, mental rotation, cognitive
equalizing

INTRODUCTION
Interruptions to our ongoing mental activities are omnipresent
in modern life—whether from cell phones, emails, navigation
devices, alarms, etc. An observational study found that people
are interrupted an average of 12 times per hour at work in
our increasingly digital world (Cades et al., 2010), with such
interruptions often leading to errors. Another study of nurses
from two hospitals showed that interruptions increased both
procedural (e.g., fail to check patient identification) and clinical
judgment errors (e.g., give the wrong drug or wrong dose),
with potentially life threatening consequences (Westbrook et al.,
2010). Interruption-related errors are ubiquitous and appear to
be unrelated to individual expertize (e.g., Dismukes et al., 2012;
Prakash et al., 2014).

Ratwani and Trafton (2008) used eye-tracking to investigate
visual search patterns of the resumption process in a simple
data entry task following an interruption. The primary task
required participants to place randomly generated numbers into
one of fifteen different locations on a computer display following
preset rules. The interruption task involved either solving math
problems or performing mental rotation. Both interruption tasks
impaired resumption accuracy; compared to a non-interrupted
condition, individuals fixated on a location following an inter-
ruption that was further away from the correct location. However
this effect was significantly larger when the interruption involved
mental rotation, suggesting that the same visuo-spatial processes
involved in mental rotation are important for the resumption

process. Shen and Jiang (2006) also showed that an interruption
involving a spatial search significantly decreased memory accu-
racy in a change detection search task. Both findings suggest
that spatial representation may play an important role in guiding
resumption after an interruption.

Despite the importance of interruptions in everyday life,
the brain networks involved in interrupted performance are
not known, nor have the activation of those networks been
modulated. The present study used the latter strategy to better
understand the neuromodulation of interruption performance.
Active modulation of brain networks involved in spatial mem-
ory can provide direct evidence for the causal role of transient
disruption of spatial representation in resumption performance
following an interruption. There is considerable evidence that
the posterior parietal cortex (PPC), and more specifically the
intraparietal sulcus (IPS), is implicated in the maintenance of
spatial representations (Cabeza and Nyberg, 2000; Cohen and
Andersen, 2002; Jonides et al., 2005; Champod and Petrides,
2007).

These findings suggest that active stimulation or inhibition
of the right PPC should respectively decrease or increase spatial
errors during resumption after an interruption. We tested this
hypothesis in the present study using transcranial Direct Current
Stimulation (tDCS), which provides a method for non-invasive,
bi-directional modulation of brain function (Nitsche and Paulus,
2000; Antal et al., 2001). The polarity of stimulation plays a
critical role in how tDCS affects performance; typically anodal
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(positive) stimulation over a particular cortical site increases
cortical excitability and can improve performance (Cohen Kadosh
et al., 2010; Coffman et al., 2014; Parasuraman and McKinley,
2014), whereas cathodal (negative) stimulation over the cor-
tical area inhibits excitability and may lead to decrements in
task performance (Bikson et al., 2004; Coffman et al., 2014).
We therefore hypothesized that anodal stimulation of the right
PPC would reduce spatial errors following an interruption,
whereas cathodal stimulation of the same brain region would
increase errors. For the primary task, we used the Financial
Management Task, a complex computer-based task (Trafton et al.,
2011; see Figure 1) commonly used in studies of interrupted
task performance and the resumption process (Trafton et al.,
2003; Brumby et al., 2013). The task requires participants to store
information in memory and then place that information into
different locations on the computer screen, either uninterrupted
or following an interruption. The interruption task required
participants to solve math problems.

Our main hypothesis was that compared to a sham (placebo)
group, anodal stimulation of right PPC would reduce spatial
errors following an interruption, whereas cathodal stimulation
would increase errors. Additionally, as a manipulation check,
we also used a mental rotation task, given the causal role of
the PPC in mental rotation has been previously established
in a repetitive transcranial magnetic stimulation (rTMS) study
(Harris and Miniussi, 2003). We hypothesized that compared to
a sham (placebo) group, anodal stimulation of the right PPC
would improve mental rotation accuracy, whereas cathodal stim-
ulation would decrease accuracy. A final hypothesis, based on
previous findings (e.g., Blumberg et al., in press; Tseng et al.,
2012), was that lower performing individuals (those with more
interruption-related errors and lower mental rotation scores)
receiving anodal stimulation of the right PPC would exhibit the
greatest improvements in resumption performance compared to
higher performing individuals.

METHODS
PARTICIPANTS
The George Mason University Institutional Review Board (IRB)
approved this study. Forty-six right-handed students (M = 19.74
years, SD = 2.2, 35 females, 11 males) from George Mason
University participated for course credit. One participant was
excused from the study because of problems with the stimulation
delivery device and the data were excluded from all analyses. Par-
ticipants were randomly assigned to one of three groups: anodal
stimulation (n = 15), cathodal stimulation (n = 15), and sham
stimulation (n = 15) to the PPC. Sample size was determined
based on effect sizes reported in previous modulation studies
using tDCS over the PPC (e.g., Sparing et al., 2009; Stone and
Tesche, 2009). Thus, the group size was set a priori at 15 resulting
in a total sample size of 45.

TDCS
An ActivaDose II Iontophoresis Delivery Unit was used to deliver
constant current via two electrode pads housing saline-soaked
sponges with an 11 cm2 contact area. One electrode was placed
on the scalp (directly between sites CP4 and P4, identified as

CPP4 of the 10–5 EEG Scalp Recording System; Oostenveld
and Praamstra, 2001)—this is the same right parietal site pre-
viously found to decrease mental rotation performance in an
rTMS study (Harris and Miniussi, 2003). The reference elec-
trode was placed on the contralateral (left) upper arm. The
electrodes were attached to each participant using velcro wraps.
Participants received 2 mA of current for 30 min in the active
stimulation group, an amount found to be safe in a number
of previous studies (Coffman et al., 2014). Participants in the
sham group received a 2 mA ramp up (30 s) and then imme-
diate ramp down (6 s) of current, receiving the full 2 mA
for a very short period of time (<5 s). This short stimulation
duration (applied prior to the beginning of the experimental
tasks) is enough to cause similar skin sensations compared to the
active stimulation group, but is generally insufficient to produce
lasting causal effects on cortical excitability (Coffman et al.,
2014).

FINANCIAL MANAGEMENT TASK
The goal of this task was to successfully complete a client stock
order as quickly and accurately as possible. To do this, participants
first selected a stock order to buy or sell and then filled in twelve
pieces of information relevant to that order. This information
was placed, one component at a time, in one of twelve differ-
ent boxes located throughout the computer screen. Importantly,
participants had to place this information in order starting with
the upper left box (labeled 1 in Figure 1), then the upper right
box (labeled 2 in Figure 1), and so on, until all twelve pieces of
information were correctly placed. If a participant went to the
wrong box (i.e., made an error), the participant was unable to
fill in the information. Instead, the box that the participant was
supposed to go to would turn red. This indicated that an error was
made and that the participant would need to place information in
the red box before moving on.

Interruptions occurred randomly throughout the duration of
the financial management task. The interruption task, which
replaced the primary task screen, required participants to answer
multiple choice addition (math) problems that were located on
the bottom, center of the computer screen for the entire duration
of the 15 s interruption (see Figure 1). Participants answered the
problems at their own pace. Immediately following the interrup-
tion, the primary task screen reappeared and participants were
able to continue the primary task. Importantly, when returning to
the primary task following an interruption, all of the information
that was on the screen before the interruption occurred was
gone. Therefore, participants needed to remember where they left
off to successfully re-engage the task without making an error
(see Trafton et al., 2011 for more information about the Financial
Management task).

MENTAL ROTATION TASK
The Vandenberg and Kuse Mental Rotation Test, Version C
(MRT-C; Peters et al., 1995; Shepard and Metzler, 1971;
Vandenberg and Kuse, 1978) was used to assess mental rotation
ability. This version, unlike versions A and B, and most other
MRT, rotates objects around both the vertical and horizontal
axes, thereby increasing the difficulty of the test. The use of
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FIGURE 1 | The Financial Management Task (A) and the interruption task (B). The interruption task replaced the screen for the duration of each interruption.

this version of a mental rotation task made it less likely that
individuals would be at ceiling levels of performance at base-
line, thus allowing for assessment of potential improvement with
anodal tDCS.

In this version, each question has one template and four possi-
ble answers (i.e., objects that when rotated match the base stimuli
or objects that when rotated do not match the base stimuli). For
every question, there are exactly two correct matching answers. To
successfully answer the question, you must correctly identify both
of the matching stimuli.

DESIGN AND PROCEDURE
Participants first signed a consent form and were then instructed
on how to complete the mental rotation task (MRT-C). Each
participant completed all four practice problems with the experi-
menter. Following practice, participants completed the first half of
the test (i.e., problems 1–12). Participants were given five minutes
to the complete the problems. Participants were then trained
on the Financial Management task to ensure that they were
familiar with the task and minimize potential learning effects.
Participants were instructed to complete both tasks (primary
and interruption) as quickly and accurately as possible. The
trials took approximately 75 s each to complete with interrup-
tion time removed. During baseline, participants completed 9
total trials with 27 total interruptions. Interruptions occurred
randomly after the successful completion of any one box.

Researchers ensured the participants were actively completing the
interruption task.

Following the baseline block, the tDCS unit was set up and
stimulation was applied.

The DCS Sensation Questionnaire (Scheldrup et al., 2014)
was administered at three time points throughout the stimu-
lation block. This questionnaire is used to gauge the amount
of itching, heat/burning, and tingling each participant felt as
a result of the stimulation; participants responded by selecting
their perceived sensations on a 11-point Likert scale where 0
represented no sensation at all and 10 represented the most
intense sensation imaginable. This questionnaire is required by
the George Mason University IRB to ensure participants safety
during the experiment; thus, the data were not analyzed post-
hoc. Once the current value reached 2.0 mA, the DCS Sensation
Questionnaire was administered. Afterwards, participants com-
pleted the stimulation block of the Financial Management task,
which was identical to the design of the baseline block (i.e., 9
trials with 27 random interruptions). The DCS Sensation Ques-
tionnaire was then administered a second time. Next, participants
completed the second half (i.e, problems 13–24) of the mental
rotation task (MRT-C). Once complete, the final DCS Sensation
Questionnaire was administered. The tDCS unit was turned off
and detached from the participant. They were thanked for their
participation, given a short debrief about the experiment, and
then left.
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MEASURES
An error occurred when a participant attempted to place infor-
mation in an incorrect box following an interruption; therefore,
a maximum of 27 errors could be committed. Average trial
completion time was computed in seconds for each participant.
Performance on the interruption task was scored. Lastly, the
mental rotation test (MRT-C) was scored for accuracy.

RESULTS
MANIPULATION VERIFICATION
We initially examined participants’ engagement in the interrup-
tion task. Participants successfully answered 83% (SD = 5.1,
range: 74–96%) of the multiple choice math problems, suggesting
they were actively engaged in the interruption task and not
rehearsing the primary task.

To determine if interruptions affected performance on the
primary task, we compared the number of errors a participant
made when completing the task without interruptions (M = 0.47,
SD = 0.66) to the number of errors a participant made following
an interruption (M = 12.71, SD = 2.81) in the baseline trials.
A paired samples t-test confirmed that the interruptions nega-
tively affected performance, t(44) = 27.51, p< 0.001, d = 4.10.

Before determining if tDCS affected performance, we needed
to ensure that no baseline differences existed between the three
stimulation groups (anodal, cathodal, and sham). A one-way
analysis of variance (ANOVA) revealed no differences existed in
the number of errors made during the baseline trials between
groups, F(2,42) = 0.076, p > 0.250, η2

partial = 0.004, see Figure 2A.

A separate one-way ANOVA of the MRT-C revealed no differences
existed in baseline scores (i.e., problems 1–12) between groups as
well, F(2,42) = 0.056, p > 0.250, η2

partial = 0.003, see Figure 2B.

INTERRUPTION-RELATED ERRORS
A mixed-design ANOVA was performed to determine whether
tDCS affected the number of errors participants made following
an interruption. The within-subject factor was block (baseline
and stimulation) and the between-subject factor was stimulation
group (anodal, cathodal, and sham). Levene’s test indicated equal
error variances in both the baseline (F = 0.09, p > 0.250) and
stimulation (F = 0.84, p > 0.250) data. There was a significant
main effect of block, F(1,42) = 8.68, p = 0.005, η2

partial = 0.17 and

a significant interaction between block and stimulation group,
F(2,42) = 26.93, p< 0.001, η2

partial = 0.56, see Figure 2A.

Tests of simple main effects using a Bonferroni correction
(α = 0.05) within the anodal stimulation group revealed that
significant differences existed between the number of errors in
baseline (M = 12.67, 95% CI [11.17, 14.16]) and stimulation
(M = 9.8, 95% CI [8.35, 11.25]), t(14) = 7.56, p < 0.001,
d = 1.95. Tests of simple main effects using a Bonferroni
correction (α = 0.05) within the cathodal stimulation group
revealed that significant differences existed between the num-
ber of errors made at baseline (M = 12.93, 95% CI [11.44,
14.43]) and during stimulation (M = 13.8, 95% CI [12.35,
15.25]), t(14) = 2.29, p = 0.027, d = 0.59. No differences
existed within the sham group (p > 0.250). On average
anodal stimulation resulted in three fewer spatial errors (i.e.,
23% reduction), whereas cathodal stimulation increased spatial

errors by one (i.e., 7% increase), and sham did not change
performance.

Tests of simple main effects using a Bonferroni correction
(α = 0.05) within the stimulation block revealed that significant
differences existed between the number of errors committed in
the anodal stimulation group (M = 9.8, 95% CI [8.35, 11.25])
compared to both the cathodal stimulation group (M = 13.8,
95% CI [12.35, 15.25]), t(28) = 3.94, p = 0.001, d = 1.49) and
sham stimulation group (M = 12.6, 95% CI [11.15, 14.05],
t(28) = 2.76, p = 0.026, d = 1.04), but not between the cathodal and
sham stimulation groups (p > 0.250; see Figure 2A). On average
individuals receiving anodal stimulation made three fewer errors
(i.e., 22% reduction) in the stimulation block compared to indi-
viduals in the sham stimulation group and four fewer errors
(i.e., 29% reduction) compared to individuals in the cathodal
stimulation group.

We also correlated the number of errors each participant in
the anodal stimulation group made at baseline to their change
in errors (stimulation minus baseline), revealing a significant
correlation, r(14) = −0.61, p = 0.016, R2 = 0.37. This suggests
that individuals with worse initial performance (i.e., more errors
in baseline) benefitted the most from anodal stimulation, see
Figure 3A.

MENTAL ROTATION TASK (MRT-C)
A mixed-design ANOVA was performed to determine whether
tDCS affected performance on the mental rotation task. The
within-subject factor was block (baseline and stimulation) and
the between-subject factor was stimulation group (anodal, catho-
dal, and sham). Levene’s test indicated equal error variances
in both the baseline (F = 0.218, p > 0.250) and stimulation
(F = 0.074, p > 0.250) data. There was a significant main effect
of block, F(1,42) 8.32, p = 0.006, η2

partial = 0.17 and a significant

interaction between block and stimulation group, F(2,42) = 21.96,
p< 0.001, η2

partial = 0.51, see Figure 2B.

Tests of simple main effects using a Bonferroni correction
(α = 0.05) within the anodal stimulation group revealed that
significant differences existed between mental rotation accuracy
during baseline (M = 5.133, 95% CI [4.00, 6.27]) and in stimu-
lation (M = 7.07, 95% CI [5.96, 8.17]), t(14) = 6.90, p < 0.001,
d = 1.78. Tests of simple main using a Bonferroni correction
(α = 0.05) effects within the cathodal stimulation group revealed
that significant differences existed between mental rotation accu-
racy at baseline (M = 5.00, 95% CI [3.86, 6.14]) and dur-
ing stimulation (M = 4.40, 95% CI [3.29, 5.51]), t(14) = 2.14,
p =.038, d = 0.55. No differences existed within the sham group
(p > 0.250). On average participants in the anodal stimulation
group improved mental rotation score by two (i.e., 27% improve-
ment), cathodal stimulation decreased mental rotation score by
half a point (i.e., 12% reduction), and sham did not change
performance.

Tests of simple main effects using a Bonferroni correction
(α = 0.05) within the stimulation block revealed that significant
differences existed between MRT-C scores in the anodal stimu-
lation group (M = 7.07, 95% CI [5.96, 8.17]) compared to both
the cathodal stimulation group (M = 4.40, 95% CI [3.29, 5.51],
t(28) = 3.44, p = 0.004, d = 0.89) and sham stimulation group
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FIGURE 2 | The mean number of errors made (fewer errors represent
improved performance) following an interruption (A) and the mean raw
scores (higher scores represent improved performance) on the mental

rotation task (B) during baseline and stimulation blocks for the three
stimulation group (anodal, cathodal, and sham). Plotted with standard
errors of the mean.

FIGURE 3 | Change (stimulation–baseline) in interruption-related errors (A) and MRT scores (B) plotted against the number of errors (A) and mean
mental rotation scores (B) at baseline.

(M = 4.93, 95% CI [3.83, 6.04], t(28) = 2.75, p = 0.026, d = 0.71).
Scores in the cathodal stimulation group were not significantly
different from sham (p > 0.250; see Figure 2B). On average
individuals receiving anodal stimulation scored two points higher
(i.e., 30% improvement) on the mental rotation task compared
to individuals in the sham stimulation group and two and a half
points higher (i.e., 38% improvement) than individuals in the
cathodal stimulation group.

Additionally, we correlated each participants MRT-C score
in the anodal stimulation group at baseline to their change in
MRT-C score (stimulation minus baseline), revealing a significant
correlation, r(14) = −.47, p = 0.04, R2 = 0.22, however this
effect is largely driven by one participant given the relatively low
amount of variability (s2 = 4.5) in MRT-C scores at baseline, see
Figure 3B.

COMPLETION TIME
To determine whether tDCS affected average trial completion
time, a mixed-design ANOVA was performed to determine
whether tDCS affected average trial completion time across all
three groups, with the within-subject factor being block (baseline
and stimulation) and the between-subject factor being stimula-
tion group (anodal, cathodal, and sham). Levene’s test indicated
equal error variances in both the baseline (F = 0.859, p > 0.250)
and stimulation (F = 0.331, p > 0.250) data. There was a main
effect of block, F(1,42) = 7.69, p = 0.008, η2

partial = 0.16 and

a significant interaction between block and stimulation group,
F(2,42) = 7.169, p = 0.002, η2

partial = 0.25.

Tests of simple main effects using a Bonferroni correction
(α = 0.05) within the anodal stimulation group revealed that
a significant difference existed (p < 0.001) between average
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trial completion time in baseline (M = 77.07s, 95% CI
[72.69, 81.45]) and average trial completion time in stimulation
(M = 72.13s, 95% CI [67.93, 76.34]). No differences existed
between baseline and stimulation average completion time in
the cathodal or sham stimulation groups (p > 0.250 for both).
That is, individuals in the anodal stimulation group completed
the task more quickly while stimulated compared to baseline.
This may not be a surprise as these same individuals made fewer
errors and making an error would result in more time spent on
that trial.

MENTAL ROTATION AND ERRORS
Given that the processes that guide resumption after an interrup-
tion may recruit the same neural substrates as mental rotation, it
is likely that changes in one (mental rotation) may be reflected in
changes in the other (resumption process, i.e., errors). To examine
the extent to which they are related, we correlated the difference
scores (stimulation minus baseline) for both measures, including
all three stimulation groups. The analysis revealed a significant
correlation, r(45) = −.72, p < 0.001, R2 = 0.52, see Figure 4. The
magnitudes of the changes in performance for each measure were
significantly related.

DISCUSSION
The brain networks involved in the interruption process are
not known and the neuromodulation of those networks has
not been previously been examined. Given that spatial repre-
sentations aid in the resumption process after an interruption
(Ratwani and Trafton, 2008) and that the right PPC is activated
during the maintenance of spatial representations (Cabeza and
Nyberg, 2000; Cohen and Andersen, 2002), we hypothesized that
anodal stimulation of this region would reduce the number of
errors by enhancing memory for spatial information. Addition-
ally, we hypothesized that cathodal stimulation applied to the
PPC would increase the number of errors by diminishing spatial

representation ability. The results supported these hypotheses:
anodal stimulation of right PPC significantly reduced the number
of interruption-related errors while increasing mental rotation
accuracy, whereas cathodal stimulation of the same region had
the opposite effects, and sham stimulation did not affect either
performance measure.

To our knowledge, this is the first demonstration of
bi-directional effects of activation and inhibition of PPC on
spatial errors following interruptions and on mental rotation
performance. The results provide evidence for a causal role for
the PPC in the maintenance of spatial representations during
interrupted task performance. We also found that the magnitude
of the changes in interruption-related errors with tDCS was
significantly related to changes in mental rotation performance, as
measured by the MRT-C. Specifically, individuals who improved
in mental rotation accuracy exhibited a reduction in the number
of interruption errors to a similar degree. This finding supports
the idea that spatial representation ability, as assessed using the
MRT-C, guides resumption after an interruption. The findings are
unlikely to reflect a placebo effect given that sham stimulation did
not affect performance.

Additionally, we found that lower performing individuals
at baseline testing, measured by both the number of inter-
ruption errors and MRT-C, showed the greatest improvements
in performance following anodal stimulation of PPC. This
result suggests that individual differences in baseline ability
may modulate the behavioral effects of tDCS. Such “cogni-
tive equalizing” due to tDCS was also previously reported in
a study of change detection (Tseng et al., 2012). Our find-
ing that lower-performing individuals showed greater bene-
fits of tDCS than higher-performing ones diminishes concerns
that tDCS and other non-invasive brain stimulation techniques
may widen or exacerbate ability differences in the population,
thereby leading to greater social inequality (Cohen Kadosh et al.,
2012).

FIGURE 4 | Change (stimulation–baseline) in interruption-related errors plotted against change in mental rotation scores.
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During stimulation, performance in both the interruption
and mental rotation tasks was significantly greater in the anodal
group than in the cathodal and sham groups. However, whereas
cathodal stimulation significantly reduced performance on both
tasks compared to baseline, the cathodal and sham groups did
not differ significantly following stimulation. Some other previ-
ous tDCS studies have also found that effects of cathodal stim-
ulation are often less pronounced than anodal effects (Fregni
et al., 2005; Tseng et al., 2012; Coffman et al., 2014). Another
limitation in the present study is that although we designed
the tDCS montage to target the IPS based on current modeling
(Datta et al., 2009) and previous literature (Harris and Miniussi,
2003), the relatively non-focal nature of tDCS means that other
brain regions could also have been stimulated and could have
played a role in the effects. In addition, each participant received
only one type of stimulation; therefore it is possible that other
individual differences that were not assessed in this study could
have been responsible for the differential effects of anodal and
cathodal stimulation on interruption errors and mental rotation
performance. Additionally, math problems were included as the
interruption task in the present study even though mental rota-
tion has been shown to interfere with the resumption process
to a greater extent (Ratwani and Trafton, 2008). Given that
tDCS produced significant effects in resumption performance
in the less interfering task (math problems), potentially greater
effects may be found with mental rotation. Finally, many tasks
that can be interrupted exist (e.g., giving verbal commands)
that may not benefit from anodal stimulation of the PPC when
interrupted because the task is not spatial in nature. There-
fore, we cannot generalize our results to all tasks and forms of
interruption.

This is the first study to show how noninvasive brain stim-
ulation can reduce human error following interruptions. Inter-
ruptions are unavoidable, and while many only cause delays or
reduce efficiency, they can also lead to serious errors (Westbrook
et al., 2010; Prakash et al., 2014). Importantly, tDCS offers a
safe, inexpensive, and easy to administer method to reduce errors
during the resumption process. This study offers bi-directional
causal support for the role of PPC in mental rotation ability
and in the resumption process. Important issues that need to be
addressed in future research include retention of tDCS-induced
benefits on interruption performance and their transfer to other
tasks (Parasuraman and McKinley, 2014).
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Adults struggling with low reading skills are underserved by limited available treatments.

While brain stimulation techniques such as transcranial direct current stimulation (tDCS)

has the potential to improve a variety of cognitive functions, little work has been done

examining its potential to treat reading disabilities. Research on the effects of tDCS on

reading abilities has been somewhat inconsistent perhaps in part due to discrepancies

between studies in the nature of the tasks. In the current study, we examined the effect

of tDCS to the left inferior parietal lobe (L IPL) on two reading tasks in low-to-average

readers. We compared performance on a sight word efficiency (SWE) task and a rhyme

judgment task before and after either stimulation to the L IPL, right superior parietal lobe

(R SPL), or sham stimulation. Readers who received stimulation to the L IPL showed

greater improvements on the SWE task, but less improvement on the rhyme judgment

task compared to the R SPL and sham groups. This study demonstrates for the first time

both a positive and negative effect of stimulation under the same stimulation parameters

within the same participants. The results highlight the need to consider multiple tasks

when assessing the potential of using tDCS as a treatment.

Keywords: reading intervention, transcranial direct current stimulation, parietal lobes, sight word efficiency,

rhyming

INTRODUCTION

Over the last decade, interest in using brain stimulation techniques as a therapeutic tool to treat
cognitive impairment in adults has received increasing attention (Dubljević et al., 2014). Brain
stimulation is a non-invasivemethod using electrical currents to alter the firing potential of neurons
in the affected area. While there are a variety of techniques that can be used to stimulate the
brain, two primary techniques are transcranial magnetic stimulation (TMS) and transcranial direct
current stimulation (tDCS). TMS delivers a larger current and is thought to cause neurons to
fire (Ridding and Rothwell, 2007) while tDCS delivers a much smaller current and is believed to
change the membrane potential of neurons (Nitsche et al., 2008; Priori et al., 2009) Both techniques
have been used to enhance performance on tasks involved in a variety of cognitive processes in
healthy and impaired adults (Miniussi et al., 2008; Nitsche et al., 2008;Williams et al., 2009; Nitsche
and Paulus, 2011; Krause and Cohen Kadosh, 2013). While the evidence for brain stimulation
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improving function in healthy adults has been somewhat
controversial (see Horvath et al., 2015 but also Price et al., 2015),
its use as a treatment in patient populations with brain injury has
been promising (Fregni and Pascual-Leone, 2007; Miniussi et al.,
2008; Wong and Tsang, 2013).

More recently, research using brain stimulation to treat
learning disorders, such as dyslexia and dyscalculia, has been
called for (Cohen Kadosh et al., 2013; Krause and Cohen Kadosh,
2013; Vicario and Nitsche, 2013). While those with learning
disorders do not have frank insult to the brain, they are believed
to have altered brain activation in key brain regions when
compared to typical adults (Pugh et al., 2001; Price and Ansari,
2013; Norton et al., 2014; Kucian and von Aster, 2015). The
case for using neuromodulation to treat learning disorders is
thus conceptually straightforward; stimulation to modify the
activity in a brain region shown to be integral to the cognitive
process of interest and differentially activated in the disordered
population should normalize activation in that region and
therefore normalize performance. However, identifying the brain
regions integral to the process is not trivial, particularly in the
case of reading.

Neuroimaging research has identified several brain regions
that show altered function in individuals with dyslexia that
may serve as potential targets of brain stimulation. Three brain
areas in particular have consistently shown altered functionality
compared to typical readers—the inferior frontal gyrus (IFG),
temporo-parietal areas, and occipito-temporal areas (Richlan
et al., 2009, 2011). Meta-analysis of neuroimaging studies
suggest the IFG may be hyperactive in adults with dyslexia as
a compensatory region, while temporo-parietal and occipito-
temporal areas may be hypoactive, reflecting impaired processing
during reading. Brain stimulation could be used to either enhance
potential compensatory regions in an attempt to strengthen these
networks or enhance areas that are consistently underactive in
people with dyslexia in an attempt to normalize their function.

So far, neuromodulation studies examining the tool’s potential
to improve reading ability have stimulated regions shown to be
underactivated in poor readers, and all have had some success
(Costanzo et al., 2012, 2013; Turkeltaub et al., 2012; Heth and
Lavidor, 2015; Thomson et al., 2015). However, the exact nature
of the reading improvements has been somewhat inconsistent
across studies. Turkeltaub et al. (2012) first demonstrated the
potential for tDCS to be used as a treatment for low-to-average
readers by showing improved reading fluency after stimulation
to the left superior temporal gyrus (STG) compared to sham
stimulation. These findings were corroborated by Costanzo et al.’s
TMS studies (Costanzo et al., 2012, 2013) that found TMS to
the left STG increased real word reading speed and text reading
accuracy in both dyslexic and average readers. However, a later
tDCS study by Thomson et al. (2015) was inconsistent with
the findings of Turkeltaub et al. (2012). Thomson et al. (2015)
stimulated an overlapping, but slightly superior region to that
stimulated in Turkeltaub et al. (2012) in average readers and
found that right hemisphere stimulation led to improvements on
real word reading ability, not left hemisphere.

The Costanzo et al.’s TMS studies (Costanzo et al., 2012,
2013) showed that the particular section of the temporo-parietal

region that is stimulated leads to specific results. In contrast to
the increases in real word reading following STG stimulation
mentioned above, stimulation to the more superior temporo-
parietal cortex, specifically, the left inferior parietal lobe (L
IPL), led to increases in pseudoword reading. While the lack of
improvements in real word reading, the ultimate goal of reading
therapy, is discouraging, stimulation to the IPL and surrounding
areas merits further investigation. In particular, tDCS to the
more superior aspects of the temporo-parietal cortex may lead
to greater gains in reading ability compared to the precisely
targeted stimulation of TMS given the diffusivity of tDCS. The
superior portion of the temporo-parietal cortex including not
just IPL, but also the angular gyrus (AG) and supramarginal
gyrus (SMG), have been specifically related to smaller-grained
grapheme-to-phoneme mapping (Pugh et al., 2000; Simos et al.,
2001; Booth et al., 2003; Jobard et al., 2003; Cao et al., 2006; Bitan
et al., 2007b; He et al., 2013), which developmental and cross-
linguistic studies of reading suggest is important for the initial
development of the reading network (Pugh et al., 2000; Cao et al.,
2006, 2015; Richlan et al., 2011;Martin et al., 2015). Therefore, we
propose that facilitation of small-grain grapheme-to-phoneme
processing via modulation of activation in superior portions
of the temporo-parietal cortex may lead to gains in multiple
aspects of reading ability including reading fluency and improved
grapheme-phoneme mappings in low-to-average ability adults.

This hypothesis is supported by second language learning
studies with adults (Hashimoto and Sakai, 2004; Mei et al.,
2014) and reading remediation studies with children (Temple
et al., 2003; Simos et al., 2007; Meyler et al., 2008; Rezaie et al.,
2011b) and adults (Eden et al., 2004) that show greater ability
related gains in superior vs. inferior temporo-parietal cortex.
Further, functional connectivity between the IPL in particular
and regions involved in orthographic processing such as the
fusiform gyrus (FG) has been demonstrated to be related to
word reading ability (Koyama et al., 2011; Simon et al., 2013).
Developmental studies have suggested that the strength of the
connection between grapheme-to-phoneme processing regions
such as the IPL and the orthographic processing regions such as
the FGmay be critical for the specialization of these orthographic
processing regions, in line with interactive specialization models
of development that have been extended to reading (Johnson,
2001; Schlaggar and McCandliss, 2007; Price and Devlin, 2011).
Indeed, dyslexic readers tend to have reduced connectivity
between these two regions compared to controls. In contrast,
there is little evidence suggesting the connectivity between the
STG and FG is crucial for reading ability (Horwitz et al., 1998;
Pugh et al., 2000; Booth et al., 2008; Cao et al., 2008; Quaglino
et al., 2008; van der Mark et al., 2011; Finn et al., 2014).

In order to test the hypothesis that tDCS to superior portions
of the temporo-parietal cortex will lead to reading improvement
for low ability readers, we stimulated the left IPL in low-to-
average readers andmeasured their improvement on two reading
tasks; single word reading efficiency and a rhyme judgment
task. Both require the use of phonological and orthographic
information, but in different ways. Single word reading efficiency
requires articulating the phonological output from orthographic
input. This skill has been shown to be related to both overall
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word reading ability and the ability to decode words based on
grapheme-to-phoneme mappings (Adlof et al., 2006; Vellutino
et al., 2007; Barth et al., 2009). Despite the orthographic
processing component, neuroimaging studies have suggested that
this skill is most related to parietal areas including the IPL
and AG (He et al., 2013) typically implicated in grapheme-
phoneme mappings, compared to areas involved in whole-word
orthographic mappings. Further, training studies have shown
that instruction in grapheme-to-phoneme mapping results in
improvement in single word reading fluency (Ashmore et al.,
2002; Simos et al., 2007) and these gains are related to activation
in parietal areas (Rezaie et al., 2011a,b). The rhyme judgment
task, in contrast, does not require articulation. Rather it requires
the activation and memory of phonological representations,
sometimes in the face of conflicting orthographic information.
For this reason, this task is a measure of phonological working
memory and the strength of the grapheme-to-phoneme maps
needed to be activated to complete the task accurately. Behavioral
studies have shown the rhyming task to be related to reading
ability (Maclean et al., 1987; Ziegler and Goswami, 2005;
Kovelman et al., 2012) and neuroimaging studies have shown
activation in the left IPL to be related to ability on this task (Booth
et al., 2003; Hoeft et al., 2006; Bitan et al., 2007a). Together,
both tasks provide measures of orthographic and phonological
processing that are related to activation in the left IPL. By using
these two tasks, we can address how tDCS affects both the mental
manipulation and articulation of phonological representation
and therefore have a broader picture of what abilities can be
impacted by tDCS.

METHODS

This study was carried out in accordance with the
recommendations of the University of Texas at Austin
Institutional Review Board with written informed consent
from all subjects. All subjects gave written informed consent in
accordance with the Declaration of Helsinki.

Participants
In total, 100 right-handed 18–35 year-old native English speakers
with normal or corrected-to-normal vision were screened
for below average reading ability (<100 standard score) as
determined by the Sight Word Efficiency (SWE) subtest of the
Test of Word Reading Efficiency (TOWRE; Torgesen et al.,
1999) in line with Turkeltaub et al. (2012). All participants
reported no history of neurological disorder, psychiatric disorder,
significant head trauma, hearing loss, substance abuse, seizure or
migraine, metal implants, and current pregnancy. Of the initial
100, 54 participants scored below average, however, 14 did not
complete both days of the experiment, and were therefore not
included in the sample. An additional four participants were
excluded for scoring<50% accuracy on behavioral measures. The
remaining participants had at least average (>80 standard score)
intelligence as measured by the Wechsler Abbreviated Scale of
Intelligence (WASI; Wechsler, 2008). Scores on the SWE ranged
from 74 to 99 pre-stimulation (within two standard deviations of
50th percentile performance of 100). Participants were randomly

assigned to one of three groups, L IPL, right superior parietal
lobe (R SPL), or Sham. Assignment to the R SPL group was done
as part of an additional experiment not reported here. For the
current experiment, the R SPL group served as a stimulation
control condition in which participants received stimulation to
a non-target region which complemented the no stimulation
control condition fulfilled by the Sham group.

Of those who met all performance criteria, 11 (7 female)
received real stimulation to the L IPL, 14 (6 female) received sham
stimulation, and 11 (9 female) received real stimulation to the R
SPL. Due to an imbalance in the run orders in the sham group,
four participants were randomly eliminated for a final sample of
10 (4 female). One-way ANOVAs revealed no significant effects
of group on all group characteristics and baseline measures as
reported in Table 1.

Procedure
Participants took part in a single-blind, sham and stimulation
controlled study comparing pre- and post-stimulation
performance on two measures of reading ability: single word
reading efficiency and rhyme judgment. Participants completed
two sessions that took place 3–5 days apart. During the first
session, participants completed standardized tests and baseline
assessments of reading ability. During the second session,
participants received either sham or real stimulation for 20 min,
after which they completed an alternate form of the reading
ability measures using different sets of stimuli. Alternate forms
of the tasks were counterbalanced across participants.

Transcranial Direct Current Stimulation
Direct current was administered using a battery-driven DC
stimulator device (NeuroConn) via two saline-soaked electrodes
(5 × 5 cm; 25 cm2). The anode electrode was placed over either
the L IPL (P3) or R SPL (CP4) according to the international 10–
20 system for electroencephalography (EEG) electrode placement
(Herwig et al., 2003). The cathode (return) electrode was placed
over the contralateral supraorbital frontal region. This montage
allows the source of effects of stimulation to be more reliably
attributed to the anodal stimulation of the target site instead
of the cathodal stimulation of the reference site, as suggested
by Turkeltaub et al. (2012). During real stimulation, 1.5 mA

TABLE 1 | Participant demographics and mean (SD) for performance for

each participant group.

L IPL R SPL Sham

Age (years) 26.8 (5.5) 25.2 (3.5) 26.2 (4.9)

Gender (f) 7 8 4

IQ 112.1 (10.9) 111.0 (11.70) 109.3 (9.9)

Pre-single word reading 88.5 (8.4) 88.1 (7.6) 89.2 (7.9)

Pre-rhyme judgment RT (ms) 854 (124) 972 (147) 998 (193)

Pre-rhyme judgment accuracy (%) 91.6 (7.0) 88.4 (9.5) 87.9 (12.0)

IQ measured by Wechsler Abbreviated Scale of Intelligence. Single Word Reading was

measured by the Sight Word Efficiency subscale of the Test of Word Reading Efficiency.

IQ and Single Word Reading have µ = 100, σ = 15.
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of current (current density 0.06 mA/cm2) was delivered for
20 min. During sham stimulation, the machine ramped up to
1.5 mA for 30 s, then extinguished over a 5 s fade-out. Using
this procedure allows participants to feel the initial sensations
(e.g., tingling or itching) associated with stimulation without any
after-effects of stimulation being induced (Nitsche and Paulus,
2000). These stimulation parameters replicate the parameters
used in Turkeltaub et al. (2012) and are within the safety limits
established in prior studies on humans and animals (Iyer et al.,
2005; Nitsche et al., 2008; Bikson et al., 2009).

Experimental Tasks
Single Word Reading Efficiency
Word reading efficiency was measured via the SWE subtest
of the TOWRE. This test is a measure of ability to read real
words accurately and quickly. Participants were given 45 s to
read aloud as many of 104 words as possible. A standard score
is determined by the number of words read correctly within 45
s, and this score was used as the metric of single word reading
efficiency.

Rhyme Judgment Task
The ability to map orthography to phonology and phonological
working memory were assessed with a rhyme judgment task
in which participants were presented with a series of visual
word pairs and asked to indicate whether the words rhymed or
not. Word pairs were designed to manipulate orthographic and
phonological similarity to ensure participants could not rely on
orthography alone and phonological representations had to be
used to accurately complete the task. There were two congruent
conditions in which word pairs had either similar orthography
and phonology (e.g., CAGE-RAGE) or not (e.g., TRIAL-FALL),
and two incongruent conditions in which word pairs had either
similar orthography but dissimilar phonology (e.g., PINT-MINT)
or dissimilar orthography but similar phonology (e.g., GRADE-
PAID) pairs. Each condition had 12 trials for a total of 48 trials in
each session.

All words weremonosyllabic, having neither homophones nor
homographs andwerematched across condition for written word
frequency in children (Zeno, 1995) and the sum of written bigram
frequency (Balota et al., 2007). Stimuli used in each version of
the task were matched on average stimuli length, frequency,
number of orthographic neighbors, and number of phonological
neighbors (Balota et al., 2007).

Participants were asked to respond as quickly and as
accurately as possible. The first word was presented for 800 ms
followed by a 200 ms inter-stimulus interval and the presentation
of the second word. Participants could respond as soon as the
second word was presented up to 2500 ms after the onset of
the word. After the participant responded, a red fixation cross
appeared signaling the inter-trial interval. The task was self-
paced and participants were able to control when the next trial
began. Average reaction times (RT) to correct trials trimmed to
include only responses within 2.5 standard deviations from an
individual’s average reaction time were used as the metric of
rhyme judgment ability due to ceiling effects on accuracy.

Analysis
Performance on each experimental task was submitted to a 3
(Stimulation group; L IPL, Sham, R SPL) × 2 (Time; Session 1,
Session 2)mixed-model ANOVA in order to determine whether a
measure showed a Group× Time interaction. Planned follow-up
tests were conducted using separate 2 (Stimulation group; L IPL,
Sham or R SPL) × 2 (Time; Session 1, Session 2) mixed-model
ANOVAs to examine potential Group × Time interactions for
the L IPL group compared to the two control groups (Sham, R
SPL) separately.

RESULTS

Single Word Reading
The 3 × 2 ANOVA revealed a significant main effect of
Time [F(1, 29) = 24.68, p < 0.001] and significant Group ×

Time interaction [F(2, 29) = 4.41, p = 0.021], indicating that
although all groups showed changes in their performance over
time, the groups differed in the magnitude of these changes.
Follow-up tests revealed the L IPL group showed significantly
greater improvement compared to the Sham group [F(1, 19) = 7,
p = 0.016] and a trend toward greater improvement compared
to the R SPL group [F(1, 20) = 4.22, p = 0.053]. One sample
t-tests indicated that the L IPL and R SPL groups’ improvement
was significantly greater than 0 [L IPL: t(10) = 4.17, p < 0.005;
R SPL: t(10) = 2.37, p < 0.05], while the Sham group did
not show improvement [t(9) = 1.72, p > 0.1] see Table 2 and
Figure 1. The results of the current study result in an effect
size (Cohen’s d) of 1.57 for L IPL stimulation, greater than
the 0.46 for left STG stimulation found by Turkeltaub et al.
(2012).

Rhyme Judgment
All participants performed well on the rhyme judgment task
as indicated by high accuracy at Time 1 and Time 2. A 3
× 3 ANOVA did not reveal a main effect of Time or any
Group × Time interactions (p > 0.1). One sample t-tests
for each group individually showed that no group’s gain in
accuracy was significantly greater than 0 (p > 0.1). These
findings indicate that there was neither a practice effect nor
an effect of stimulation on accuracy, possibly due to ceiling
effects.

The 3 × 2 ANOVA again revealed a significant main effect
of Time [F(1, 29) = 28.9, p < 0.001] and significant Group
× Time interaction [F(2, 29) = 4.13, p = 0.026], indicating a
change over time, but a group difference in the magnitude of
the change. Follow-up tests showed the Sham group experienced
significantly greater improvements in RT compared to the L IPL
group [F(1, 19) = 7.27, p= 0.014]. However, the R SPL group was
not significantly different from either the Sham group [F(1, 19) =
2.62, p > 0.1] or the L IPL group [F(1, 20) = 1.69, p > 0.1]. Post-
hoc one-sample t-tests, though, indicate that both the Sham and
R SPL groups’ improvement was significantly greater than 0 while
the L IPL group did not improve [Sham: t(9) = 2.54, p = 0.006;
R SPL: t(10) = 2.31, p = 0.044; L IPL: t(10) = 1.74, p > 0.1] see
Table 2 and Figure 2.
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TABLE 2 | Mean (SD) on reading measures pre- and post-stimulation.

L IPL R SPL Sham

Pre Post Pre Post Pre Post

Single word reading 88.5 (8.4) 98.8 (14.3) 88.1 (7.6) 92.2 (8.3) 89.2 (7.9) 91.7 (8.2)

Rhyme judgment RT (ms) 854 (124) 811 (142) 972 (147) 885 (141) 998 (193) 820 (99)

Rhyme judgment accuracy (%) 91.7 (7.0) 94.7 (7.5) 88.4 (9.5) 89.6 (10.6) 87.9 (12.1) 90.0 (9.0)

Single Word Reading has µ = 100, σ = 15.

FIGURE 1 | Change in Single Word Reading Efficiency pre- and

post-stimulation for each group. A significant Group × Time interaction

indicates the L IPL group showed significantly greater improvement than the R

SPL and Sham groups. Error bars indicate one standard deviation.

DISCUSSION

The goal of the current study was to assess whether stimulation
of the L IPL improves multiple aspect of reading for low-to-
average readers by measuring its impact on two tasks that tap
into different subskills of reading. While L IPL stimulation did
result in gains in single word reading efficiency, it resulted in
relative impairment on the rhyme judgment task, demonstrating
for the first time a significant positive and negative effect on
two different tasks with the same stimulation parameters within
the same group of participants. Although our results indicate
stimulation to the L IPLmay be a good site for improving reading
fluency for low-to-average readers, the lack of improvement on
the rhyme judgment task warrants caution in advocating the left
IPL as a site to improve several aspects of reading.

The positive influence of L IPL stimulation on reading fluency
measures for low-to-average readers was consistent with our
hypothesis. Although there was a main effect of time, indicating
there was a general practice effect for all groups, the L IPL
stimulation resulted in greater improvement than the Sham or
R SPL stimulation. Our finding that stimulation to the IPL
led to greater improvements for low-to-average readers than
previous reports of stimulation to the STG (Turkeltaub et al.,
2012) are in line with studies indicating that single word reading
fluency abilities depend on grapheme-to-phoneme mapping
skills supported by the superior aspects of the temporo-parietal
cortex (Ashmore et al., 2002; Simos et al., 2007; Rezaie et al.,

2011a,b; He et al., 2013). This finding suggests that improvements
in single word reading can result from increased grapheme-to-
phoneme mapping abilities, even in adults. However, it should
be noted that montage differences between the current study
and that by Turkeltaub et al. (2012) could also account for the
difference in effect size between the two studies. Turkeltaub et al.
(2012) used a bilateral montage, meaning that the cathode or
reference electrode was placed on the contralateral hemisphere
(i.e., right STG). The results of that study cannot be attributed
solely to facilitation of the left hemisphere, and the effects could
have been due to alteration in the balance between the two
hemispheres or even to inhibition of the right hemisphere. In
contrast, in the current study, the cathode electrode was placed
on the contralateral forehead. While we cannot rule out that
the effects in the current study were due to inhibition of the
frontal lobe, it is more reasonable to conclude that the effects are
due to the modulation of activation in the stimulation site and
surrounding areas. As Turkeltaub et al. (2012) themselves point
out, it could be that unilateral stimulation may be more beneficial
than bilateral stimulation. Further research should explore how
montage affects the behavioral consequences of stimulation.

Our results that left hemisphere stimulation leads to
improvement in SWE is in contrast to Thomson et al. (2015)
who found that right, but not left, hemisphere stimulation led to
behavioral improvements. These conflicting results are likely due
to the difference in populations used in each study. In keeping
with the Turkeltaub et al. (2012) findings that stimulation only
led to improvements in low-to-average readers, the current study
only used readers who had below average performance on the
TOWRE. However, Thomson et al. (2015) used participants with
a wide range of reading abilities. Because individual differences in
skill have been shown to have an effect on the behavioral changes
induced by tDCS, including individuals with a large range of
reading abilitymay have diluted the effects for the left hemisphere
stimulation in the Thomson et al. (2015) study. Future research
should examine how individual differences in reading ability
affect the impact of tDCS on behavioral performance.

In contrast to the expected results of tDCS on the SWE,
the negative effect of L IPL stimulation on improvement on
the rhyming judgment task in low-to-average readers was
unexpected. Previous neuroimaging work with both children
and adults has shown that increases in activation in the left
IPL are associated with better performance on the rhyming
task (Hoeft et al., 2006; Bitan et al., 2007a; Cao et al., 2015).
If anodal stimulation to the L IPL did increase activation in
that area as hypothesized, the stimulation group should have
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FIGURE 2 | Change in Rhyme Judgment performance pre- and

post-stimulation for each group. A significant Group × Time interaction

indicates the Sham group showed significantly greater improvement than the L

IPL and R SPL groups. Error bars indicate one standard deviation.

shown increases in performance following stimulation. However,
research with anodal stimulation to the IPL in the context of
working memory has shown that stimulation actually impairs
performance relative to sham, particularly in low performers
(Jones and Berryhill, 2012; Sandrini et al., 2012). Specifically,
Sandrini et al. (2012) showed that anodal stimulation abolished
practice effects on a working memory task. These findings are
in line with the results of the current study; while the L IPL
stimulation group did not perform worse after stimulation,
they did not demonstrate practice effects as seen in the sham
group. The rhyming task involves phonological working memory
when the phonological representation of the first word must
be held in mind until the second word is presented and the
two phonological representations can be compared to make a
rhyme decision. Therefore, the effects of stimulation on working
memory abilities may have prevented improvements on the task.
Previous work examining the effect of stimulation to the parietal
lobes has suggested that stimulation interferes with working
memory by creating an imbalance of activation between the two
hemispheres and interfering with the natural inter-hemispheric
inhibition that occurs in the absence of stimulation (Sparing
et al., 2009; Sandrini et al., 2012; Park and Friston, 2013; Krause
and Cohen Kadosh, 2014). Inter-hemispheric inhibition may
explain the seemingly contradictory results of the current study.
As reading skills develop, activation during reading becomes
more lateralized to the left hemisphere with the right hemisphere
playing a decreasing role in reading (Turkeltaub et al., 2003;
Eden et al., 2004; Shaywitz et al., 2004). Simulation causing
disruptions to inter-hemispheric inhibition may thus be less
likely to affect single word reading abilities, and therefore, we can
expect improvements on single word reading tasks such as those
seen in the current study. However, previous research has shown
that low-to-average and dyslexic readers tend to have more
bilateral activation during reading tasks with a phonological
working memory component (Milne et al., 2002; Illingworth and
Bishop, 2009; Xu et al., 2015). Given that the subjects in the
current study were all low-to-average readers, it could be the case
that the disruption to inter-hemispheric inhibition in the parietal

lobes was particularly detrimental to their phonological working
memory abilities, preventing the expected practice effects on
the rhyming task. Our findings highlight the importance of
considering the impact that individual differences may have on
neural processing and subsequently the effects of tDCS.

From a clinical perspective, perhaps the most important
finding from the current study is that tDCS can positively
impact one skill while negatively impacting another. Our results
underscore the importance of including multiple tasks that
potentially tap into different underlying cognitive processes
in order to assess whether the potential costs of stimulation
outweigh the potential gains. Assessing multiple tasks becomes
especially important when considering whether tDCS should be
recommended as a treatment. In the current study, the cost in
practice effect on speed during a rhyme judgment task is probably
worth the gains seen in single word reading for low-to-average
readers; accuracy was not affected and speed did not decrease
after stimulation. However, this population was low-to-average
in skill, not impaired. The cost to benefit ratio may increase as
reading skill decreases. Further studies examining how individual
differences impact the effects of tDCS on multiple reading tasks
are needed before being able to advocate for tDCS as a treatment
for reading disabilities.

Further, our findings that tDCS had a differential effect on
two aspects of reading in low-to-average readers has implications
for the design of future tDCS studies. In the current study, both
tasks were reading-related, but the differences between tasks in
the working memory component are in line with the literature
that anodal tDCS does not have the expected positive effect on
working memory abilities. These results support the idea that
tDCS can affect cognitive processes differently, depending on
how the target or surrounding brain area is involved in a given
cognitive process. Future research is still needed to determine
the circumstances in which the conventional idea that anodal
stimulation leads to enhancement of activation and behavior
while cathodal stimulation leads to inhibition of activation and
behavior holds true (De Berker et al., 2013; Bestmann et al.,
2015). When selecting target sites, the areas’ involvement in
multiple cognitive processes should be considered. The impact of
stimulation on each of these processes should then be examined
so that we might better understand whether tDCS can influence
cognitive processes differently.

Limitations
The current study used a between subjects design, meaning
that the different stimulation groups were composed of different
individuals. While the groups were equated on task behavioral
abilities, it is virtually impossible to equate them on all factors that
could potentially impact the effects of stimulation. For example,
other research groups have shown that individual differences
in physiological measures such as skull thickness, and levels of
certain hormones and neurotransmitters such as GABA, can
affect the way stimulation affects an individual (Krause and
Cohen Kadosh, 2014). Additionally, measures of non-reading
related neurocognitive abilities were not collected. It is possible
that differences in other cognitive processes between the two
groups may have affected results. While the current study did
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not control for such measures, the use of random assignment to
group and ensuring the group was matched on task performance
should minimize potential confounds from these factors.

Finally, as with all tDCS studies, without the use of
neuroimaging techniques such as structural or functional
magnetic resonance imaging (fMRI), we are unable to confirm
that the stimulated area was in fact the targeted area. Individual
differences in anatomymay have led to differences in howwell the
stimulation site aligned with the brain regions that are actually
used to perform the tasks. Similarly, due to the distributed
effects of tDCS we cannot make strong conclusions about
whether the results are due to stimulation to the targeted region
or surrounding and connected regions without neuroimaging
measures. Future research with tDCS would benefit from using
neuroimagingmethods to havemore precisely located targets and
a better understanding of the locations that were actually affected
in order to develop the most effective treatment methods.

CONCLUSIONS

Our study provides important cautionary evidence for the use
of tDCS as a treatment for low reading ability. Although
stimulation to the left IPL led to greater improvements in reading
fluency than those previously demonstrated with a different

stimulation site (2012), we also found a negative effect on
another subcomponent of reading in low-to-average readers,
i.e., rhyming two visually presented words. These positive and
negative effects on two different subcomponents of reading were
demonstrated using the same stimulation parameters within
the same participants. These results stress the need for further
research examining the effect of a set of stimulation parameters
on complementary skills so that potential users of tDCS as
a therapy can accurately weigh the costs and benefits of the
treatment.
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Transcranial current brain stimulation (tCS) is becoming increasingly popular as a
non-pharmacological non-invasive neuromodulatory method that alters cortical excitability
by applying weak electrical currents to the scalp via a pair of electrodes. Most applications
of this technique have focused on enhancing motor and learning skills, as well as a
therapeutic agent in neurological and psychiatric disorders. In these applications, similarly
to lesion studies, tCS was used to provide a causal link between a function or behavior
and a specific brain region (e.g., primary motor cortex). Nonetheless, complex cognitive
functions are known to rely on functionally connected multitude of brain regions with
dynamically changing patterns of information flow rather than on isolated areas, which are
most commonly targeted in typical tCS experiments. In this review article, we argue in
favor of combining tCS method with other neuroimaging techniques (e.g., fMRI, EEG) and
by employing state-of-the-art connectivity data analysis techniques (e.g., graph theory) to
obtain a deeper understanding of the underlying spatiotemporal dynamics of functional
connectivity patterns and cognitive performance. Finally, we discuss the possibilities of
using these combined techniques to investigate the neural correlates of human creativity
and to enhance creativity.

Keywords: tCS, connectome, graph theory, functional connectivity, structural connectivity, tDCS, tACS, tRNS

INTRODUCTION
The possibility of non-invasively modulating the activity of the
brain using transcranial current brain stimulation (tCS) has
been intriguing the researchers in a variety of fields as it allows
to improve cognition in various domains (Fregni et al., 2005;
Santiesteban et al., 2012; Schaal et al., 2013; Snowball et al., 2013)
or treat many human psychiatric conditions (Boggio et al., 2007,
2008; Rigonatti et al., 2008; Nitsche et al., 2009; Terhune and
Cohen Kadosh, 2013). There are a number of tCS techniques
available, including, but not limited to, transcranial direct current
stimulation (tDCS), transcranial alternating current stimulation
(tACS), and transcranial random noise stimulation (tRNS) (for a
review on the tCS methods, see: Nitsche et al., 2008; Ruffini et al.,
2013). In tDCS, a small direct current (DC) is passed from anodal
(positive) to cathodal (negative) electrodes positioned in the head
surface in order to target specific brain areas underneath the elec-
trodes (Nitsche and Paulus, 2000; Faria et al., 2011). Early studies
with animals demonstrated an increase in excitation through
membrane depolarization in the neurons underneath anodal
electrode but an inhibition under the cathodal one (Bindman
et al., 1962, 1964; Purpura and McMurtry, 1965). In humans,
there is evidence for an increase in excitability in areas underneath
the anodal electrode and a decrease underneath the cathodal
following tDCS on the motor (Nitsche and Paulus, 2000) and
visual cortex (Antal et al., 2004). Although this rationale of higher
excitability under anodal and inhibition under cathodal has been

used for determining the stimulation protocol in many studies, it
remains unclear if this is so in all cases, as other variables such
as the position of the cathodal in relation to anodal (Nitsche
and Paulus, 2000; Antal et al., 2004; Moliadze et al., 2010) and
the intensity of the stimulation (Batsikadze et al., 2013) seem to
interfere with the excitability effects observed under anodal and
cathodal stimulation sites. In tRNS the areas underneath both
electrodes are stimulated with a current whose amplitude varies
randomly in time within the frequency range of 100–640 Hz
(Terney et al., 2008; Ruffini et al., 2013). In tACS, an alternat-
ing current (AC) with a pre-determined frequency passes from
anodal to cathodal and the frequency is usually set within the EEG
frequency spectrum (1–100 Hz) (Antal et al., 2008; Kanai et al.,
2010).

The protocol for tCS stimulation, especially the anodal and
cathodal electrodes location, is usually determined based on
neuroimaging findings (e.g., EEG, fMRI) evidencing that a cer-
tain region is involved in the target brain function which the
researcher wants to modulate. Therefore, most tCS studies hith-
erto are grounded on the modular paradigm, in which complex
cognitive functions are thought to be mediated by indepen-
dent brain areas (e.g., Kanwisher et al., 1997). Despite the great
advance in the knowledge made through the modular paradigm
in the last decades, the understanding that each cognitive func-
tion is mediated by independent brain areas is challenged by
an increasing number of studies supporting that most cognitive
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functions are mediated by widely distributed areas functioning in
parallel (Fuster, 2000; Sporns, 2014). For example, dyslexia was
for a long time thought to be caused by a problem in the phonetic
representations located in the primary and secondary auditory
cortices (Goswami, 2000). However, recent work (Boets et al.,
2013) has shown that dyslexic individuals have intact phonetic
representations, but presented a problem in connectivity, both
structural and functional, between inferior frontal gyrus (IFG)
and the bilateral auditory cortex, which is associated with retriev-
ing these representations. Other disorders such as schizophrenia
(van den Heuvel et al., 2013), epilepsy (Bettus et al., 2008), and
autism (Barttfeld et al., 2011) are also associated with abnormal
(increased or decreased) brain connectivity rather than abnormal
activity of isolated brain regions. In such cases, in seems logical
that brain stimulation should not target one or the other iso-
lated area, but the connection between them, which is certainly a
challenging aim because most of the brain stimulation effects are
assumed to be caused by the excitation/inhibition of the specific
areas underneath anodal/cathodal electrodes.

Thus, in order to target specific connections rather than spe-
cific areas, it is necessary to understand how (or even whether)
brain networks respond under or after tCS. In fact, the notion
that tCS effects are brought about by increases/decreases in activa-
tion of the stimulated area has been challenged by studies showing
that the effects of tDCS are not restricted to the stimulated sites
(Lang et al., 2005; Kwon et al., 2008; Keeser et al., 2011). Moreover,
there are some recent studies showing that tDCS affects brain con-
nectivity patterns during both task and rest (Keeser et al., 2011;
Polania et al., 2011a,b, 2012a; Meinzer et al., 2012, 2013), suggest-
ing that the tCS has an impact not only on the target areas, but
also on the brain networks. In this review paper, we discuss the
possibility of tracking tCS-induced changes in the brain network
by combining neuroimaging with advanced connectivity analysis
techniques (e.g., graph theory). We briefly review the mechanisms
of tCS and the basics of brain network analysis through graph
theory as a framework to develop new brain stimulation proto-
cols able to produce relevant changes in brain connectivity and,
ultimately, in the features of a given brain network. In particular,
we discuss the rationale for determining the stimulation proto-
col for improving creativity as an example of a complex cognitive
construct which requires complex associations between multiple
brain areas.

POSSIBLE MECHANISMS OF tCS
Before discussing the macro effects of tCS on connectivity, a brief
discussion of its potential mechanisms is needed. Dissertating
in detail on how the distinct tCS techniques can affect brain
and behavior is out of the scope of this paper, but some of
the key issues are elucidated here as they may be important
for understanding how tCS can shape brain functional connec-
tivity. Previous research with animals (Bindman et al., 1962,
1964; Purpura and McMurtry, 1965) showed that a small elec-
trical DC passing through the anodal electrode can depolarize
the cell membrane at subthreshold intensity, making the neu-
rons more susceptible to excitatory activity as they become less
negative, whereas the current passing the cathodal electrode
polarizes the cell membrane making it more negative, inhibiting

neural firing. Gartside (1968) found that a weak electrical cur-
rent induced an increase in cortical firing under the stimulated
area (anodal) in rats. Importantly, the same study observed that
turning off the electrical current after 5 min of stimulation did
not cease this increased neural discharge, termed the “aftereffect.”
Although in humans the currents reaching the brain through tCS
are much weaker than the ones in animal studies (even if the
external stimulating current is the same as humans have thicker
skull), there is evidence that the brain areas underneath the
anodal electrode are more prone to excitatory activity (Nitsche
and Paulus, 2000, 2001; Antal et al., 2004). Repeated firing, or
high-frequency stimulation, may result in long-term potentia-
tion (LTP) and long-term depression (LTD) (Bliss and Lomo,
1973), which are thought to be the main mechanisms by which
tCS modulates brain activity, as it does during learning (Rioult-
Pedotti et al., 2000). In the LTP process, sustained activation of the
cell through the binding of glutamate to α-Amino-3-hydroxy-5-
methyl-4-isoxazolepropionic acid (AMPA) receptors in the post-
synaptic membrane causes the magnesium (Mg2+) to leave the
N-methyl-D-aspartate receptor (NMDA) ion channel, allowing
large quantities of calcium (Ca2+) to enter the cell through
this channel (Mg2+ blocks the NMDA channel). These large
quantities of Ca2+ in the post-synaptic dendrites can improve
the synaptic efficiency for an extended time period by activat-
ing second messengers (calcium-dependent kinases such as the
Ca2+/calmodulin-dependent ones: CaMKs), which create more
AMPA receptors and protein expressions (growth factor), thereby
facilitating neural plasticity (Malenka and Bear, 2004). The role
of LTP on tCS effects is supported by pharmacological studies
showing that the administration of an antagonist of the NMDA
receptor blocks the effects of anodal and cathodal stimulation on
the motor evoked potential (MEP), as triggered by a transcra-
nial magnetic stimulation (TMS) pulse, an indirect measure of
motor cortex excitability (Liebetanz et al., 2002; Nitsche et al.,
2003; Monte-Silva et al., 2013). Saturation of the LTP can induce
LTD (Rioult-Pedotti et al., 2000), which might be one of the rea-
sons why the tCS effects were found to be dosage dependant
(Batsikadze et al., 2013). It is important to notice that the elec-
trical currents delivered by tDCS/tACS and tRNS are not strong
enough to fire an action potential (Radman et al., 2009), but they
can cause a bimodal polarization effect, namely soma depolariza-
tion and apical dendrite hyperpolarization (Bikson et al., 2004).
Therefore tCS, as opposed to TMS (Terao and Ugawa, 2002),
affects the post-synaptic potential by promoting a change in the
cell gain (Rahman et al., 2013), and not by increasing the firing
itself. Furthermore, single neuron response to weak current stim-
ulation seems to be rather dependant on the network dynamics. It
was found that low frequency AC currents can induce changes in
gamma oscillations (25–35 Hz) in a zero-sum fashion as increases
in excitability were balanced by complimentary inhibitory activ-
ity according to the network dynamics (Reato et al., 2010). Other
studies (Parra and Bikson, 2004; Deans et al., 2007) also revealed
that the network plays a role even at the cellular level (in vitro
studies), as the neuronal firing behavior was largely determined
by the network it belongs to.

The ongoing neuronal oscillatory activity during stimulation
seems to shape the effects of tDCS and tACS on the resulting

Frontiers in Systems Neuroscience www.frontiersin.org July 2014 | Volume 8 | Article 132

89

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive


Luft et al. Brain stimulation and the connectome

network activity (Frohlich and McCormick, 2010; Ali et al., 2013;
Frohlich and Schmidt, 2013). This appears to happen through
a feedback loop between the neural activity and the endoge-
nous electric field (Frohlich and McCormick, 2010). Thus, tACS
at the endogenous oscillation frequency (in vitro) produced a
higher enhancement of this oscillation as compared to tDCS (Ali
et al., 2013). In addition, these authors found that the network
oscillatory effects were more pronounced if the stimulated fre-
quency matches the endogenous oscillation frequency, suggesting
a resonance-like effect. The importance of network activity was
not only evidenced at the cellular level, but also at the cortical level
in awake human beings. In relation to tDCS, it was found that
stimulating over the premotor cortex (PMC) resulted in increased
excitability (as measured by the MEP) over the primary motor
cortex (M1) (Boros et al., 2008), which suggests that stimulating
one area can affect others structurally connected to it. This might
explain why many studies found that the stimulation with weak
currents affects a number of areas other than the region under-
neath the anodal electrode (Lang et al., 2005; Kwon et al., 2008;
Keeser et al., 2011). The possibility that network dynamics also
plays a role in the effects of tCS at the macro level is supported
by studies showing that tDCS brings about changes in functional
connectivity, especially when those changes are assessed during
task performance (Polania et al., 2012a; Weber et al., 2014). The
default mode network (DMN) (Keeser et al., 2011; Amadi et al.,
2014) and the attention network (AN) (Pena-Gomez et al., 2012)
also seem to be affected by brain stimulation, even when the stim-
ulated area is not within the same network. However, studies
investigating the effects of tCS on brain connectivity during dif-
ferent tasks are still scarce (Polania et al., 2011b, 2012a,b; Meinzer
et al., 2012, 2013; Weber et al., 2014), but they may shed new light
into how tCS affects the brain dynamics and behavior. One of
the challenges on this enterprise is to develop a suitable frame-
work that can guide not only the analysis and interpretation of
complex connectivity results derived from various neuroimaging
techniques, but also to develop more efficient protocols to tackle
connectivity.

NETWORK ANALYSIS AND BRAIN STIMULATION
There are many ways of measuring how different brain areas
interact or communicate with each other. Connectivity is usu-
ally investigated from three perspectives: structural, functional
and effective (Friston, 2011). Structural connectivity refers to
the anatomical connections within the brain, such as axons and
synapses, that can be measured non-invasively through diffusion
tensor imaging (DTI) (van den Heuvel and Sporns, 2013). The
brain structure is thought to shape or determine the paths for the
communication between brain areas while the brain is engaged in
various tasks or even at rest (Friston, 2011). While structural con-
nectivity traces the paths between regions based on the physical
connections between them, functional and effective connectivity
estimate these connections based on the relationship between the
time series from each of these brain regions (voxels) or the corre-
sponding electrode / sensor (van den Heuvel and Sporns, 2013).
Functional connectivity refers to how interdependent the activity
between two areas (or more) is, with no information on the direc-
tion of their communication, whereas effective connectivity refers

to the directed (source and sink) connection between two areas
(Horwitz, 2003; Friston, 2011). Both functional and effective con-
nectivity are dynamic and can be measured from data collected
using various neuroimaging techniques, such as EEG, MEG, and
fMRI. A variety of algorithms has been developed to estimate
functional (e.g., coherence, phase synchronization, correlation,
synchronization likelihood), and effective (e.g., dynamic causal
modeling, Granger causality, phase slope index) connectivity, and
they are available in many neuroimaging analysis toolboxes (e.g.,
Delorme and Makeig, 2004; Oostenveld et al., 2011; Niso et al.,
2013). These measures allow us to estimate the strength of the
communication between regions/sensors and they all have differ-
ent advantages and limitations (Pereda et al., 2005; Friston, 2011).

In order to understand the organizing principles of the brain
networks (estimated using the techniques mentioned in the pre-
vious paragraph), we can use graph theory, which has emerged
as an important model for understanding and quantifying the
global properties of brain networks (Bassett and Bullmore, 2006;
Bressler and Menon, 2010; Sporns, 2011). In graph theory, net-
works are mathematically represented as a set of nodes, which in
this framework are the brain regions or the electrodes/sensors for
EEG/MEG, connected through edges, which are the paths or lines
representing the direct relation between the nodes (Figure 1A).

FIGURE 1 | (A) A hub naturally serves as a bridge between two or more
networks, as it is connected to many nodes in all of them, thereby playing an
important role in brain functioning. Stimulating a hub is likely to affect many
nodes even at a long distance, which could maximize the effect of stimulation.
Yet networks are also vulnerable against a directed attack on the hubs, so that
their inhibition, however partial and/or transient, may crucially affect the
corresponding cognitive functions if it is not properly controlled (e.g., by
multisite stimulation of nearby nodes). Green and orange lines: intra-network
edges. Dotted lines: edges connecting the hub with nodes in both networks;
(B) A typical degree distribution for brain nodes as assessed by a functional
connectivity index. Most of the nodes (black) have low degree (i.e., are
connected only to a few nodes); some of them (blue) have moderate degree,
and a few of them (in red) are hubs, which are connected to many nodes.
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Out of the many measures that can be used to characterize these
networks (Rubinov and Sporns, 2010; Sporns, 2014), two of them
are allegedly the most commonly used in neuroscience: (1) the
average clustering coefficient, and (2) the average shortest path
length. The clustering coefficient is the probability that neighbor-
ing nodes will be connected. The average shortest path length
is the average minimum number of edges or connections that
need to be traversed between two nodes. The arrangement of the
edges in the network can take three main forms, which in turn
determines the character of the network itself: regular, random,
and small-world (Watts and Strogatz, 1998). In a regular net-
work, each node is connected to its neighbors, resulting in high
clustering and large average path length. If we randomly rewire
most of the edges in a regular network, we would reduce the
path length and the clustering coefficient, which characterizes a
random network. However, if only a small number of edges are
rewired to connect distant nodes, we have a “small-world” net-
work, characterized by a small shortest path length and a high
clustering coefficient (Watts and Strogatz, 1998). In small-world
networks, the nodes containing the long-range connections have
a similar number of connections in comparison to the other
nodes, which makes the network resistant to random attack to
the nodes. In the brain, however, there are some regions (termed
network hubs) that are more heavily connected than others, and
also more connected among themselves (van den Heuvel and
Sporns, 2013). This type of network organization, with only a
few nodes more connected than others and also more connected
among themselves, is known as “scale-free,” because such net-
works have a power law degree distribution (Barabasi and Albert,
1999; Sporns et al., 2004), which means that most nodes have
only few connections or edges, whereas a few hubs have a large
number of connections, as represented in Figure 1B. The pres-
ence of hubs (blue and red nodes in Figure 1), which are heavily
connected and usually also centrally located nodes, and associ-
ated with locally connected specialized nodes, allows the network
to have both local and global information processing (van den
Heuvel and Sporns, 2011, 2013). The hubs are essential for brain
communication, albeit energetically expensive as they are highly
connected, and occupy a privileged position in the network, con-
necting distant communities of nodes to other hubs. In addition
these hubs are organized as a “rich-club,” in which densely con-
nected nodes tend to be more connected to each other (van
den Heuvel and Sporns, 2013). There are two types of rich-club
hubs: connector hubs (red node Figure 1A), which interconnect
different modules, and provincial hubs (blue nodes Figure 1A),
which connect nodes within the same module. A study with DTI
(van den Heuvel and Sporns, 2011) identified three main cortical
areas (both hemispheres, near the midline) which are connector
hubs: superior parietal, precuneus, and superior frontal cortex;
and three subcortical regions (both hemispheres near medial
regions) which are provincial hubs: putamen, hippocampus, and
thalamus. Importantly, they found that attacking the rich-club
connections (links between members of the rich-club) in com-
parison to random attacks or attacks to other hub connections
caused a larger decrease in the global efficiency of the network.
These hubs were defined based on structural connectivity, but
there is accumulating evidence on the large overlap between brain

network structure and functional connectivity especially during
resting state (Cabral et al., 2014; Goni et al., 2014). Regions
within the DMN, medially, contain most of the functional hubs,
including most of the medial regions, including anterior cingu-
late cortex (ACC), precuneus/posterior cingulate gyrus. Using a
measure of global functional connectivity, a study (Cole et al.,
2010) found that not only the DMN regions have high functional
connectivity with all other regions, but the cognitive control net-
work (CCN) (Cole and Schneider, 2007), which comprises the
dorsolateral prefrontal cortex (DLPFC), rostrolateral prefrontal
cortex (RLPFC), dorsal-caudal ACC, inferior frontal junction
(IFJ), posterior parietal cortex (PPC), PMC, and anterior insu-
lar cortex (AIC), has also high global connectivity. The regions
in the DMN and in the CCN are among the top 5% most con-
nected regions in the brain (Cole et al., 2010). Recently, the
concept of flexible hubs (Cole et al., 2013a,b), which are brain
regions (e.g., DLPFC) that quickly shift their functional connec-
tivity patterns (become highly connected) to implement cognitive
control, has been discussed as an important part of network’s
ability for flexible behavior. Besides, a recent theoretical work
(Aguirre et al., 2014) shows that communication through heav-
ily connected nodes facilitates synchronization between different
networks. Therefore, the structural and functional hubs seem to
be an essential part of the scale-free brain network organization.

Making use of its structural and functional hubs, which can
flexibly adapt to different environmental demands, the scale-
free configuration allows dynamical exchange of information that
facilitates parallel processing and rapid changes on its own config-
uration (Bassett and Bullmore, 2006). There is evidence that the
scale-free network characteristics, as measured by graph theory,
are optimized during awake compared to sleep periods (Uehara
et al., 2014), suggesting that the functional organization of the
network is relevant for cognitive processing. Therefore, graph-
theory can be used to investigate structural, functional and effec-
tive connectivity. Functional connectivity gives undirected edges
to the network, whereas effective connectivity provides informa-
tion on the direction of the interactions investigated. Moreover,
the edges can be weighted according to the degree of coupling
between two nodes, as estimated by the techniques mentioned
previously. Knowing and estimating the changes in network prop-
erties as a result of brain stimulation, during task and resting
state alike, has important implications on the understanding of its
effects over behavior. In addition, the knowledge of the networks
representing the target cognitive process might provide insight
into optimizing stimulation protocols.

BRAIN STIMULATION AND CONNECTIVITY
There is a great deal of research analysing the impact of TMS on
brain connectivity patterns during task and rest (for a review,
see Shafi et al., 2012). As TMS is not covered in this paper,
we only summarize four main findings on TMS-induced alter-
ations in connectivity, which can shed light onto how connectivity
changes in response to brain stimulation: (1) state dependency:
the brain state during stimulation affects how it modifies con-
nectivity (Massimini et al., 2005; Davare et al., 2008; Morishima
et al., 2009); (2) rich-club spreading: stimulating areas that have
more connections (rich-club nodes) will affect a larger network
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(Bestmann et al., 2003, 2005; Chouinard et al., 2003); (3) struc-
tural connectivity spreading: stimulating one area affects other
regions that are structurally connected to the main stimulated
region (Pascual-Leone and Walsh, 2001; Mochizuki et al., 2004);
(4) compensatory connectivity: inhibiting certain brain areas may
trigger compensatory activity in the task related network (O’Shea
et al., 2007). Although there are not many studies on the effects of
tCS on brain connectivity, we will discuss some of these premises
in the context of the few available ones published hitherto, which
are listed in Table 1.

Most of the papers investigating the effect of tCS on brain
connectivity analyzed the changes in the functional network dur-
ing resting state (Alon et al., 2011; Keeser et al., 2011; Polania
et al., 2011b, 2012a; Meinzer et al., 2012, 2013; Pena-Gomez et al.,
2012). Studies vary in how they define the regions/nodes of the
network. Using fMRI, some studies looked into the connectivity
using M1 as a seed (Alon et al., 2011; Polania et al., 2012a; Sehm
et al., 2013), while others looked into specific regions of interest
(Pena-Gomez et al., 2012; Polania et al., 2012b; Chib et al., 2013;
Weber et al., 2014), or into the resting state networks (Keeser et al.,
2011; Pena-Gomez et al., 2012). Furthermore, graph-theory was
also used for tracking connectivity changes after brain stimulation
(Polania et al., 2011a).

The results on stimulating motor cortex (M1) are somehow
mixed: some found increased functional connectivity within M1
(Polania et al., 2012a), whereas others found a decrease (Alon
et al., 2011) or both a decrease during the stimulation but an
increase afterwards (Sehm et al., 2013). One of the issues with
these studies is that functional connectivity before and after stim-
ulation was assessed during rest, yet M1 is not typically a region
which is highly active during rest (Boros et al., 2008), so the
impact of stimulation on brain connectivity may not be pro-
nounced or strong as the motor network is relatively idle during
rest. This possibility is supported by an EEG study on the effects of
tDCS over M1 on functional connectivity during rest and during
a finger tapping task (Polania et al., 2011a). These authors found
that stimulation of the left motor cortex (anodal over C3/C5) with
the cathodal electrode over right frontopolar electrodes (Fp2)
was associated with higher connectivity of the motor areas in
the gamma frequency band (60–90 Hz) during finger tapping. In
addition, they found an increase in frontal connectivity in theta
(4–7 Hz) and alpha (8–12 Hz) frequency bands during rest after
tDCS stimulation, but this result was weaker than during task.
They also found reduced coupling between frontal and occipi-
tal and areas after tDCS as compared to sham stimulation, which
indicates that brain stimulation can shape connectivity not only
by increasing communication between areas directly associated
with the performing task, but also by reducing communication
between other areas. Altogether, these results showed that the
findings 1 (state-dependency) and 4 (compensatory connectivity)
mentioned above can also explain some of the changes in func-
tional connectivity following tDCS, while the aftereffects of the
stimulation are still in place. The state-dependency in the cited
studies is not related to the exact activity during the stimula-
tion itself as referred in the TMS studies (Massimini et al., 2005;
Davare et al., 2008; Morishima et al., 2009), but with the task
conducted during the aftereffects of the stimulation. This means

that the increase in coupling resulting from the stimulation is
dependent on the task performed during the aftereffect period
and on whether it recruits the stimulated network. In relation to
finding 4 (compensatory connectivity), it seems that connectiv-
ity also changes in a zero-sum fashion, as it was suggested to be
the case for most neuroenhancement interventions (Brem et al.,
2014).

The state dependency seems to be important not only for
tDCS, but also for tACS. By investigating how it can boost motion
discrimination and lower adaptation, a study found that the
method was only effective when the 10 Hz stimulation over the
motion area (left hMT+) was administered during visual stim-
ulation, but not before or after it (Kar and Krekelberg, 2014).
This suggests that, differently from the tDCS, where the task
conducted during the aftereffects can shape the effects of the stim-
ulation, tACS effects on brain synchronization are dependent of
the ongoing activity/task or brain state during which the stim-
ulation is administered. In the latter study (Kar and Krekelberg,
2014), administering tACS during rest is unlikely to boost motion
discrimination since the effects seem to be very dependent on the
precise moment of visual perception in each trial.

The structural connections between brain areas, as in findings
2 (rich-club spreading) and 3 (structural connectivity spread-
ing), also seem to be of importance for understanding how tCS
affects the brain networks. It is possible to use the knowledge
about the connectivity between areas to target deeper brain struc-
tures (Takano et al., 2011; Chib et al., 2013) which up until
recently could only be targeted pharmacologically. Research with
animals (Takano et al., 2011) observed an increased activation
in the nucleus accumbens in rats after 10 min of stimulation
over the frontal cortex. A recent study in humans (Chib et al.,
2013) used tDCS to target midbrain areas (subcortical), includ-
ing substantia nigra (SN) and the ventral tegmental area (VTA) by
stimulating the ventral medial prefrontal cortex (VMPFC), dur-
ing a face attractiveness judgment task, which is associated with
the dopaminergic system for reward processing. The anodal and
cathodal electrode locations were defined based on the knowl-
edge that excitation of the VMPFC combined with inhibition
of the DLPFC can bring about an increase in activity (together
with dopamine release) of the midbrain (Takano et al., 2011).
They found that the main stimulation groups (anodal over the
VMPFC and cathodal over the DLPFC) increased their ratings
of face attractiveness after the stimulation, but not the active
sham group, which was stimulated for the same time, but with
the opposite locations (anode over DLPFC and cathode over
VMPFC). Importantly, the main stimulation elicited an increase
in the BOLD signal in the midbrain areas and an increase in
functional connectivity between VMPFC and the midbrain area.
This increase in connectivity was correlated to the participants’
ratings of attractiveness. In addition, the behavioral effect was
only evident when the cathodal electrode was placed over the
DLPFC, as the same effects were not found when the cathode
was positioned on the vertex (Cz). This result is consistent with
the idea that coordinated activity between different brain areas, in
this case VMPFC and DLPFC, can influence the outcomes of the
stimulation in subcortical areas. Relevantly, it also demonstrates
that it is possible to exploit the brain networks structure to target
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subcortical areas and their connections. The ability to affect con-
nections between cortical and subcortical areas by stimulating the
cerebral cortex has been also demonstrated during rest (Polania
et al., 2012a).

Studies looking at resting state networks (Keeser et al., 2011;
Pena-Gomez et al., 2012) found changes in functional connectiv-
ity after stimulation of the DLPFC. One of these studies (Pena-
Gomez et al., 2012) found that stimulating either the right or
the left DLPFC resulted in robust changes in the AN and in the
DMN. It was observed that anodal tDCS over DLPFC was associ-
ated with a disruption in the DMN topography, as if the anterior
(medial prefrontal) and posterior components (medial posterior)
of the network become temporally independent after the stim-
ulation. On the other hand, there was an increase in functional
connectivity between frontal and parietal areas, which are part of
the AN. An increase in fronto-parietal connectivity related to the
AN was also found by others (Keeser et al., 2011), along with an
increase in connectivity between an area near the anodal electrode
on the left DLPFC and the DMN regions. It may be that tDCS over
the DLPFC increases the alertness for action as indicated by the
networks affected by stimulation, which it was suggested by the
authors of both studies (Keeser et al., 2011; Pena-Gomez et al.,
2012). As we mentioned in the previous section, the DLPFC can
be considered a functional “flexible hub,” which plays an impor-
tant role in switching from one state to the other in order to attend
to the necessary task demands (Cole et al., 2013b). This might be
one of the reasons why stimulating DLPFC seems to affect func-
tional connectivity in the DMN, as it reflects the change from one
to the other network. These studies support that tCS can alter
the connectivity in the brain during rest. In order to improve
the interpretation of the results, new studies should target spe-
cific networks and bring new hypothesis of possible behavioral
correlates. For example, what does it mean to increase or decrease
connectivity in certain brain networks? Would these changes, for
instance, improve mood, reduce depression, increase alertness,
and others? The need for behavioral correlates in these studies is
crucial for understanding their functional meaning.

Hitherto, two recent studies (Meinzer et al., 2012, 2013) used
fMRI to monitor the brain activity during rest as well as during
a semantic word generation task while the participants received
anodal tDCS over the left IFG (targeting language areas—BA
44/45—see Table 1 for details). Both studies observed a reduction
in the BOLD signal at the stimulated sites during the language
task. Importantly, the connectivity between the stimulated area
(left IFG) and other language-related area was increased during
stimulation for both task and rest (Meinzer et al., 2012, 2013). It
has been argued that these changes are related to increased neural
efficiency at the stimulated site and its networks (Kar and Wright,
2014) similar to the changes observed as a result of learning
(Buchel et al., 1999). These changes were found to be behaviorally
relevant as the performance in the semantic word generation task
improved when the participants were receiving active stimulation
compared to sham. One of these studies (Meinzer et al., 2013)
observed an interesting effect whereby older adults showed a pat-
tern similar to that of their younger counterparts in terms of
performance in the semantic task when receiving anodal stim-
ulation over the left IFG, despite performing worse without

stimulation. In a similar vein, the differences in BOLD activa-
tion and functional connectivity between young and older adults
were reduced during anodal tDCS. In relation to the connectivity,
older participants showed higher anterior (fronto-temporal, and
medial frontal regions) and lower posterior (temporo-occipital,
precentral, and postcentral cortices) functional connectivity than
younger, which was related to worse task performance. Anodal
tDCS stimulation over the left IFG seems to reverse these effects,
as it reduced functional connectivity among anterior cortical
areas and increased it among the posterior cortices (note that
not all the age related connectivity differences were reversed
though).

Considering that all but one of these studies (except Polania
et al., 2011a), were conducted using tDCS in combination with
fMRI, more research is needed using other tCS techniques, espe-
cially tACS and tRNS, combined with higher temporal resolution
neuroimaging techniques such as EEG/MEG, as we cannot expect
that all tCS techniques would impact brain connectivity in the
same way. Nonetheless, there is an EEG study (Neuling et al.,
2013) in which the participants’ occipital cortex (anode: Oz) was
stimulated in the individual alpha frequency (IAF) to compare
the aftereffects of stimulating in two different conditions: eyes-
closed and eyes-open. These authors found that alpha power
only differs between tACS stimulation and sham in the eyes-
open condition. The coherence between two parietal electrodes
(P3-P4), however, was only increased after tACS stimulation with
eyes-closed (not with eyes-open). Therefore, there was a differ-
ence in the aftereffects of stimulating the areas with eyes-open
and eyes-closed, which support the idea that the effects of tCS
are dependent on the brain state, and for tACS in particular,
on the ongoing brain oscillations. Considering the time varying
nature of the oscillatory brain activity, new real time protocols
are being developed to adjust the stimulation frequency accord-
ing to the brain oscillations in real time (Boyle and Frohlich,
2013).

CREATIVITY, BRAIN STIMULATION, AND NETWORK
ANALYSIS
Creativity is a multidimensional construct that can be investi-
gated from a number of different perspectives, from its associated
processes such as convergent and divergent thinking (Sawyer,
2012), passing through the creative person, product and press
or environment (Rhodes, 1961). In this paper, we borrowed
the following definition of creativity from Plucker et al., 2004:
“Creativity is the interaction among aptitude, process, and envi-
ronment by which an individual or group produces a perceptible
product that is both novel and useful as defined within a social con-
text” (p. 90). In the field of Cognitive Neuroscience, the main
focus of creativity research is on the processes involved in the cre-
ative thinking, including divergent and convergent thinking (Luft
and Bhattacharya, 2014). Divergent thinking refers to the capac-
ity of generating novel and original ideas to open-ended problems
(e.g., think of as many unusual uses of a brick). Convergent think-
ing, on the other hand, refers to the process of finding a correct
solution to a closed-ended problem, such as a puzzle. In the real
world, however, the creative process involves both divergent and
convergent thinking (Sawyer, 2012).
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There are only a few studies on how we can boost creativity
using tCS (Cerruti and Schlaug, 2009; Chi and Snyder, 2011, 2012;
Metuki et al., 2012; Chrysikou et al., 2013), which are described
in Table 2. On the divergent thinking study (Chrysikou et al.,
2013), the authors positioned the cathodal electrode over the left
or the right prefrontal cortex and the anode over the mastoid, in
an attempt to inhibit the left or right DLPFC. They found that
cathodal stimulation over the left DLPFC, but not over the right
DLPFC, was associated with quicker responses on the uncom-
mon uses task (the participants were asked to generate common
or uncommon uses for presented objects). The authors suggested
that this result is coherent with the idea that divergent think-
ing depends on transient hypo-frontality, but in this case, it was
found to be specific to the left hemisphere.

Most of the studies cited in Table 2 investigated creative
insight, which is a convergent thinking process. In one of the
insight studies (Cerruti and Schlaug, 2009) it was found that
anodal stimulation over the left DLPFC increases the solution
rate in a convergent thinking task, the “Remote Associate
Task—RAT.” In this task, the participants have to find a fourth
word which makes a compound word with three words pre-
sented on the screen (e.g., food/forward/break; solution: fast).
However, another study (Metuki et al., 2012) observed that
anodal stimulation over the left DLPFC did not improve the
solution rate when subjects were given less time to solve the
problem (7 s compared to 30 s), but it did improve subjects’
ability to recognize correct solutions to hard RAT problems. The
authors suggested that the left DLPFC is involved in recognizing
the correct solution rather than generating it, a role that has been
attributed to the right hemisphere (Bowden and Jung-Beeman,
2003), especially the right anterior area (Jung-Beeman et al.,
2004). A slightly different account can be suggested based on
two experiments (Anderson et al., 2009) monitoring the subjects
brain responses (fMRI) while they solved a compound-word
RAT task (Experiment 1) and another similar paradigm which
allowed faster responses (Experiment 2). They observed that
while the LIPFC was associated with the word search in memory
or memory retrieval, the ACC was associated with the processing
of solutions. In both experiments, the LIPFC activity increased
when the participants were trying to find a solution, but from
the moment they reached it, the ACC activity increased and the
LIPFC returned to baseline levels.

The other two insight studies (Chi and Snyder, 2011, 2012)
focused on other insight problems that are less dependent on ver-
bal processes (matchstick and 9-dot problems). In both studies
(Chi and Snyder, 2011, 2012), the stimulation protocol positioned
the cathodal electrode over the left anterior temporal lobe (ATL),
and the anodal over the right ATL. The authors found that this
protocol increased the solution rates to these problems in relation
to sham stimulation (between groups).

Therefore, for insight studies, it seems that the left DLPFC,
and the right ATL play a role in finding solutions for conver-
gent thinking. Nonetheless, little is still known about how these
areas communicate to generate a solution as none of these stud-
ies combined tCS with any neuroimaging techniques, making
it difficult to know whether these changes in performance are
indeed caused by the excited/inhibited areas (Chi and Snyder,

2011, 2012; Chrysikou et al., 2013), by a connection between the
stimulated/inhibited area, or by a compensatory network mech-
anisms that may be triggered by inhibiting those (as in finding
4 described in the previous section). In addition, in the human
motor system evidence that bilateral tDCS evokes a suppression of
one hemisphere but a facilitation of the other is somewhat mixed
(see Nitsche and Paulus, 2000; Mordillo-Mateos et al., 2012;
Hasan et al., 2013). Thus, the biological impact of bilateral tDCS
(and by virtue the mechanisms that modulate previously reported
enhancements in creativity following bilateral tDCS—e.g., Chi
and Snyder, 2011, 2012) remains unclear.

Previous studies on the brain activity underlying creativity
found, for example, that divergent thinking is associated with
higher functional connectivity between medial prefrontal cortex
(mPFC) and posterior cingulate cortex (PCC), both of which
are key nodes of the DMN (Takeuchi et al., 2012). It could
be that inhibiting the lateral prefrontal cortex may result in
higher activation of the medial prefrontal, but this can only
be tested by combining tCS with neuroimaging. There are a
number of studies suggesting that creativity is associated with
higher connectivity, both structural (Jung et al., 2010a,b; Takeuchi
et al., 2010) and functional during rest (Jaušovec and Jaušovec,
2000a; Kounios et al., 2008; Takeuchi et al., 2012) and task
alike (Jaušovec and Jaušovec, 2000b; Bhattacharya and Petsche,
2002, 2005; Razumnikova and Larina, 2005). Further, there are
recent suggestions that creative ideas may reside in dynamic acti-
vation patterns of spontaneous brain networks (Wiggins and
Bhattacharya, 2014). On account of these works, we believe
that an important step towards improving creativity through
tCS would be to combine brain stimulation with neuroimag-
ing and advanced analysis techniques, in order to find how the
brain networks mediate the improvements in creative processes
observed in the cited studies. Importantly, techniques such as
tACS allow targeting both long range and local synchronization
(Ali et al., 2013).

Based on the previous discussions, we propose a hypothet-
ical approach for combining neuroimaging, connectivity and
brain stimulation for improving creativity (Figure 2). In this
approach, the research starts with the graph theoretical analysis
of the connectivity between the regions involved in a certain pro-
cess (e.g., convergent thinking—insight) as in Figure 2A. Using
the discovered cognitive connections (Figure 2B), a protocol for
stimulation is determined (Figure 2C). In Figure 2A, we showed
a couple of regions involved in creativity. Immediately after the
stimulation, the connectivity patterns (in identical conditions of
the analyzed patterns in Figures 2A,B) are analyzed against con-
trol stimulation protocol, e.g., sham stimulation. The results are
presented as a map, with the edges linking the nodes represent-
ing here the strength of the difference in connectivity between
active and sham stimulation (or any other control or contrast
of the experiment), as in Figure 2D. In Figure 2 hypothetical
example, the connectivity changed after stimulation of the left
DLPFC during a RAT paradigm, especially among the temporal
and frontal areas (Figure 2D). In the hypothetical example, there
was an increase in communication between ATL and DLPFC and
between the DLPFC and the ACC, which could represent coor-
dinated (DLPFC) search of the solution in memory (ATL) and
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FIGURE 2 | Schematic representation of the possible combination of

tCS and functional (EEG) brain connectivity to enhance creativity. An
array of scalp electrodes, a subset of which is depicted in (A), is recorded.
In (B) is possible to identify ROIs which are highly connected (yellow) and
the ones that are flexible hubs (red) or less connected areas (blue) during
a solution vs. non-solution RAT task. This helps identifying the target
electrodes to stimulate as in (C). Stimulating these electrodes may not
only eliminate the differences for the corresponding nodes, but also reduce
them for areas in the same network, which are not stimulated but

functionally connected to the targeted ones as depicted in (D). It is worth
noting that the labels and the networks drawn in the figure are only for
demonstration, as they are not precisely equivalent to their anatomical
locations (they are only approximate locations on a surface, the areas in
yellow are located in the medial area of the brain, which cannot be seen in
a cortical mesh). The areas are abbreviated as follows: PCC, posterior
cingulate cortex; PPC, posterior parietal cortex; M1, primary motor cortex;
mPFC, medial prefrontal cortex; ACC, anterior cingulate cortex; DLPFC,
dorsolateral prefrontal cortex; ATL, anterior temporal lobe.

the recognition of the correct solution (ACC), from DLPFC to
ACC. Note that this approach does not account for the direc-
tion of the interactions, which could be also tested using effective
connectivity analysis techniques such as dynamic causal modeling
or Granger causality. In divergent thinking, the approach would
probably result in a higher change over the posterior rather than
anterior regions.

LIMITATIONS OF GRAPH-THEORY AND BRAIN
STIMULATION
Notwithstanding the advances emerging from the combination of
tCS and neuroimaging for the understanding of the connectivity
changes in response to brain stimulation, there are many limita-
tions of both methods which can be thought as new challenges
for this enterprise. First, despite its usefulness in characterizing
brain network during cognitive functions (Sporns, 2014), the
application of graph theory is not problem-free (Fornito et al.,
2013). The approach, after all, is based on sophisticated mathe-
matical techniques that require judicious choices at various steps
of the analysis. Perhaps the most obvious one is the need to
choose among a number of possible strategies to reconstruct
the networks, which do not always lead to a convergent or con-
sistent outcome. For instance, one has to decide whether the
links will be weighted or unweighted, directed or not, whether
to use a fixed value or a fixed link density across participants
as a threshold or to use statistical controls such as surrogate

data analysis in order to determine the significance in a per-link
basis. Further, especially in the case of EEG/MEG, many different
bivariate indices of functional/effective connectivity are available
(e.g., Niso et al., 2013). Besides, spurious characterization of a
network could result from an inappropriate temporal and/or spa-
tial sampling of the underlying systems (Bialonski et al., 2010,
2011). Last, but not least, the relationship between connectivity
at the sensor/electrode level and connectivity at the neural source
level is more complicated than traditionally assumed (Ewald et al.,
2012). Nevertheless, we argue that graph theory is a very useful
tool to study the synchronized activity between different brain
areas underlying most cognitive functions, as it can be used to
characterize these patterns of brain connectivity. Moreover, it can
be also used to understand how local changes (whether inter-
nally or externally generated) are able to affect other distant brain
areas. For instance, in focal epilepsy research a paradigm shift
is currently taking place whereby attention is increasingly not
toward the epileptic focus itself, the classical and obvious target
area of the neuroscientific research on epilepsy, but the epileptic
network and its characteristics (Lehnertz et al., 2014), offer-
ing a tremendous potential in minimizing the extent of surgical
intervention.

The tCS methods also face limitations that have to be con-
sidered when attempting to develop protocols to boost specific
cognitive functions. Currently, there are many issues related to
our lack of understanding of how tCS, in its different modalities,
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shapes neural activity. First, as tCS methods in humans are
non-invasive, the stimulation is applied to the skull rather than
directly to the brain, meaning that the spatial resolution of tCS
is diffuse due to skull dispersion. The spatial resolution can be
improved with small stimulation electrodes (Datta et al., 2009),
but it still does not overcome the problem that the stimulation
is indirect and the electrodes often too large for such focal stim-
ulation of a small cortical area. The second limitation, which is
closely related to the first, is the lack of control of the stimu-
lation current reaching the brain as the current is altered as it
passes through the skull to be then conducted by the cerebrospinal
fluid to the brain. Individual differences in skull thickness and
shape may interact with how much current is actually reach-
ing the brain (Datta et al., 2009). Therefore, even with advanced
modeling of the current (Wagner et al., 2007; Shahid et al.,
2014), it is difficult to predict how much current is actually
reaching the brain. Third, the stimulation effects, as stated ear-
lier in the Introduction, are not straightforward. For example,
anodal stimulation does not always cause increase excitability,
and vice versa for cathodal (Nitsche and Paulus, 2000; Antal
et al., 2004; Moliadze et al., 2010). Further, other factors such as
increasing the intensity (Batsikadze et al., 2013) or including a
task during stimulation (Antal et al., 2007) can also change the
effects in a complicated fashion. Therefore, it is important for
these factors to be controlled carefully in tCS studies. Moreover,
when one considers these limitations in conjunction with the
fact that stimulating one area of the brain can affect a network
of regions, it hampers the possibility of claiming “cause-effects”
relations between a single stimulated brain region and specific
cognitive functions as the stimulation effects are not entirely
known.

CONCLUSION
In this paper, we discussed the possibility of combining tCS
with neuroimaging and graph theory for analysing the impact of
brain stimulation on brain connectivity. In doing so, we high-
light how graph theoretical analysis can help in understanding
how the brain networks are affected by tCS in specific loca-
tions. In addition, we suggest that the knowledge of structural
connectivity pathways can be used to target a network of brain
areas rather than a single area and that ongoing brain connec-
tivity during and just after (during the aftereffects period) tCS
is an important factor in determining the connectivity changes
in response to stimulation. In the future, we suggest using
graph theory not only to understand the network effects of
stimulating different brain areas, but also to develop tCS pro-
tocols that can target connectivity rather than individual brain
areas.
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Cortical oscillations have been shown to represent fundamental functions of a working
brain, e.g., communication, stimulus binding, error monitoring, and inhibition, and are
directly linked to behavior. Recent studies intervening with these oscillations have
demonstrated effective modulation of both the oscillations and behavior. In this review,
we collect evidence in favor of how hypothesis-driven methods can be used to augment
cognition by optimizing cortical oscillations. We elaborate their potential usefulness for
three target groups: healthy elderly, patients with attention deficit/hyperactivity disorder,
and healthy young adults. We discuss the relevance of neuronal oscillations in each group
and show how each of them can benefit from the manipulation of functionally-related
oscillations. Further, we describe methods for manipulation of neuronal oscillations
including direct brain stimulation as well as indirect task alterations. We also discuss
practical considerations about the proposed techniques. In conclusion, we propose that
insights from neuroscience should guide techniques to augment human cognition, which
in turn can provide a better understanding of how the human brain works.

Keywords: neuronal oscillations, working memory, attention, elderly, ADHD, brain stimulation, brain-computer
interfacing, brain state dependent tasks

INTRODUCTION
Recent advances in cognitive neuroscience have provided insight
into the functional mechanisms of the human brain. Neuro-
scientists have identified specific brain patterns, for example
neuronal oscillations, that co-fluctuate with the task and behav-
ioral performance (Buzsáki, 2006). These fluctuations are not
random but depend on the specific task and cognitive settings;
these findings have allowed functional hypotheses to be formed,
directly tested, and confirmed. Throughout the previous decades,
huge progress has been made in understanding how the human
brain works, and in understanding differences across age groups,
pathologies, and individuals. Applying this in-depth knowledge
in practice might therefore be a key to creating brain tools for
different target groups to improve different aspects of human
cognition.

Cognitive functioning declines with age (Deary et al., 2009)
and does not necessarily occur in the presence of a neurological
disorder. Healthy elderly suffer from problems with memory and
attention more than healthy, young individuals. With an increas-
ing aging population, it has become a societal priority to look into
approaches that can delay or prevent functional degeneracy or
even augment cognitive abilities in the elderly. Brain tools might
have the potential to rejuvenate the functionality of an aging
brain.

Many people suffer from cognitive deficiencies in daily activi-
ties, but there are population groups in which these problems are
more severe. Attention deficit/hyperactivity disorder (ADHD) is

a well-studied disorder with problems of attention, hyperactivity,
and impulsivity. Although the cause of ADHD is unknown, there
have been many attempts to treat it using medication (e.g., Chang
et al., 2012). Next to many unknown side-effects of medication,
about 30% of the ADHD population do not respond to any
medication, which calls for alternative treatments (Kidd, 2000).
Brain tools might serve this population by normalizing their brain
activities.

Most of our knowledge from cognitive neuroscience about the
human brain stems from studies on healthy, young individuals,
which have helped to form functional hypotheses about traits of
human brain activity. These hypotheses can serve as a benchmark
for other populations groups. In addition, also healthy young
adults show large task variability in cognitive tasks. Next to indi-
vidual differences, individuals’ performance varies momentarily
in cognitive tasks (Kane and Engle, 2002; Paulus et al., 2009).
Thus, while constituting a proper control group, we will also
discuss our current knowledge on whether young, healthy adults
can benefit from cognitive improvements.

The brain is a highly flexible organ which can adapt to dif-
ferent manipulations very quickly (Pascual-Leone et al., 2011).
Entrainment of neuronal oscillations to augment human behavior
has already been proposed in the past (see e.g., Thut et al.,
2011a; Herrmann et al., 2013; Calderone et al., 2014; Enriquez-
Geppert et al., 2014). We complement these reviews by proposing
different techniques in different target groups to relate the to-be-
augmented aspect of cognition to associated neuronal signatures,
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specifically neuronal oscillations. Identifying the neural signa-
tures of different tasks will allow for proposing protocols for
manipulating the brain and thereby the individual’s cognitive
abilities. Recent studies suggest a causal role of neuronal oscilla-
tions in cognitive tasks (Thut and Miniussi, 2009; Romei et al.,
2010). Based on this hypothesis and the possibility of manipu-
lating neuronal oscillations in several ways, we propose that by
using “hypothesis-driven” approaches, one can augment human
cognition by optimizing cortical oscillations. In this paper, we
begin with discussing the functional role of neuronal oscilla-
tions and their cognitive relevance. We then continue with more
details about three target population groups, healthy elderly,
patients with ADHD, and healthy young adults, and elabo-
rate on how cognitive improvement can be gained. Next, we
go into different ways of manipulating functional oscillations
in order to improve cognitive performance in the three tar-
get groups. The paper ends with practical considerations and
conclusions.

FUNCTIONAL ROLE OF NEURONAL OSCILLATIONS
Spontaneous and goal-related fluctuations of the brain state are
reflected in electrophysiological activity that can be measured
non-invasively using various techniques like electroencephalog-
raphy (EEG) and magnetoencephalography (MEG). EEG and
MEG measure the strength of the voltage potentials and magnetic
fields at the scalp associated with postsynaptic potentials along
the dendrites of pyramidal neurons, i.e., the synaptic input to
these cells (Nunez, 2000; Niedermeyer and Lopes da Silva, 2005;
Wang, 2010; Lopes da Silva, 2013). Non-invasive measurements
require strongly synchronized activity across nearby neurons to
result in a measurable signal at scalp level. Neuronal oscillations
at the scalp level are rhythmic patterns that represent the degree of
synchronized neuronal input to the underlying neuronal ensem-
ble (Lopes da Silva, 1991; Buzsáki and Draguhn, 2004), which
are reflected as power increases (commonly known as event-
related synchronization, ERS) or power decreases (event-related
desynchronization, ERD; see Pfurtscheller and Lopes da Silva,
1999).

Neuronal oscillations are commonly divided into different fre-
quency bands. While lower frequencies are often associated with
long-range connectivity between cortical regions (von Stein and
Sarnthein, 2000), higher frequencies reflect the local firing pattern
of neurons (Xing et al., 2012). Furthermore, different neuronal
oscillations have been associated with specific neuronal processes
(e.g., Engel et al., 2001; Kopell et al., 2010), which have been
related to behavioral performance, e.g., in attention and working
memory tasks (reviewed in more detail below). In this paper,
we will focus on cortical oscillations in three frequency bands:
alpha oscillations (8–13 Hz), theta oscillations (5–8 Hz), and
gamma oscillations (>30 Hz). In the following, we will introduce
these three oscillations, describe the current dominant views on
their function, and elucidate their role on qualitative aspects of
cognition.1

1Note that we focus on power of the oscillation and do not cover its phasic role.
Other frequency bands, such as delta (1–3 Hz) or beta (13–30 Hz) oscillations,
or slow cortical potentials lie outside the scope of this article. Some alternative

ALPHA OSCILLATIONS (8–13 HZ): FUNCTIONAL INHIBITION OF
NEURONAL REGIONS
Human alpha oscillations are the dominant rhythms in EEG
and MEG. They were observed almost a century ago (Berger,
1929; Adrian and Matthews, 1934) and, while originally hav-
ing been associated with the idle state of the visual cortex,
the current dominant view has changed towards a functional,
inhibitory role, elaborated upon below. Alpha is generated via
thalamocortical and cortico-cortical loops (Lopes Da Silva and
Storm Van Leeuwen, 1977; Lopes da Silva et al., 1980; Suffczynski
et al., 2001; Bollimunta et al., 2011). Cortical alpha has been
shown to be modulated by the pulvinar nucleus of the thalamus
(Saalmann et al., 2012) as well as by frontal regions (Capotosto
et al., 2009). The precise mediation of cortical alpha via the
interplay between frontocortical and subcortical mechanisms
still requires further investigation. Individual variations of alpha
power appear as stable traits. The peak frequency of alpha oscil-
lations has been related to the latent factors of general cognitive
abilities, and the frequency and power of alpha oscillations have
been shown to change with age (Klimesch, 1999; Grandy et al.,
2013).

Alpha oscillations are strongly involved in attention processes.
While low alpha activity can be observed in regions that are
processing information, sensory regions that are not involved
in the current task show high alpha activity. For example, in
covert spatial attention studies, selective attention and success-
ful inhibition of the task-irrelevant hemifield are often indexed
using the extent of alpha power lateralization. Highly lateralized
alpha activity thereby suggests a high inhibition of the task-
irrelevant hemifield and has been shown to lead to better task
performance (Worden et al., 2000; Thut et al., 2006; Kelly et al.,
2009), whereas a weak or reverse alpha lateralization leads to
failures in motor inhibition (Bengson et al., 2012). During the
retention interval of working memory tasks, it has been shown
that the degree of alpha power increase in early sensory regions
scales with memory load (Jensen et al., 2002). This effect also
holds true for paradigms in non-visual domains, e.g., occipi-
tal alpha increases during a somatosensory delayed-match-to-
sample task (Haegens et al., 2010; Spitzer and Blankenburg,
2012). Additionally, strong alpha during the immediate rehearsal
of an item for long-term memory encoding has been shown to
predict the long-term memory encoding success (Meeuwissen
et al., 2011). Alpha activity has therefore been suggested to
reflect the amount of top-down controlled cortical inhibition
(reviewed in Klimesch, 1999, 2012; Klimesch et al., 2007; Jensen
and Mazaheri, 2010; Foxe and Snyder, 2011; Jensen et al.,
2012).

Alpha oscillations are also strongly involved in the anticipation
of upcoming stimuli, which has been convincingly shown by
Rohenkohl and Nobre (2011). They showed that when stim-
ulation was temporally anticipated but absent, alpha power
decreased to a similar degree compared to when stimulation
actually occurred when anticipated, see Figure 1A. Moreover, the
degree of anticipatory alpha power correlates with subsequent

approaches are shortly discussed in Section Alternative Aspects of Neuronal
Oscillations to Utilize.
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FIGURE 1 | Example of the functional involvement of neuronal
oscillations. (A) The time-frequency representation of an anticipation task.
The gray dotted line shows the time that the stimulus could have been
presented, but was not. The black dotted line indicates the onset of the
target. Alpha power decreases in anticipation of a stimulus even without
subsequent stimulation. Reproduced with permission from Rohenkohl and
Nobre (2011). (B) The dynamics of frontal theta power. Depending on the
encoding task, both increases and decreases of frontal theta power were

found for successful versus unsuccessful remembering. SME = subsequent
memory effect. Reproduced with permission from Hanslmayr and Staudigl
(2014). (C) During visual stimulus encoding, posterior gamma power (60–90
Hz) is predictive of subsequent memory performance in young, healthy
adults. The vertical dashed bars indicate the window for significance testing
and beamformer application. The left panel shows gamma power from one
significant posterior sensor and the right panel is the beamformer projection
(Osipova et al., 2006).

behavioral performance in attention tasks (Worden et al., 2000;
Thut et al., 2006; Kelly et al., 2009) and correlates with sub-
sequent long-term memory performance (Park et al., 2014).
Anticipatory alpha power also scales with stimulation likeli-
hood (Gould et al., 2011; Haegens et al., 2012; Horschig et al.,
2014). Upon stimulation, however, alpha oscillations robustly
decrease in early sensory regions. Recently, Hanslmayr et al.
(2012) suggested an entropy-based explanation for this: the more
complex the information is that needs to be encoded, the less
structured (i.e., the more de-synchronized) the activity in a
network has to be. An alternative explanation, which is not
mutually exclusive, is that early sensory regions become dis-
inhibited, i.e., functionally engaged, and therefore show low alpha
power.

THETA OSCILLATIONS (5–8 HZ): WORKING MEMORY AND NEURONAL
ORGANIZATION
Depending on where in the brain theta oscillations are observed,
they can be divided into two groups of hippocampal and cortical
theta rhythms (reviewed in Mitchell et al., 2008). In this paper
we only focus on the cortical theta rhythms that can be mea-
sured non-invasively and are probably generated in hippocampal-
cortical feedback loops (Klimesch, 1999). Cortical theta power
has been related to encoding, retaining, and retrieving items in

working memory (Kahana et al., 2001; Klimesch et al., 2010;
Sauseng et al., 2010). The frequency of theta rhythms shows
a large inter-individual variability similar to alpha oscillations,
and the individual theta peak frequency has been shown to be
significantly correlated to the individual alpha peak frequency
(Klimesch et al., 1996).

During working memory tasks, theta power increases over
temporal sites during encoding, maintenance, and retrieval
(Raghavachari et al., 2001; Fell et al., 2011). Over frontal regions,
theta power increases proportionally with task demands (Gevins
et al., 1997). In working memory tasks, for example, a higher
memory load produces stronger frontal theta activity (Jensen and
Tesche, 2002). However, both frontal theta increases and decreases
have been found to be beneficial for successful memory retrieval
(Staudigl and Hanslmayr, 2013; see Figure 1B). Hanslmayr and
Staudigl (2014) recently suggested that the context of the mem-
ory and the probe items is the crucial factor for whether theta
increases or decreases upon successful retrieval. Raghavachari
et al. (2006), however, argued for local theta generators where
frontal theta exerts executive control and parietal theta serves to
maintain items in working memory.

Apart from their role in working memory, frontal theta
oscillations link prediction errors to behavioral adaptations
(Cavanagh et al., 2010). Theta oscillations are also involved in
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long-range neuronal communication between cortical and sub-
cortical regions including the hippocampus (Mitchell et al., 2008)
and nucleus accumbens (Cohen et al., 2009, 2012) as well as
for corticocortical communication (reviewed in von Stein and
Sarnthein, 2000). In conclusion, contemporary theory posits
that theta oscillations are crucially involved in the organization
and coordination of information and for memory storage and
retrieval (Jensen and Lisman, 1996; Buzsáki and Draguhn, 2004;
Lisman, 2005, 2010; Sauseng et al., 2010; Lisman and Jensen,
2013).

GAMMA (>30 HZ): PERCEPTUAL AND MULTISENSORY BINDING AND
MEMORY MAINTENANCE
Gamma oscillations are defined as frequencies above 30 Hz,
subdivided into the lower gamma range (30–80 Hz) and the
higher gamma range (>80 Hz; Buzsáki and Draguhn, 2004; Ray
and Maunsell, 2011). Gamma oscillations have been implicated
with active processing of information and thus increase with
stimulation intensity and amount of attention to stimulation
(Engel and Singer, 2001; Engel et al., 2001; Fries et al., 2001; Jensen
et al., 2007). A large inter-individual variability in the gamma
peak frequency has been demonstrated (van Pelt et al., 2012)
as well as a correspondence between the gamma peak frequency
and the characteristics of the visual stimuli (van Pelt and Fries,
2013).

Gamma oscillations are also observed during working memory
maintenance (Tallon-Baudry et al., 1998; Miltner et al., 1999;
Jokisch and Jensen, 2007), possibly reflecting active processing
and binding of the to-be-maintained information in frontal and
parietal cortices (Polanía et al., 2012b). The degree of gamma
power during encoding of visual items has been found to correlate
with working memory load (Howard et al., 2003) and predicts
successful memory encoding, see Figure 1C (Osipova et al., 2006).
Also, during successful multisensory integration, an increase of
gamma band power has been observed (Schneider et al., 2008;
Kanayama et al., 2012), strengthening the idea that gamma
band oscillations serve to form a coherent object representation
in working memory. Gamma band activity has been suggested
to reflect the process of mentally forming and binding objects
(Tallon-Baudry et al., 1996; Tallon-Baudry, 1999).

Many studies report a simultaneous decrease of alpha power
and increase in gamma power in task relevant brain regions,
whereas a number of studies have shown that alpha and gamma
power are not always inversely coupled (Haegens et al., 2010;
Scheeringa et al., 2011). For example, while alpha power has
been shown to decrease in anticipation of a stimulus (Rohenkohl
and Nobre, 2011; see Figure 1A), gamma activity is induced
by stimulation and active maintenance but is not observable in
anticipation to stimulation (Hoogenboom et al., 2006). Thus,
while alpha decreases may serve to disinhibit a brain region,
gamma oscillations reflect the active, ongoing processing and
binding of information.

POPULATION TARGET GROUPS AND THEIR NEURONAL
SIGNATURES
Many common individual differences in cognition can be traced
back to differences in memory or attention processes. In the

previous section we outlined the functional role of neuronal
oscillations in cognition and presented strong evidence for a rela-
tionship between oscillatory power and behavioral performance
in specific tasks. In this section, we will outline how optimizing
neuronal oscillations might improve cognition in three target
groups: the elderly, who commonly have problems with attention
and working memory, patients suffering from ADHD, and also
healthy, young adults who show remarkable inter-individual dif-
ferences in cognitive tasks. We will propose that optimizing neu-
ronal oscillations might help to alleviate symptoms and improve
cognition.

THE ELDERLY AND THEIR PROBLEMS WITH ATTENTION AND WORKING
MEMORY
In the western world, there is a continuous demographic change
with an increased percentage of elderly people in the population
(Cohen, 2005; Peters et al., 2010). Several studies have statisti-
cally assessed the areas of compromised cognition in the elderly.
Elderly people have more trouble in task switching paradigms
compared to younger adults (Kray and Lindenberger, 2000).
The elderly show lower performance in working memory tasks
(Salthouse et al., 1991) and have reduced working memory
capacity (at least in part) due to problems in binding multiple
low-level features (Brockmole and Logie, 2013). Additionally, it
has been shown that elderly have trouble inhibiting distract-
ing information in unimodal tasks (Folk and Lincourt, 1996;
Groth and Allen, 2000; Gaeta et al., 2001; Tales et al., 2002;
Andrés et al., 2006; Fabiani et al., 2006; Rowe et al., 2006; Yang
and Hasher, 2007), in cross-modal tasks (Alain and Woods,
1999; Poliakoff et al., 2006; Hugenschmidt et al., 2009b), and
multi-modal tasks (Hugenschmidt et al., 2009a). The studies
by Hugenschmidt et al. and others suggest that while elderly
have trouble ignoring task-irrelevant items, they do show intact
attention abilities. For example, elderly showed behavioral cue-
ing effects, even in more complex environments (Hugenschmidt
et al., 2009a,b).

In addition, a number of structural and functional changes
have been reported in the brain of the elderly. For example,
with increasing age, alpha peak frequency and power decrease
while theta power increases (Dustman et al., 1993; Grandy
et al., 2013) and the amount of evoked gamma band activity
is reduced in the elderly compared to young adults (Werkle-
Bergner et al., 2009). Recently, Sander et al. (2012a) proposed
to disassemble working memory into two components: a global
top-down control mechanism and a local perceptual binding
mechanism. They further hypothesized that both components
are differentially impaired in the elderly. By incorporating the
reviewed evidence from the previous section, global top-down
control is reflected by the power of frontal theta and posterior
alpha oscillations (reviewed in Klimesch, 1999; Klimesch et al.,
2007; Jensen and Mazaheri, 2010; Foxe and Snyder, 2011; Jensen
et al., 2012; Klimesch, 2012), whereas local binding is reflected
by gamma band oscillations (Tallon-Baudry et al., 1996; Tallon-
Baudry, 1999). Under this framework, reduced alpha or theta
power would suggest a problem with top down control, whereas a
reduction in evoked gamma-power would predict a problem with
perceptual binding.
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A number of studies showed the absence of correlations
between behavior and oscillatory activity in the elderly, while
present in healthy young adults. For example, a strong increase
in frontal theta power with working memory load has been
reported in young adults (Jensen and Tesche, 2002), but there
was no such relation in the elderly (McEvoy et al., 2001). Also,
McEvoy et al. (2001) found that with increasing task difficulty,
alpha power in both parietal and frontal cortices decreased in the
elderly, whereas in young adults alpha power only decreased over
parietal regions. In a similar vein, Gazzaley et al. (2008) showed
that frontal theta power scaled with the relevance of the to-be-
processed item in young healthy adults, but not in the elderly, see
Figure 2A. Sander et al. (2012b) showed that in a visual covert
attention working memory paradigm, the degree of lateralized
alpha power was maximal under high memory load in healthy,
young adults, whereas it peaked under medium memory load
in the elderly and was nearly absent in the high memory load
condition. Despite the absence of this correlation, the elderly were
still able to successfully perform well in this task, although worse
than the young adults.

All studies in elderly are fraught with the problem that com-
pensatory mechanisms seem to be active (Reuter-Lorenz et al.,
2000; Cabeza et al., 2002; Logan et al., 2002; Nielson et al.,
2002; Riis et al., 2008). While a reduced amount of activity
might highlight the locus of the problem, an increase in activity
elsewhere might indicate the compensation. Hence, in the above
finding by Sander et al. (2012b) it is likely that a compensatory
mechanism took over the functional role of posterior alpha lat-
eralization under high memory load. Identifying such mecha-
nisms and studying whether they are compensatory or competing
with normal functioning could help in determining whether this

mechanism is causing or resulting in the degraded bottom up
sensory processing and binding.

ATTENTION DEFICIT/HYPERACTIVITY DISORDER
ADHD is the most common psychiatric disorder in the western
world (Cantwell, 1996; Barry et al., 2003) with an estimated
prevalence of 3–6% (Pelham et al., 1992; Polanczyk et al., 2007).
Diagnosis of ADHD is characterized by two components: an
attention and a hyperactivity component. While some patients
show traits of both components (the “combined” subtype), a
large proportion of patients show only one component strongly
with the other component weaker or absent (Barkley et al., 1990;
Lockwood et al., 2001). Here, we will focus on the combined
and the inattentive subgroups, i.e., those with attention deficits.
However, the combined patient subgroup is characterized by
different attention deficits in cognitive tasks than the inattentive
subgroup (Weiss et al., 2003; Booth et al., 2007; Adams et al.,
2008), leading to the proposition of categorizing patients showing
inattentive without hyperactivity symptoms as a patient group
distinct from ADHD (Barkley, 2001; Milich et al., 2001; Derefinko
et al., 2008). Nonetheless, we will discuss characteristics and
possible treatments for attention deficits of both the combined
and the inattentive subgroups.

The inattentive subtype is characterized, as the name implies,
by problems in engaging and sustaining attention. In behav-
ioral paradigms it has been found that the inattentive subgroup
showed either reduced attention resources (Carr et al., 2010)
or reduced visual processing power (Weiler et al., 2002). The
inattentive subtype also showed a lack of response cueing effect
(Lockwood et al., 2001; Derefinko et al., 2008). Behavioral deficits
and oscillatory power differences between ADHD patients and

FIGURE 2 | Oscillatory power differences in different task settings in the
three discussed population groups. (A) Frontal theta power during stimulus
encoding is significantly higher for elderly versus young adults, and scales
with relevance of the stimuli in young, healthy adults, but not in the elderly
(* p < 0.001). Reproduced with permission from Gazzaley et al. (2008). (B)
During visual spatial covert attention, the degree of alpha lateralization
indexes the relative disengagement of the task-irrelevant ipsilateral

hemisphere versus the task-relevant contralateral hemisphere. While young,
healthy adults are able to modulate their alpha lateralization symmetrically
around zero, inattentive ADHD patients show a lack of maintaining a high
degree of alpha lateralization to the left side. In addition, there is an absence
of correlation between alpha lateralization index and behavioral cueing effect
in ADHD patients, whereas there is a strong relationship in healthy, young
adults. Reproduced with permission from ter Huurne et al. (2013).
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control subjects have been investigated recently. In adolescents,
Mazaheri et al. (2013) found that ADHD patients of the inat-
tentive subgroup showed a reduced behavioral cueing effect and
weaker suppression of posterior alpha in response to the cue
that indicates with which hand to respond. In young adults
with the inattentive subtype, ter Huurne et al. (2013) showed an
absence of maintaining posterior anticipatory alpha lateralization
in response to a left attention cue, but not to a right attention
cue. Interestingly, they found the same initial level of alpha
lateralization in control and ADHD groups. In both studies, the
degree of alpha power modulation with task showed a strong
correlation with behavior for the control group but not for the
ADHD group; see Figure 2B. These studies suggest that inatten-
tive ADHD patients do not only suffer from reduced but also
from inefficient integration of posterior alpha power as it does
not seem to be beneficial for behavior, whereas it is for healthy
people.

Studies on the combined ADHD subgroup and neuronal oscil-
lations in task settings are sparse. Recently Karch et al. (2012)
found that young adults suffering from ADHD showed increased
frontocentral gamma band activity shortly after auditory stimu-
lation followed by a voluntary motor response. Yordanova et al.
(2001) found that ADHD children between 9 and 12 years
of age showed increased induced fronto-central gamma band
responses for right auditory stimulation compared to normally
developing children, but not for left auditory stimulation. Lenz
et al. (2008) found that children of the combined ADHD group
showed enhanced visual stimulus-induced gamma power. While
gamma power correlated with long-term memory performance
for typically developing children, it did not for the ADHD
children. In addition, Mazaheri et al. (2013) tested children
of the inattentive subgroup and the combined subgroup and
compared these two groups with typically developing children.
They found significantly more alpha power to response cues
for the inattentive subtypes compared to typically developing
children (discussed above), but there was no such effect for
the combined group. The combined group, however, showed
no significant difference in alpha power from the inattentive
subgroup. Also, the combined subgroup showed no correlation
between behavior and anticipatory alpha, whereas the typically
developing children did. In an earlier study, Mazaheri et al.
(2010) investigated the response preparation ability in a percep-
tual switching task in typically developing children compared to
children classified in the combined ADHD group in age range
from 8 to 12 years. Typically developing children showed a strong
alpha power increase in parieto-occipital cortex in preparation
for auditory versus visual stimulation, in line with the idea of
shutting down the visual stream when preparing for auditory
input. ADHD children, however, showed no such difference,
but a frontal theta increase instead. Additionally, although in
typically developing children parieto-occipital alpha power was
inversely correlated with the behavioral cueing effect in the
visual condition, there was no such correlation for the ADHD
children. Recently, Lenartowicz et al. (2014) investigated the
neuronal patterns in a group of children between 7 and 14
years of age comprised of both the inattentive and combined
subgroups. In a working memory paradigm, they found reduced

vigilance attributed to a less pronounced alpha depression dur-
ing encoding (i.e., higher occipital alpha activity) in ADHD
children than in typically developing children, but in return a
stronger alpha power synchronization during stimulus main-
tenance in ADHD children. Frontal theta during the mainte-
nance period was also elevated in ADHD children, which they
interpreted as a compensation for the lack of vigilance during
encoding.

The above studies indicate a versatile interplay of hyper-
and hypo-activity in specific phases during a task. In line with
Lenartowicz et al. (2014) we propose that this might be anchored
to improper preparation for the task, indicated by a lack of
modulating anticipatory alpha activity to stimulation. Higher
gamma during stimulation and higher alpha and theta during
stimulus maintenance might thus be the product of compensation
for this improper preparation.

COGNITION IN HEALTHY, YOUNG ADULTS
Within young healthy adults there is a large spread of inter-
and intra-individual differences in both neuronal oscillations and
behavior. For example, healthy individuals differ in visual work-
ing memory capacity (Luck and Vogel, 2013). Individuals with
better working memory capacity have greater frontal theta power
during stimulus encoding (Gevins and Smith, 2000). Similarly,
individuals with greater pre-stimulus frontal theta power better
remembered source context (Addante et al., 2011). Also within
subjects, high frontal pre-stimulus theta power was predictive of
whether an item was remembered (Addante et al., 2011), as was
increased gamma power during stimulus encoding; see Figure 1C
(Osipova et al., 2006).

The ability to sustain attention varies among individuals.
Individual differences in the degree of alpha lateralization have
been linked to differential abilities to ignore the task-irrelevant
hemifield (Fu et al., 2001; Haegens et al., 2011a; Horschig et al.,
2014) as well as to working memory performance (Sauseng et al.,
2009b). Gamma power has been linked to improved attention
as well. Apart from the fact that gamma power is commonly
increased for attended versus unattended stimuli (Tallon-Baudry
et al., 2005; Bauer et al., 2006), individuals with stronger gamma
activity have been associated with improved perceptual processing
(Jokeit and Makeig, 1994; Fründ et al., 2007). Moreover, the ratio
between theta and gamma peak frequency has been successfully
linked to short-term memory capacity (Jensen and Lisman, 1996,
1998), which both consistently vary from individual to individual
(Kamiński et al., 2011). In future studies, explicit perturbation of
the specific neuronal oscillations is required to identify whether
they are causally involved in cognition and, if so, the findings
can serve to form strong hypotheses on how to augment human
cognition.

TECHNIQUES TO MANIPULATE NEURONAL OSCILLATIONS
In this section we will discuss how to apply our framework in
practice. We will combine the fundamental insights of neuronal
oscillations from the second section with the studies on differ-
ent population groups discussed in the third section to answer
which oscillatory components might be suitable for optimization
and whether and how this optimization could increase cognitive
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performance. Since there are oscillations-behavior correlations in
healthy adults and oscillations-pathology correlations, optimiza-
tion of neuronal oscillations could lead to optimized behavior. We
will introduce different, non-invasive approaches to manipulate
neuronal oscillations, outline how these techniques work, and
present studies on what has already been achieved. In addition we
will suggest steps to fill the gap in current literature on successful
augmentation of human cognition.

TRANSCRANIAL STIMULATION OF THE HUMAN BRAIN
The most direct way to manipulate neuronal firing is by electri-
cal stimulation to manipulate the neuron’s membrane potential
causing it to de- or hyperpolarize. The two common non-
physically-invasive techniques to do so are transcranial magnetic
stimulation (TMS) and transcranial current stimulation (tCS).
TMS utilizes the fact that a changing current in a wire induces
a changing external magnetic field that, if in the presence of a
conducting material such as neural tissue, induces a secondary
electric current in the opposite direction (Pascual-Leone et al.,
1999, 2000). This secondary current then affects local membrane
potentials. Although the exact mechanism is still not completely
understood, it is assumed that TMS pulses primarily influence
the axons of both excitatory and inhibitory neurons and might
actively elicit action potentials (Dayan et al., 2013). Two basic
TMS approaches are commonly used. The “online” approach
applies single, double, or brief bursts of pulses, each lasting a few

100 ms, during the task. The “offline” approach applies repetitive
stimulation (rTMS) before a task or other measurement (Huang
et al., 2005). Depending on the exact pattern and frequency of
rTMS, cortical excitability can be facilitated or inhibited for a
period outlasting the stimulation itself from 15 up to 90 min
(Thut and Pascual-Leone, 2010). However, it has also been sug-
gested that the frequency of stimulation entrains the neuronal
oscillations at the stimulation frequency, which outlasts stim-
ulation for a short period of time (hundreds of milliseconds;
Thut and Miniussi, 2009). There is some first direct evidence
for rhythmically entraining alpha oscillations in the visual cortex
by means of brief bursts of rTMS around 10 Hz (Thut et al.,
2011b and Figure 3A), yet stimulation not necessarily in the alpha
frequency range can induce an alpha power increase (Thut and
Pascual-Leone, 2010). Several studies have provided convincing
indirect evidence for rTMS entrainment by its impact on behavior
(Romei et al., 2010 and Figure 3B; Klimesch et al., 2003; Sauseng
et al., 2009a).

The basic principle of tCS is that a weak electrical current
is established between an anode and cathode, thereby alter-
ing neural membrane potentials. Importantly, because of the
weak electrical current, tCS cannot trigger action potentials but
rather slightly facilitates or inhibits spontaneous neuronal firing,
depending on its polarity (Dayan et al., 2013; Reato et al., 2013).
Transcranial current stimulation can be applied in two different
ways: transcranial alternating current stimulation (tACS) and

FIGURE 3 | Examples of manipulating neuronal oscillations and their
impact on cognition. (A) rTMS stimulation at 10 Hz to right parietal cortex
results in alpha oscillations outlasting the stimulation period (t = 0 s),
compared to the control condition of rotating the TMS coil by 90◦ (TMS90).
The condition contrast with other control conditions confirmed the exclusive
effect of rTMS at 10 Hz. w1 = time window of the first two pulses and w2 =
time window of the last three pulses. Reproduced with permission from Thut
et al. (2011b). (B) 10 Hz rTMS stimulation, but not 5 or 20 Hz, of parietal
cortex ipsilateral to stimulation results in behavioral improvement, whereas
contralateral stimulation results in decreased performance (* p < 0.05,

** p < 0.01, *** p < 0.001). Reproduced with permission from Romei et al.
(2010). (C) Frontal theta neurofeedback training results in increased frontal
theta in both young and old adults. OSFT = old subjects, sham feedback;
ONFT = old subjects, neurofeedback group; YSFT = young subjects, sham
feedback; YNFT = young subjects, neurofeedback (* p < 0.01). Taken with
permission from Wang and Hsieh (2013). (D) Only old adults receiving
neurofeedback on frontal theta increased working memory accuracy in a
Sternberg task (depicted on the y-axis). Young adults were already performing
at ceiling level. (for acronym, see panel C; * p < 0.01). Taken with permission
from Wang and Hsieh (2013).
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transcranial direct current stimulation (tDCS). While with tDCS
the polarity between anode and cathode stays constant (see Priori,
2003, for a review), with tACS the polarity constantly changes,
thereby producing an alternating flow of current similar to an
oscillation (Antal and Paulus, 2013; Herrmann et al., 2013; Reato
et al., 2013). Sometimes tACS is used in conjunction with a
DC offset. In that case, the polarity between anode and cathode
stays fixed, as the current strength oscillates around the DC
offset instead of zero. Consequently current only flows in one
direction, from the cathode to the anode, which is in contrast to
the classical tACS definition, where not only current strength but
also direction changes throughout each oscillatory cycle. Here,
we will explicitly clarify if we refer to tACS studies with a DC
offset.

In the past a number of studies has shown improved cognition
or performance in tasks using tCS or TMS (Meinzer et al., 2012,
2013; Snowball et al., 2013; Vollmann et al., 2013; Coffman et al.,
2014; Luber and Lisanby, 2014; Schutter, 2014). However, most
of these studies did not use tCS or tACS to stimulate neuronal
oscillations or concurrently recorded them by EEG or MEG.
In the following we will summarize a number of studies that
used tACS or TMS to stimulate in the alpha, theta, or gamma
range.

Although this is a relatively recent field, a number of studies
has demonstrated that stimulating in the alpha range results in
sustained alpha power increases in the cortex. Zaehle et al. (2010)
showed that applying tACS offline for 10 min at the subject’s
individual peak alpha frequency over left and right posterior
cortex resulted in an increase in alpha power for at least 3 min
after the stimulation. Neuling et al. (2012) used tACS with a DC
offset to entrain a 10 Hz rhythm during the task. After 3 blocks of
7 min stimulation, alpha power increased post-stimulation during
a measurement lasting 3 min. In a more recent study, Neuling
et al. (2013) found that the increase in alpha power using tACS
without a DC offset lasts for up to 30 min. However, neither of
these two studies found an influence of the power increase on
behavior.

In contrast, several studies have found effects of entrainment
in the alpha band on behavior using TMS, albeit they do not per se
show that they were successful in changing cortical alpha power.
Hamidi et al. (2009) applied rTMS at 10 Hz in parieto-central
regions during the 3 s maintenance period in a delayed-match-
to-sample task and found beneficial effects for a spatial working
memory task, but not for a non-spatial working memory task.
This is in line with the idea that high alpha power is needed dur-
ing working memory maintenance to block additional incoming
information and that the dorsal (parietal) regions encode spa-
tial information but inferior (temporal) regions encode identity
information (Goodale and Milner, 1992). Interestingly however,
while Hamidi et al. (2009) did not find a change in alpha power
due to TMS at the group level, they did find an across-subjects
correlation of alpha power with behavior. Romei et al. (2010)
found that entraining the alpha rhythm ipsilateral to the attended
hemifield increased perceptual accuracy, whereas entraining alpha
contralaterally decreased accuracy, strongly in line with the idea
that strong alpha inhibits processing (Figure 3B). However, the
effect of TMS stimulations on neuronal oscillations was not

concurrently assessed by EEG, so it remains to be investigated
whether the stimulation also resulted in changes in cortical
oscillations.

Brignani et al. (2013) also tried to increase the ipsilateral alpha
rhythm but with tACS to parieto-occipital cortex. Surprisingly,
they found no spatially specific effect but a general task impair-
ment during a covert spatial attention task. This might have
been caused because the stimulated area using tCS is widespread
and not easily inferable from the placement of the anode and
cathode (Manoli et al., 2012; Bai et al., 2014). Also in this
study, no concurrent EEG recordings were done, so the effect of
stimulation on cortical oscillations could not be directly assessed.
These studies show that different brain regions are affected dif-
ferently by different techniques on different target areas and
that precise a priori hypotheses and knowledge about the brain
region to be stimulated are necessary for successful augmentation
of human cognition. A priori computational modeling of the
stimulation protocol using advanced physical models has recently
been demonstrated (tCS: Manoli et al., 2012; Bai et al., 2014; TMS:
Bijsterbosch et al., 2012; Janssen et al., 2013; Wagner et al., 2014).
This could help in applying protocols and stimulation electrodes
and thereby aid in studying whether modulation of cortical alpha
power in specific regions has behavioral consequences.

Fewer studies are available which attempt to induce theta
oscillations. Meiron and Lavidor (2014) applied tACS in the theta
range to bilateral frontal cortex during a working memory task
and found an improvement in online working memory capacity.
Jaušovec and Jaušovec (2014) used tACS in the theta range but
around left parietal cortex and showed that this leads to an
improved memory working memory span. Jaušovec et al. (2014)
replicated their finding on stimulating the theta rhythm, but this
time in bilateral parietal cortices and replicated the effect on
improved working memory capacity. They also report a null-
effect for stimulating frontal cortex. While these findings suggest
that entrainment of the theta rhythm is spatially specific and
results in increasing working memory, they did not report oscilla-
tory responses to assess whether the theta power was successfully
increased over the stimulated area. In addition, none of these
studies used control frequencies to show a frequency specific
effect. Further studies are required to measure spatial and spectral
specificity, disentangle which part of working memory is affected,
and show convincingly that theta oscillations are entrained or at
least modulated during stimulation.

In the gamma range, Chanes et al. (2013) showed a dif-
ferential effect on performance in a perceptual detection task
for 30 Hz stimulation versus 50 Hz stimulation using TMS to
right frontal eye fields, where the former enhanced perceptual
sensitivity and the latter shifted the response criterion. Using
tACS, Santarnecchi et al. (2013) showed that entraining gamma
around 40 Hz at the left mid-frontal gyrus improved performance
in conditioning and reasoning tasks. Laczó et al. (2012) showed
that gamma stimulation to early visual cortex around 60 Hz but
not at 40 or 80 Hz resulted in a lower contrast detection thresh-
old. Importantly, none of the stimulation frequencies resulted
in behavioral changes in spatial detection tasks. While showing
promising results, studies on rhythmically entraining the gamma
range are sparse and differ in exact frequency range and spatial
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location. Reproductions of these findings are required in order
to draw definite conclusions on where and how to stimulate
to improve what aspect of perceptual performance by gamma
entrainment.

All of the above reviewed literature was on healthy, young
adults and not on other target groups. Given the partly incomplete
literature and understanding of TMS and tACS, it remains to be
tested whether such hypothesis-driven brain stimulation shows
success in the elderly and ADHD patients, and whether this results
in a reduction of cognitive problems.

HYPOTHESIS-DRIVEN BRAIN COMPUTER INTERFACING AND
NEUROFEEDBACK
Brain-computer interfacing (BCI) commonly refers to the tech-
nique to use a signal measured from the brain to control a
computer or a machine without the use of the peripheral muscle
system (Wolpaw et al., 2002). This requires the user’s awareness
of the ongoing brain activity, which is made perceivable by means
of visual, tactile, or auditory feedback (van Gerven et al., 2009a).
The original goal of BCI was to provide the user with an additional
output channel for the purpose of communication.

Neurofeedback serves a different purpose by similar means.
The goal of neurofeedback is to make the users aware of their
brain activity to learn to enhance or decrease the fed back aspects,
e.g., theta power, and thereby alleviate pathological symptoms,
such as in ADHD (Lubar et al., 1995; Fuchs et al., 2003).
An unfortunate major criticism in the field of neurofeedback,
however, is often the absence of control conditions, significant
effects, a scientifically grounded hypothesis, or reproducibility
(see Vollebregt et al., 2014). Recently it has been proposed to start
using hypothesis-driven BCI to improve subsequent behavior
(Jensen et al., 2011), on which we will now elaborate.

Hypothesis-driven BCI (hdBCI) refers to the idea that insights
from fundamental and cognitive neuroscience are applied to infer
a robust and reliable control signal to improve cognition. Such
a control signal must show strong single trial correlation with
behavior and must be trainable. As described above, neuronal
oscillations have been well studied and show strong correlation
with cognition in a multitude of task settings ranging from
attention or working memory studies to studies on long-term
memory encoding and retrieval. This robustness and reliability
allows making a concrete hypothesis to be tested when applying
neurofeedback techniques. We suggest using a control signal that
shows strong correlations with behavior, for example frontal
theta during working memory or alpha lateralization during
covert visual spatial attention tasks, and train the subjects to
gain awareness and control of that signal. Before and after hdBCI
training, a number of behavioral tasks orthogonal to the hdBCI
task should be used to assess whether the neurofeedback training
translates to subsequent improvements in cognition. The neu-
ronal oscillation and the hdBCI paradigm need to reflect the
underlying cognitive mechanism to be trained. For example, we
described problems with general attention and reduced ability to
suppress distracting stimuli in the elderly or in ADHD patients - a
functional role that alpha oscillations are supposed to fulfill. The
aim of hdBCI training is to study whether the training effect on
oscillatory power brings along changes in behavior, in particular

ideally, that has been shown to be correlated to that oscillation.
If subsequent behavioral improvements in untrained, but related
tasks are found, this would serve as a strong case that neuronal
oscillations are causally involved in cognition. In the following
we will review studies that can serve as templates for how hdBCI
training can be used to study the functional role of neuronal
oscillations.

While alpha-based neurofeedback has been shown to modu-
late not only the alpha power but also performance on a mental
rotation task (Hanslmayr et al., 2005b; Zoefel et al., 2011), we
link the findings of alpha power’s role in inhibition of distracters
(see Section Functional Role of Neuronal Oscillations) to hdBCI
training with the goal of improving resilience to distraction. No
such study has been conducted so far. If successful, one might
ask whether the same rationale can be used for treating inatten-
tive symptoms of the elderly or ADHD patients. As a concrete
example, one could study whether the alpha lateralization pattern
during covert spatial attention can be trained and strengthened.
Alpha lateralization has been studied intensively in the past and
has been shown to be a reliable control signal for BCI (Kelly et al.,
2005; van Gerven and Jensen, 2009; van Gerven et al., 2009b;
Bahramisharif et al., 2010; Tonin et al., 2012). In healthy young
adults, high memory load coincided with strong alpha lateraliza-
tion during a covert attention working memory task—an aspect
that was missing in the elderly (Sander et al., 2012b). An hdBCI
can consist of training alpha lateralization in the elderly asking
whether strong alpha lateralization will be of beneficial nature as
observed in young adults and whether a correlation between alpha
lateralization and high memory load will reemerge. In a similar
line a lack of maintaining alpha lateralization has been found
in inattentive ADHD patients (ter Huurne et al., 2013). hdBCI
training on maintaining a high degree of alpha lateralization
could help to restore this ability. Again, a correlation between
behavioral performance and degree of alpha lateralization was
observed in healthy adults, but lacking in ADHD patients. The
most critical question is, if the ability to maintain a high degree of
alpha lateralization is restored in inattentive ADHD patients, will
the underlying mechanisms leading to the alpha power shifts be
beneficial for their performance again? No studies in this direction
have been pursued so far, but they would elucidate the functional
role of alpha oscillations.

Complementarily, during working memory paradigms it has
been shown that frontal theta reflects the memory load in healthy
individuals (Jensen and Tesche, 2002), but no such relation was
found in the elderly (McEvoy et al., 2001). One might ask whether
training the elderly to increase their frontal theta proportional to
memory load during a working memory task results in improved
working memory performance. Recently, Enriquez-Geppert et al.
(2014) and Wang and Hsieh (2013) provide preliminary evidence
that frontal theta neurofeedback training does work. The latter
shows that both young and old participants learned to increase
frontal theta by neurofeedback in contrast to control groups (see
Figures 3C,D). In addition elderly receiving frontal theta neuro-
feedback training showed improved performance in a subsequent
working memory task in contrast to the control group. However,
they do not show whether the neurofeedback training restored
the correlation between memory load and frontal theta in the
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elderly. Also their study was confounded by several other issues,
for example young, healthy, adults were performing at ceiling level
already before the training, which resulted in a null-effect training
for them. Thus, this study is inconclusive on whether frontal theta
training increases working memory capacity in young, healthy
adults. For ADHD patients it has been found that frontal theta
is already relatively high compared to young healthy adults, e.g.,
during working memory encoding, which might be caused by
a lack of proper preparation to the task, quantified by weaker
anticipatory alpha oscillations in posterior regions (Lenartowicz
et al., 2014; see also Section Population Target Groups and Their
Neuronal Signatures). Given all reviewed literature, it seems plau-
sible that an additional increase in frontal theta during encoding
or increase in posterior alpha in anticipation of the stimulus
would further boost working memory performance.

Neurofeedback on gamma oscillations has been studied by
Keizer et al. (2010), who found that successful increases in gamma
band power in young, healthy adults correlated with an increase
in fluid intelligence and reduced cost of feature binding reflected
in the lower reaction times. In line with the current view on
feature-binding problems in the elderly (cf. Sander et al., 2012a),
Staufenbiel et al. (2014) used neurofeedback training of gamma
oscillations in the elderly. Although the neurofeedback training
resulted in increased gamma, they failed to show a beneficial
nature of this training for fluid intelligence, working memory, and
quality of life. However, these studies did not feedback gamma
power during stimulation, but during resting state. It might
have been beneficial to give feedback of gamma power during
stimulation, as the neural sources processing stimuli are likely
to differ from resting state sources, when no stimulus is being
processed. No studies on training gamma band in ADHD patients
have been conducted.

For a more complete overview on neurofeedback studies, the
interested reader is referred to Gruzelier (2013). In general, we
advise that neurofeedback studies should follow hypotheses and
paradigms that are more focused and grounded in insights gained
from fundamental and cognitive research conducted in the last
decades, in particular using information on the functional role of
neuronal oscillations.

BRAIN STATE DEPENDENT TASKS (BSDT): ADAPTING THE
ENVIRONMENT TO THE USER’S MENTAL STATE
The former approach aimed at shaping the user’s brain activity for
optimal stimulus processing or task performance. Recent insight
in the field of cognitive neuroscience (see Section Functional
Role of Neuronal Oscillations) suggests that we can predict cog-
nitive behavior by neuronal oscillations. This knowledge can be
used to adapt the task environment based on the user’s cur-
rent brain activity to allow for optimal performance. Ultimately
this could aid the user to develop an optimal brain state more
quickly or efficiently. Specifically, the timing and properties of
the task would be determined by an online read-out of the
current brain state, as quantified by ongoing neuronal oscil-
latory activity (Hartmann et al., 2011; Jensen et al., 2011). It
is even possible to combine this with active brain stimulation
(Silvanto and Pascual-Leone, 2008), which was recently demon-
strated by Gharabaghi et al. (2014), who applied TMS and

provided haptic feedback according to relevant neural oscillatory
activity.

Brain state dependent tasks (BSDT) serve two purposes. First,
by adapting the environment to the ongoing brain activity, indi-
vidual cognition could be improved as described below. Second,
BSDT informs the user about his ongoing brain state and rewards
the user for a “good” brain state in a similar manner as in BCI.
BSDT therefore could help the subject’s ability to modulate his
brain activity to reach a certain mind setting, or brain state.
BSDT can be used in two complementary manners. First, stimulus
presentation can be triggered to ongoing oscillatory activity. For
example, it has been found that strong prestimulus alpha power
in task-relevant regions negatively affects subsequent stimulus
processing (e.g., Ergenoglu et al., 2004; Hanslmayr et al., 2005a,
2007; van Dijk et al., 2008; Mazaheri et al., 2009). In a BSDT
paradigm, stimulus presentation could thus be triggered only
when alpha power is relatively low, thereby increasing efficiency
of stimulus processing. A reverse rationale applies, where the
task is to inhibit some aspect of the environment: stimulate
during high alpha power in task-irrelevant brain regions. For
example, background speech might be distracting when visually
learning vocabularies. Thus, in a BSDT environment one could
first reward high temporal alpha by removing some artificially-
added, auditory distraction while visually presenting vocabularies
and, in a second step, additionally only present vocabularies when
posterior alpha power is low. This could lead to increased pro-
cessing of the visually presented vocabularies and also increased
inhibition of the distracting auditory noise. To generalize this
idea, training could be provided in a variety of tasks where the
direction and location of alpha modulation varies; this way, it is
the control of alpha that is important and learned, not just a focal
or unidirectional lesson which might interfere with other tasks.
The subject thereby learns the skill to consciously modulate brain
oscillations in similar manner to neurofeedback.

A second manner for BSDT is the fact that based on the
activity during stimulus processing or maintenance, subsequent
behavior can be predicted, as already proposed e.g., by Mazaheri
et al. (2009). For example, increased alpha activity during visual
processing (Park et al., 2014) and during the retention interval
(Meeuwissen et al., 2011) has been shown to strongly correlate
with long-term memory encoding performance. Based on these
findings, one could predict which items are most likely to be
forgotten and present these items again to the subject in order to
facilitate long-term memory performance. In addition, measures
correlating with memory load, e.g., frontal theta or occipital
gamma for visual items, can be read out to predict the current
load. This could also be used to prevent memory overload (dis-
cussed in Huggins et al., 2014). This second manner represents an
online adaptation of the environment and cannot necessarily be
utilized offline or result in an offline skill.

For young, healthy adults, strong correlations between oscilla-
tory power and cognition have been found as reviewed in Sections
Functional Role of Neuronal Oscillations and Techniques to
Manipulate Neuronal Oscillations. However, in Section Popula-
tion Target Groups and Their Neuronal Signatures we also review
evidence that this correlation seems to be absent in the elderly
and ADHD patients. In these population groups, compensatory
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mechanisms might have taken over the function that some oscil-
lations usually represent. While brain stimulation techniques aim
to restore the beneficial nature of these oscillations, BSDT aims
to predict cognition. It remains to be tested whether BSDT is
beneficial for the elderly and ADHD patients when utilizing
hypotheses based on another population group. Both manners
of applying BSDT—waiting with stimulation until a good distri-
bution of oscillatory power and predicting subsequent behavior
by the distribution of oscillatory power—might prove useless,
without a correlation between oscillation and behavior. We would
therefore advise to identify neural signatures of the compensatory
mechanisms, and find appropriate hypotheses for these popula-
tion groups, or to manipulate the neural oscillations as proposed
in the previous two subsections before applying BSDT in a patient
group.

PRACTICAL CONSIDERATIONS
In the previous section we made some concrete suggestions
on how insights from cognitive neuroscience can be applied
to augment human behavior. In this section, we will discuss
how to define successful interventions, outline practical consid-
erations about our hypothesis that should be regarded when
following above suggestions, suggest alternative approaches, and
point to possible pitfalls when applying these techniques in the
lab, at home, or when valorizing these ideas for commercial
use. For ethical considerations, we encourage the reader to read
the Nuffield report on neurotechnology (Nuffield Councils on
Bioethics, 2013).

DEFINING AND ASSESSING SUCCESS
We have collected supporting evidence for hypothesis-driven
approaches to augment human behavior. Although literature on
this topic is relatively sparse, studies often differ in crucial aspects
such as motivation for the study (i.e., the original hypothesis),
methodology (e.g., control conditions, number or duration of
training sessions, or the number of hours or days after training to
test for long-term effects), and conclusions on how to generalize
the findings. The most important question to ask when drawing
conclusions about these studies is how best to quantify if the
applied technique resulted in augmentation of cognition. This
question can be disentangled into two parts.

First, we need to quantify that the augmentation effect is
caused by the applied technique and not by confounding other
reasons. For example, proper control conditions in neurofeedback
settings yield results similar to neurofeedback protocols often
used for ADHD treatment (van Dongen-Boomsma et al., 2013;
Vollebregt et al., 2014). Thus, special care needs to be taken
when attributing the beneficial effect to the applied technique,
and that the effect is specific to the modulated frequency-band.
As another example, it has been shown that auditory perception
of the clicking sound of TMS stimulation alone is sufficient to
induce an effect in visual cortex (Romei et al., 2012). Other
control conditions aside from sham stimulation, such as cognitive
behavioral training (Safren et al., 2010; Strenziok et al., 2014) or
physical exercise (Halperin and Healey, 2011; Verret et al., 2012),
are often more easily applied than brain stimulation techniques.
Furthermore, it is very important to be aware of misleading causes

of experimental observations, such as temporal ordering of the
tasks; a randomized design order is a crucial part of any paradigm.

Second, we need to define what we mean by augmentation of
cognition. We first need to define a baseline level of performance
before starting the intervention and we need to show a strong,
significant increase from this baseline, above the appropriate
control discussed above. Additionally, an improvement in one
skill might come at a cost in another skill (Brem et al., 2014;
Reinhart and Woodman, 2014). Therefore, one core assertion
of successful augmentation of human cognition needs to be
measured by transfer learning (Klingberg et al., 2002; Dahlin et al.,
2008; Klingberg, 2010), i.e., quantifying how the intervention
translates to other domains that were not explicitly trained and
tempered by any deficits gained in other domains. In other words,
one need to clearly establish the scope of the intervention and
what does and does not work.

THE DANGER OF UNDESIRED SIDE EFFECTS
One important aspect to consider when proposing any study
with stimulation is to a priori think about which brain region
to stimulate and for what purpose. In the vast majority of this
article, we talked about how to manipulate neuronal oscillations,
but for successful augmentation of human cognition one needs
to understand that the human brain is organized into differ-
ent cortical and subcortical structures and each serves multiple,
partly overlapping functionalities. When considering augmenting
human cognition, one needs to be precise on which part of
human cognition. Let us take the example of increased alpha
power in task-irrelevant regions. Firstly, one needs to define “task-
irrelevant”; for example, in a covert visual spatial attention task,
the posterior ipsilateral hemisphere is “task-irrelevant”, but not
the contralateral hemisphere (Worden et al., 2000; Thut et al.,
2006; Kelly et al., 2009). Secondly, the natural region(s) exerting
modulation of the task-irrelevant region(s) should be noted; for
example, it has been found that the intraparietal sulcus and the
frontal eye fields exert top-down control on posterior areas and
that stimulating them has consequences for posterior alpha and
subsequent behavior (Capotosto et al., 2009, 2012; Sauseng et al.,
2011). Thirdly, stimulation of the “wrong” brain region can lead
to unexpected, reversed effects, i.e., where stimulation of one
brain region is beneficial for one task and impedimental for
another task (Romei et al., 2010; Iuculano and Cohen Kadosh,
2013); for example, when conducting a purely auditory task,
the whole visual cortex becomes “task-irrelevant”. Note that the
anatomical precision of non-invasive EEG recordings is not high
enough to verify the spatial specificity of the measured oscilla-
tions. While source reconstruction techniques can increase spatial
certainty beyond sensor level information, invasive recordings are
necessary for precise spatial localization.

Additional side effects can arise from improper task settings.
For example, one might think to save time by concurrently testing
for items in memory while memorizing new items. This, however,
has been found to be inefficient and led to deteriorated memory
performance (Huijbers et al., 2009). In addition, the functional
hypothesis has to be correct and grounded in previous findings.
For example, while many studies have convincingly related alpha
power with inhibition of task-irrelevant regions, this might not
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hold true for all brain regions (Mo et al., 2011). Thus the exact
experimental paradigm has to be vigorously thought through,
which requires intensive knowledge from an expert in the field
of cognitive neuroscience and/or brain stimulation or hdBCI
techniques. Therefore, one needs to be sure which region requires
which treatment (e.g., excitation is distinct from release from
inhibition) in order to augment cognition successfully without
burdensome side effects.

Non-optimal stimulation protocols and task settings might
not be the only cause for side effects. As the mechanism
behind electromagnetic brain stimulation is not fully under-
stood, a number of unforeseen side effects can occur. Man-
ufacturers restrict the maximum amplitude in their amplifier
to a rather low value to reduce the possible risks (e.g., infre-
quent reports of inducing seizures, kindling, mood changes and
scalp burnings) which can be further minimized by follow-
ing general guidelines (Wassermann, 1998; Rossi et al., 2009).
In addition, effects of long-term electromagnetic brain stim-
ulation are rarely studied and not well understood. As Antal
and Paulus (2013) wrote about the motor evoked potential
(MEP): “Increasing the duration of tDCS results in a prolon-
gation of the induced aftereffects (Nitsche and Paulus, 2000)
up to about 13 min whereas doubling the 13 stimulation to
26 min inverses MEP aftereffects into inhibition (Batsikadze
et al., 2013). It is unclear if this can be translated to tACS,
too”. While an aftereffect reversal is an obvious crucial side-
effect and would be undesired, e.g., in the case of attention
boosting, even stronger side effects might occur, especially due
to the unknown long-term effects on plasticity and anatomi-
cal and functional connectivity. Plastic white matter changes in
humans have been found following behavioral training (Zatorre
et al., 2012; Sampaio-Baptista et al., 2013), and there is some
preliminary evidence for white matter changes following electric
stimulation (Allendorfer et al., 2012) and neurofeedback (Ghaziri
et al., 2013).

INDIVIDUAL DIFFERENCES
Cognitive neuroscience aims to infer general mechanisms of the
brain by studying a subgroup of some homogenous population.
Significant statistical tests using random effects analysis then
allow making inference from the subgroup to the population.
However, finding a group level effect does not automatically mean
that all individuals show the same effect, or even a significant
effect. An example is found in the strength and adaptation of
alpha lateralization (e.g., Händel et al., 2011; Horschig et al.,
2014). Inter-individual variability has extensively been described
as an issue in the field of BCI, where it has been found that
about 1/5 of all individuals are unable to gain control over the
control signal (Dickhaus et al., 2009; Vidaurre and Blankertz,
2010). A similar kind of inter-subject variability is reported in
tCS techniques, which might arise due to a multitude of factors
(Horvath et al., 2014; Krause and Cohen Kadosh, 2014). Thus,
while we are proposing that these techniques can be used to
decrease interindividual variability, it might be that interindivid-
ual variability requires different solutions for different subjects,
e.g., different frequency bands or a different location of stimula-
tion sites.

ALTERNATIVE ASPECTS OF NEURONAL OSCILLATIONS TO UTILIZE
In this review, we focused on the region-specific power of neu-
ronal oscillations because, as discussed in Section Functional Role
of Neuronal Oscillations, they are a robust read-out of the brain
state and show strong across-trials correlations with behavior.
However, investigating the power of neuronal oscillations is not
the only means of quantifying electrophysiological data. The
alternatives we discuss below, as well as others not mentioned,
may also provide a handle with which to augment cognition via
manipulation as discussed in Section Techniques to Manipulate
Neuronal Oscillations, if a suitable hypothesis can be formed
linking neural activity to behavior. We believe however that our
main point has been sufficiently illustrated by the examples (i.e.,
oscillatory power and patient groups) used.

One natural alternative to power is the phase. In particular,
the phase of the alpha and theta oscillations has been studied
intensively in the past (Buzsáki and Draguhn, 2004; Montemurro
et al., 2008; VanRullen et al., 2014). Recent evidence suggests
that specific phases are more optimal for specific tasks (Gho
and Varela, 1988; Kruglikov and Schiff, 2003; Mathewson et al.,
2009). For example, ignoring a distracter is more successful in
a specific phase of alpha oscillations than in its opposed phase
(Bonnefond and Jensen, 2012). Interestingly, it has also been
shown that tACS can be used to gain control over the phase
of an oscillation (Helfrich et al., 2014; Jaegle and Ro, 2014;
Strüber et al., 2014; Zanto et al., 2014), which has corresponding,
orthogonal behavioral effects. Recent studies also indicate that
a visual stimulus regularly flickering at 10 Hz can entrain alpha
oscillations in visual cortex outlasting the stimulation period and
also that subsequent behavior was modulated in a phasic manner
according to the phase of the stimulation flickering (Mathewson
et al., 2012; de Graaf et al., 2013; Spaak et al., 2014). In conclusion,
studying the phasic nature of oscillations will provide further
insight into human perception and provide important, additional
information for brain stimulation techniques, hypothesis-driven
brain-computer interfaces, and BSDT.

Furthermore another quantification of oscillations includes
cross-frequency phase-amplitude coupling, whereby the phase
of a slower oscillation is linked to the amplitude of a faster
oscillation. For example it has been shown that gamma power
waxes and wanes with the phase of alpha or theta oscillations
(Canolty et al., 2006; Jensen et al., 2012; Bonnefond and Jensen,
2013; Lisman and Jensen, 2013; Roux and Uhlhaas, 2014). This
also has important implications for behavior as, already discussed
briefly in Section Functional Role of Neuronal Oscillations, the
ratio between a theta cycle and a gamma cycle has been suggested
to determine working memory capacity (Jensen and Lisman,
1996, 1998; Kamiński et al., 2011). This knowledge could be used
to optimize cross-frequency coupling in order to study its direct
effect on behavior.

In addition, we also chose not to focus on connectivity between
brain regions, which can be a phase adjustment across regions
(Varela et al., 2001; Gross et al., 2004; Fries, 2005; Sauseng
and Klimesch, 2008) or a simultaneous power adjustment (e.g.,
Mazaheri et al., 2009). For example, several studies found a
different functional connectivity pattern in the elderly compared
to healthy, young adults (Hogan et al., 2011; Onoda et al., 2012;
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Geerligs et al., 2013, 2014; Oh and Jagust, 2013; Waring et al.,
2013). In children with ADHD compared to typically developing
children the pattern of functional connectivity is also different
(Murias et al., 2007; Mazaheri et al., 2010). Further evidence for
the importance of functional connectivity comes from TMS/tCS
studies showing that not only is the activity in the stimulated
region modified, but also connectivity of the stimulated region
to other regions (Strens et al., 2002; Polanía et al., 2012a; Veniero
et al., 2013; Shafi et al., 2014) and in some cases this altered con-
nectivity correlated with task modulations (Vidal-Piñeiro et al.,
2014) or improved/altered behavior (Lee and D’Esposito, 2012).
As the human brain is a huge network of neurons, it seems logical
that an optimization of functional connectivity within and across
brain-regions is a crucial aspect to optimize human behavior.
However, we have just begun to understand the mechanisms
behind inter- and intra-regional coupling (Felleman and Essen,
1991; Varela et al., 2001; Callaway, 2004; Fox et al., 2005; Canolty
et al., 2006; Lakatos et al., 2008; Schroeder and Lakatos, 2009;
Maier et al., 2010; Haegens et al., 2011b; Spaak et al., 2012),
so we still have a long way to go until we fully grasp the effect
that artificially manipulating functional connectivity has on the
human brain and human cognition.

PROBLEMS OF USAGE AT HOME
Applying some of these techniques at home can be a challenge
on its own. The most obvious question to ask is whether the
proposed techniques can be used alone at home or whether an
expert, e.g., a neuroscientist or a physician with proper training,
should be visited. Currently, there is a trend in crowd funding
and open source projects, which allow individuals to propose
and share ideas. This has led to projects such as OpenrTMS2 or
OpenBCI,3 which in theory allow everyone to create their own
TMS or BCI protocol. As the human brain is overly complex,
however, special care has to be taken on this path of neuro-
hacking.4 Obviously side-effects, as discussed above, are likely to
occur during improper application. Apart from that, additional
problems can be expected when applying the discussed brain
augmentation techniques at home, e.g., motivational reasons can
cause irregular, inefficient use and eventually lead to stopping
the treatment. In addition, environmental noise may influence
the measurements at home differently than in a well-controlled
laboratory. Studies in the lab under special, controlled circum-
stances might not easily transfer to use at home or other situa-
tions of daily life (see e.g., Vaughan et al., 2006). Therefore and
especially due to medical reasons we would propose that, first,
more research is required to investigate side-effects and long-
term effects. Second, application should only be administered by
trained experts. Only in the far future does usage at home seem
realistic.

CONSIDERATIONS FOR SUCCESSFUL VALORIZATION AND
COMMERCIALIZATION
The above suggestions and hypotheses might seem like a great
promise for augmentation of human behavior, so it is natural

2http://open-rtms.sourceforge.net/
3http://www.openbci.com/
4http://en.wikipedia.org/wiki/Neurohacking

that commercial companies will pick up on these ideas in the
near future. However, when considering augmentation of human
behavior from a commercial perspective, there are additional
considerations apart from those already discussed, foremost safety
issues. Modern advertisements focus on short, catchy messages
to attract potential customers (Dahlén and Rosengren, 2005;
Kohli et al., 2007). The human brain, however, is a complicated
machine and we are just beginning to understand its fundamental
mechanisms and functions. Companies have to take responsibility
for the products they sell and be wary of linking false promises to
their commercial products. Also, companies need to be explicit to
the customer on the consequences of not using devices properly
as intended. Yet, there is no consensus on proper use of brain
stimulation technique. Thus, extreme caution needs to be exer-
cised before bringing a product onto the market. We therefore
advise any company with serious perspectives on developing
and selling these devices to collaborate strongly with established
neuroscientists in the field and ethical committees and to conduct
extensive studies on their products.

CONCLUSIONS
In this review, we started from the hypothesis that neuronal
oscillations serve as strong neuronal correlates of behavior and
are involved in human cognition. We reviewed this hypothesis in
light of three target groups: the healthy elderly, ADHD patients,
and healthy young adults. Most of the evidence supporting our
hypothesis stemmed from studies on healthy young adults show-
ing reliable correlations between the power of the oscillations
and cognitive aspects of human behavior, e.g., working memory
capacity or detection accuracy. Our hypothesis was corroborated
by brain stimulation studies using TMS and tACS showing a
strong link between the strength of induced neuronal oscillations
and behavioral performance (see Section Techniques to Manipu-
late Neuronal Oscillations).

This hypothesis has important implications for the realm of
cognitive neuroscience: if an oscillation is causally involved in
cognition, a manipulation of that oscillation has to lead to a
subsequent change in behavior. Such a strong, functional hypoth-
esis helps to drive the field of cognitive neuroscience forward in
understanding how the human brain functions.

Further, we hypothesized in Section Population Target Groups
and Their Neuronal Signatures that the elderly and ADHD
patients suffer from a lack of integrating neuronal oscillations
properly, due to an absence of correlation with behavior, and that
compensatory mechanisms could have taken over the functional
shaping of cognition. We further hypothesized that manipulating
neuronal oscillations in these target groups might restore their
beneficial nature. This is a far-fetched claim without any empirical
evidence and should be further studied. First of all, we need
to ask whether the absence of the correlation between neuronal
oscillations and behavior still allows the control and modulation
of oscillations. Further, if these target groups could increase some
neuronal oscillation during tasks, would that have behavioral con-
sequences? Although we hypothesized that there would be, even if
there would not be a behavioral benefit, we would gain important,
fundamental insight in different neuronal mechanisms to shape
human cognition.
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In sum, we conclude that many more studies need to be
conducted and reproduced, in both young, healthy and other
target groups, to elucidate the role of and effects of manipulation
of neuronal oscillations on behavior. Further insight from funda-
mental research into neuronal mechanisms is required to develop
robust products for augmenting cognition.
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A number of studies have shown that non-invasive brain stimulation has an additional
effect in combination with rehabilitative therapy to enhance functional recovery than
either therapy alone. The combination enhances use-dependent plasticity induced by
repetitive training. The neurophysiological mechanism of the effects of this combination
is based on associative plasticity. However, these effects were not reported in all
cases. We propose a list of possible strategies to achieve an effective association
between rehabilitative training with brain stimulation for plasticity: (1) control of temporal
aspect between stimulation and task execution; (2) the use of a shaped task for the
combination; (3) the appropriate stimulation of neuronal circuits where use-dependent
plastic changes occur; and (4) phase synchronization between rhythmically patterned
brain stimulation and task-related patterned activities of neurons. To better utilize brain
stimulation in neuro-rehabilitation, it is important to develop more effective techniques to
combine them.

Keywords: use-dependent plasticity, associative plasticity, neuro-rehabilitation, transcranial magnetic stimulation
(TMS), transcranial direct current stimulation (tDCS)

USE-DEPENDENT PLASTICITY ENHANCED BY THE
COMBINATION OF REHABILITATIVE TRAINING AND BRAIN
STIMULATION

Repetitive training is one of the fundamental strategies in neuro-rehabilitation regardless of
what type of damage has occurred in the central or peripheral nervous system. Task-specific
training induces task-specific neuronal changes lasting for a long period i.e., use-dependent
plasticity that can lead to functional recovery (Butefisch et al., 1995; Nudo and Milliken, 1996;
Nudo et al., 1996a,b; Hummelsheim, 1999; Masiero and Carraro, 2008; Richards et al., 2008;
Dimyan and Cohen, 2011). Use-dependent plasticity induced by motor training has been
demonstrated within the human primary motor cortex (M1). The long-term potentiation
(LTP)-like changes in specific cortcospinal motoneurons were induced for the trained task
after repetitive simple finger movements (Classen et al., 1998; Butefisch et al., 2000; Rossini
and Pauri, 2000).

In recent decades, a number of studies have shown that non-invasive brain stimulation
such as repetitive transcranial magnetic stimulation (rTMS) or transcranial direct current
stimulation (tDCS) has an add-on effect in combination with rehabilitative therapy
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(Platz and Rothwell, 2010; Edwardson et al., 2013; Sandrini and
Cohen, 2013; Floel, 2014). Furthermore, this combination may
better enhance functional recovery in post-stroke patients, as
compared with rehabilitation training alone, which may not
sufficiently induce functional recovery (Khedr et al., 2005, 2010;
Kim et al., 2006, 2010; Takeuchi et al., 2008; Chang et al., 2010,
2012; Emara et al., 2010; Koganemaru et al., 2010; Conforto
et al., 2012; Meehan et al., 2011; Nair et al., 2011; Stagg and
Nitsche, 2011; Wang et al., 2012; Hsu et al., 2013), especially
in the chronic phase when it is difficult to produce plastic
changes (Nakayama et al., 1994; Verheyden et al., 2008). A single
intervention of brain stimulation alone without rehabilitative
therapy seems to have limited effects on patients with mild
motor symptoms (Hummel and Cohen, 2005; Koganemaru
et al., 2010) and insufficient sustainability of effects (Takeuchi
et al., 2005; Kim et al., 2009). Whereas the combination
may enhance use-dependent plasticity induced by repetitive
training.

ASSOCIATIVE PLASTICITY TO PRODUCE
THE COMBINATION EFFECTS

Although the exact neurophysiological mechanism of this
combination effect is not known yet, it may be based on Hebbian
associative plasticity (Hebb, 1949). For example, a post-synaptic
neuron (A) receives low-frequency weak inputs from one pre-
synaptic neuron (B) (the inputs themselves cannot induce LTP
in a synaptic connection). Simultaneously, neuron (A) receives
high-frequency weak inputs (the inputs themselves can induce
LTP) from another pre-synaptic neuron (C). According to
the Hebbian rule, LTP is also induced in the weak synaptic
connection between neurons (A) and (B) as well as between
neurons (A) and (C). A similar mechanism would work in
the case of the combination of training with brain stimulation.
Training alone may only produce a weak activation of neuronal
circuits, which do not lead to long term changes. On the other
hand, brain stimulation can induce LTP-like changes for synaptic
strength in stimulated areas (Pascual-Leone et al., 1994; Hallett,
2000; Fritsch et al., 2010; Dayan et al., 2013; Karabanov et al.,
2015). Therefore, simultaneous training with brain stimulation
would enable weak synaptic connections to induce associative
LTP-like effects through the Hebbian rule.

However, a recent study reported no additional effects of
theta-burst stimulation (TBS) in combination with standardized
rehabilitative therapy in chronic stroke patients. That might be
possibly due to a failure to induce associative plasticity. Neuronal
activities enhanced by TBS may not have been associated with
task-specific neuronal activities produced by the rehabilitative
therapy (Talelli et al., 2012).

We can speculate and make a list of possible factors that may
have weakened the therapeutic effects of combined rehabilitation
and brain stimulation:

1. Diversities in diseases, particularly the locations of lesions
– The effects of facilitatory rTMS over M1 depended on
lesion location in post-stroke hemiparetic patients. The
deterioration of finger function was seen in the patients with

cortical lesions, whereas improvement in finger function was
seen in patients with subcortical lesions (Ameli et al., 2009).

2. Small sample size
– The responses to brain stimulation show a large variability
even if patients are similar in lesion location, severity of
paresis and time after stroke onset in patients. Genetic factors
are responsible for individual susceptibility to rTMS-induced
plasticity (Cheeran et al., 2008).

3. Insufficient intensity and/or too short duration of the
intervention
– Patients with severe paresis show reduced or no motor
evoked potentials (MEP) with TMS (Pennisi et al., 1999;
Hendricks et al., 2002). If the intensity of brain stimulation
is determined by the excitability of the healthy hemisphere,
it may be too weak to induce plasticity in the affected
hemisphere. Unless brain stimulation is repeated daily for
days to weeks, its effects might not be sustainable (Khedr et al.,
2009; Emara et al., 2010; Bolognini et al., 2011; Conforto et al.,
2012; Edwardson et al., 2013).

4. Inappropriate affinity between rehabilitation task and brain
stimulation modality
– This will be discussed in detail in the following section.

Future clinical studies should give careful consideration to
these factors. We have considered how effectively we can induce
associative plasticity through the combination of training and
brain stimulation.

EFFECTIVE METHODS OF COMBINING
REHABILITATIVE TRAINING AND BRAIN
STIMULATION

Control of the Temporal Aspect Between
Stimulation and Task Execution
First, we should control the temporal aspect between stimulation
and task execution. Spike timing-dependent associative plasticity
has been proven in both animals (Hess and Donoghue, 1996;
Hess et al., 1996; Egger et al., 1999) and humans (Stefan
et al., 2000, 2002; Ueki et al., 2006; Koganemaru et al., 2009).
Associative LTP occurs when a post-synaptic neuron fires
less than 10–20 ms after a pre-synaptic neuron. Recently,
we have demonstrated that associative plasticity is induced
within human M1. The repetitive pairing of TMS and paired
bihemispheric stimulation (PBS) applied at a time interval of
15ms, produced an associative LTP-like effect within the targeted
M1 and facilitated fine finger movements (Koganemaru et al.,
2009). Furthermore, associative use-dependent plasticity has
been demonstrated within human M1. Thabit et al. (2010)
showed that associative LTP-like changes were induced by the
repetitive paring of a unidirectional fingermovement and a single
TMS pulse over the contralateral M1 with a specific interval in
healthy subjects. It resulted in a faster reaction in the trained
direction. By decrease or increase of the interval, LTP-like effects
can disappear or be reversed. Buetefisch et al. (2011) showed
that the extensor-specific M1 reorganization was induced by
robot-assisted training of paretic wrist extension combined with
TMS over the ipsilesional M1 in a strict temporal relationship
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in chronic post-stroke patients. Particularly, a decrease of motor
threshold and a shift of motor mapping for the extensor
carpi ulnaris muscles, not the biceps muscles, were demonstrated
in the combination therapy with TMS over the ipsilesional
M1. The training alone and the simulation protocol with TMS
over the contralesional M1 did not show those changes. The
results suggest that temporal associative plasticity is induced
specifically for the extensor-related activity in the ipsilesional
M1. If we can associate brain stimulation and task execution
with proper timing, a task-specific associative plasticity may
be induced. There is a large variability in movement onset
of the paretic limbs after neurological insults. The central
motor conduction time is prolonged in stroke and other
neurodegenerative diseases due to lesions in the corticospinal
tract (Kaviraja and Robert, 2013). It is influenced by time
after disease onset or disease progression. On the other hand,
electromyogram (EMG) onsets are often variable since it is
difficult to increase firing rate in central nervous diseases (Barnes,
1980). Therefore, when we do simultaneous TMS with training,
we may as well be careful for both the timing for TMS and task
execution.

Use of a Shaped Task for the Combination
An effective rehabilitative approach should consist of various
types of training pertaining to body movements in enriched
environments that encourage patterns and combinations of
movement for improving recovery. Different types of task-
specific training help their effects transfer into actual activities
of daily life in patients (Teasell et al., 2005). However, a specific
task or tasks for specific movements are better combined with
brain stimulation. If a task consists of various gross and precise
movements, it may evoke conflicting neuronal activities such
as inhibition and activation. Then, it may reduce the effect of
brain stimulation. In recent animal studies, it was shown that
training general gross movements inhibited recovery of skilled
movements (Garcia-Alias et al., 2009). Neural competition for
newly available neural resources may occur when multiple tasks
are trained (Reinkensmeyer and Boninger, 2012). In clinical
studies, task-specificity of training is more important than the
intensity of training (Page, 2003; Bayona et al., 2005). The
repetition of task-specific training produced long-lasting cortical
reorganization and use-dependent plasticity specific to the areas
that were activated during the trained movements in healthy
subjects (Classen et al., 1998; Butefisch et al., 2000). In post-
stroke patients, shaped task-specific training resulted in a better
recovery of their paretic upper-limb function as compared
with general training (Butefisch et al., 1995; Woldag et al.,
2010).

Recently, we have investigated the effect of repetitive motor
tasks in the paretic upper-limb combined with brain stimulation
in post-stroke patients (Koganemaru et al., 2010). Patients
with chronic stroke with moderate-to-severe hemiparesis often
suffer from motor deficits associated with flexor hypertonia.
A possible therapeutic strategy is to selectively induce use-
dependent plasticity in the extensors to counteract the flexor
hypertonia. However, the beneficial effects of training in

chronic-phase patients are relatively limited due to resistance
to induction of use-dependent plasticity in the chronic phase
(Nakayama et al., 1994; Verheyden et al., 2008).When 5Hz rTMS
over the ipsilesional M1 was combined with extensor training
assisted by electrical neuromuscular stimulation, the combined
intervention resulted in an improvement of extensor movement
with a reduction of flexor hypertonia, whereas neither of the
single interventions alone demonstrated any improvements. The
extensor-specific change in M1 was likely attributable to a
functional recovery of the paretic upper limb (Koganemaru et al.,
2010). Our study is an exemplary case showing the relevance of
task selection combined with brain stimulation to enhance use-
dependent plasticity for functional recovery.

The Stimulation of Neuronal Circuits Where
Use-Dependent Plastic Changes Occur
Stimulation should be given to neuronal circuits and brain
areas where use-dependent plastic changes occur. Because use-
dependent plasticity is task-specific, changed circuits and areas
depend on what type of task was trained. For repetitive simple
motor tasks, use-dependent plastic changes have been reported
within M1 (Classen et al., 1998; Butefisch et al., 2000; Rossini and
Pauri, 2000). However, it is unknown whether it occurs within
M1 alone or in combination with the multi-regional functional
reorganization of the motor-related brain network. If it occurs in
a multi-regional brain network, other non-M1 regions would be
the possible targets of stimulation.

Recently, we used neuroimaging to investigate whether
use-dependent changes occurred in a multiregional brain
network in chronic post-stroke patients (Koganemaru et al.,
2015). In process of post-stroke recovery with rehabilitative

FIGURE 1 | Brain regions with use-dependent task-specific changes.
Reduced activation was observed in the ipsilesional SMC, the contralesional
cingulate motor cortex (CMC) and the contralesional premotor cortices (PMC),
specifically for extensor movements of the paretic upper-limb after our
combination therapy consisting of 5 Hz repetitive transcranial magnetic
stimulation (rTMS) and the paretic extensor training in post-stroke patients
with flexor hypertonia (“Post 0” and “Post 1”, immediately after and 2 weeks
after the combination therapy, respectively). Adapted from Koganemaru et al.
(2015).
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training, neuroimaging studies demonstrated that multi-
regional brain reorganization occurred in several motor-related
regions, including bilateral M1, premotor cortices (PMC),
cingulate motor cortex (CMC), basal ganglia, and cerebellum
(Nelles et al., 2001; Carey et al., 2002; Johansen-Berg et al.,
2002a; Jang et al., 2003, 2005; Ward et al., 2003a, 2004; Luft
et al., 2004; Ward and Cohen, 2004). The over-activity of
non-M1 regions such as bilateral PMC in the acute stage
was progressively decreased with an improvement in motor
performance of the hemiparetic limbs (Calautti et al., 2001;
Small et al., 2002; Ward et al., 2003a). In the chronic stage,
the magnitude of brain activity in the non-M1 regions was
negatively correlated with clinical outcome (Ward et al., 2003a,b)
and positively correlated with the extent of damage in the
corticospinal system (Ward et al., 2006). The findings suggest
that the compensatory mechanism of these regions may be
due to insufficient motor recovery (Feydy et al., 2002; Ward
et al., 2003b). Those patients with larger brain damage and
poorer clinical recovery may rely on activity in secondary
motor areas to drive residual hand function (Johansen-Berg
et al., 2002b). If a combination therapy of a task-specific
training and brain stimulation could restore the ipsilesional
M1 function by use-dependent plasticity, compensatory drive
from secondary motor areas would be changed in post-stroke
patients.

As previously described, we have developed a new
combination therapy consisting of 5 Hz rTMS and an electrical
neuromuscular stimulation assisted extensor training of the
paretic upper-limb for stroke patients with flexor hypertonia.
The extensor-specific plastic change in M1 was associated

with beneficial functional effects (Koganemaru et al., 2010).
We investigated whether extensor-specific multiregional brain
reorganization occurred after our combination therapy by
using functional magnetic resonance imaging (fMRI). The
patients were scanned while performing upper-limb extensor
movements. Untrained flexor movements were used as a control
condition. Assessments were performed before, immediately
after, and 2 weeks after the hybrid rehabilitation protocol.
Analysis of the imaging data showed a significant reduction of
brain activity in the ipsilesional SMC and the contralesional
CMC immediately after (Post 0) and in the contralesional PMC
2 weeks after the intervention (Post 1; Figure 1). It suggests
that the effects of the hybrid-rehabilitation appeared to differ
temporally in each brain area. The process of motor learning
consists of a fast learning stage and a slow learning stage.
Specific neural representations are known in each stage (Karni
et al., 1998; Kantak et al., 2012). The changes in activity in the
ipsilesional SMC and the contralesional CMC may have shown
combined effects of the fast learning stage, whereas the activity
change in the contralesional PMC may have been involved in a
consolidative process of the slow learning stage. Furthermore,
the changes were associated with functional improvements of the
paretic hands. They were not shown for the control condition
(Koganemaru et al., 2015). Use-dependent plasticity induced
by repetitive training may be related to the task-specific multi-
regional brain reorganization. Thus, we expect that possible
future targets for brain stimulation could include secondary
motor areas. Artificial control of compensatory drive from
secondary motor areas in accordance with the recovery process
may be the next target for a combination therapy.

FIGURE 2 | Phase synchronization and temporal associative plasticity. Phase synchronization enables neurons in two different regions (A) and (B) to fire at
the same timing, leading to an induction of spike-timing dependent plasticity between these regions. No synchronization of phases between the two regions (A) and
(C) with different timing of neuronal firing does not induce any plasticity.
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Phase Synchronization Between
Rhythmically Patterned Brain Stimulation
and Task-Related Patterned Activities of
Neurons
In line with the theory of associative plasticity, we may be able
to utilize the synchronization of phases between rhythmically
patterned brain stimulation and task-related rhythmical activities
of neurons. The phase synchronization of pre- and post-synaptic
oscillations (wave-like neuronal signals) enabled researchers to
correlate the timing of pre- and post-synaptic action potentials,
resulting in the induction of temporal associative plasticity (Fell
and Axmacher, 2011). Oscillatory non-invasive brain stimulation
such as transcranial alternative current stimulation (tACS)
and oscillatory tDCS (otDCS) has been reported to modulate
oscillatory brain activity (Herrmann et al., 2013). Both tACS
and otDCS use a sinusoidal form of electrical currents; however,
tACS has no DC offset (net current = 0) and otDCS has a
DC offset (net current = DC offset). In otDCS, the alternating
current is superimposed onto a direct current. These protocols
of stimulation may enhance neuronal circuits associated with
intrinsic rhythmicity, leading to the enhancement of cognitive
function (Marshall et al., 2006; Castro-Alamancos et al., 2007;
Kanai et al., 2008, 2010; Kirov et al., 2009; Zaehle et al.,
2010). In a recent study, phase-synchronized tACS suppressed
Parkinson tremor by adjusting the phase to an abnormal cycle
of the movements (Brittain et al., 2013). Rhythmical movements
are produced with neuronal rhythmicity, a periodical repeat
of excitation and inhibition. If oscillatory brain stimulation
is synchronized with them at an appropriate phase, temporal
associative plasticity may be induced (Figure 2).

One of the most familiar rhythmical movements in our
daily life is locomotion, which requires the repeated patterned
activation of specific neurons and muscles. Recently, in a
preliminary experiment, we found that otDCS simulating gait
rhythm induced gait-specific plasticity in healthy subjects
(Koganemaru et al., 2014). Oscillatory patterned brain

stimulation could be a new and powerful approach for the
association of neuronal activities involved with training.

CONCLUSION

We have proposed the possible strategies for combination
therapy of stimulation and rehabilitative trainings: (1) the
control of temporal aspect between stimulation and task
execution; (2) the use of a shaped task for the combination;
(3) the appropriate stimulation of neuronal circuits where use-
dependent plastic changes occur; and (4) phase synchronization
between rhythmically patterned brain stimulation and task-
related patterned activities of neurons. Associative brain
plasticity induced by the combination therapy can bring
functional improvements in patients.

There are still many diseases that are resistant to neuro-
rehabilitative approaches. To better utilize brain stimulation in
neuro-rehabilitation, we must explore more effective techniques
for combining brain stimulation and rehabilitative training. An
efficient association between brain stimulation and rehabilitative
training could improve brain plasticity and promote functional
recovery of patients.
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Upon its inception, repetitive transcranial magnetic stimulation (rTMS) was delivered at
rest, without regard to the potential impact of activity occurring during or around the time
of stimulation. rTMS was considered an experimental intervention imposed on the brain;
therefore, the myriad features that might suppress or enhance its desired effects had
not yet been explored. The field of rTMS has since grown substantially and therapeutic
benefits have been reported, albeit with modest and inconsistent improvements. Work
in this field accelerated following approval of a psychiatric application (depression), and it
is now expanding to other applications and disciplines. In the last decade, experimental
enquiry has sought new ways to improve the therapeutic benefits of rTMS, intended
to enhance underlying brain reorganization and functional recovery by combining it with
behavioral therapy. This concept is appealing, but poorly defined and requires clarity. We
provide an overview of how combined rTMS and behavioral therapy has been delineated
in the literature, highlighting the diversity of approaches. We outline a framework for
study design and reporting such that the effects of this emerging method can be better
understood.

Keywords: repetitive transcranial magnetic stimulation (rTMS), non-invasive brain stimulation, neurological
rehabilitation, behavioral interventions, therapy

INTRODUCTION

The brain is never at rest; the default-mode network comprised of coherent and connected brain
networks (cingulate cortices, inferior parietal, and medial prefrontal regions), operative at times
of behavioral rest, has been examined through the use of blood oxygenation level-dependent
(BOLD) signals. Functional MRI testing has shown the default-mode network is active at rest and
in the presence of volitional behavior (e.g., repetitive task practice), decreases in activation. This
deactivation may allow for associated activity-dependent plasticity in other parts of the motor
system. Because of the default-mode network’s activation/deactivation patterns, it appears the
motor cortex does not work in isolation during volitional behavior, motor learning, recovery and
reorganization (Sanes and Donoghue, 2000; Gusnard and Raichle, 2001; Damoiseaux et al., 2006).
Instead, the motor cortex injury-response functional reorganization appears to occur through
use-dependent alteration of outputs, which result from behavioral experiences, such as repetitive
task practice (Nudo et al., 2001). Interventions promoting recovery should attend to this complex
dynamic process, and likely utilize a multi-faceted approach for optimal outcome.
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Background
The initial application of spatially targeted non-invasive brain
stimulation (NIBS) as treatment to improve function was not
temporally linked to meaningful voluntary brain activity; instead
was delivered in isolation of standard therapy practice techniques
(Amassian and Maccabee, 2006). Such applications would seem
to tap into only a fraction of the complex multi-faceted systems
changes involved in learning and memory. Influencing brain
areas remote from, but functionally connected to, a primary
target, and influencing brain activity at critical time periods
relative to practice and therapy timing, may be important
additional considerations in this domain.

Hardwired existing pathways (e.g., skilled movement, speech,
or executive function) may have lower threshold for activation
by transcranial magnetic stimulation (TMS), and therefore be
preferentially predisposed to modulation by NIBS. For example,
in the motor system, Rothwell et al. (1987) studied a healthy
population at rest and found the largest electromyographic
(EMG) responses in distal muscles (which have the finest
movements associated with them) versus lower EMG responses
in proximal muscles. Furthermore, upon simultaneous voluntary
contraction, the EMG response latency to brain TMS shortens,
becomes larger, and the threshold is lower. Therefore, if voluntary
activation is absent or decreased, such as in a diseased brain
state, the modulation possible with NIBS may be altered.
Conversely, TMS may affect a patient’s ability to produce a
voluntary motor activation. Thus the quality and duration of
responses seem likely to be influenced by the interactions
of interdependent complex systems. The efficacy of stand-
alone NIBS is influenced by its stimulation variables, which
include: frequency, intensity, coil positioning, stimulation site,
and number of sessions delivered (Nollet et al., 2003; Goetz et al.,
2016). Therefore, TMS protocols may be adapted to modulate
the motor response through excitatory or depressive methods
dependent on stimulation parameters, providing opportunity
for custom programs based on the population, person, and
pathology.

rTMS and Behavioral Intervention:
Current Focus
One contemporary approach is to link NIBS with behavioral
techniques, in hopes of producing more robust and durable
outcomes. The logic for doing so stems from the idea that effects
of repetitive TMS (rTMS) and behavioral therapy will sum or
that rTMS will enhance, or consolidate, the effects of therapy.
For instance, Mills and Schubert (1995) suggest TMS during
sustained voluntary, tonic activity may increase synchronicity
of common input fibers and motor neurons. This improved
synchrony may promote increased motor cortex plasticity,
compared to one intervention alone. Finding the optimal pairing
of intensity, duration, frequency, and site, for both rTMS and
therapy, would be important for the strongest enhancement, but
also to avoid maladaptive plasticity.

Thus one can learn from analyzing the variety of approaches
that have been employed previously and assess outcome. In
the present paper we aimed to: (a) outline what is meant by

combined therapy in the context of historical literature [this
is examining how traditional therapies (occupational, speech,
physical, cognitive-behavioral, or task practice) are combined
with rTMS either on or off-line]; (b) provide a snapshot of
the literature showing the diverse range of approaches, and
outcomes; and (c) propose a framework for how combined
therapy should be reported in the literature moving forward.

Most combined therapy studies have been on stroke survivors
to date and have been intuitively and practically based
(Supplementary Table S1). For example, time considerations
such as equipment practicality, busy clinical setting, staffing,
training, and availability, may affect feasibility of temporally
combined therapies. Additionally, the participant’s cognitive or
physical state during rTMS delivery is rarely reported in the
literature but may influence intervention efficacy (e.g., patient
engaged in conversation, use of mobile device, listening to
music). Despite increasing application of TMS in the field of
psychiatry and FDA approval for refractory depression, very little
has been done in examining the combination of rTMS with
behavioral interventions, such as cognitive behavioral therapy
(Micoulaud-Franchi et al., 2013; note French language). Instead,
most commonly, papers describe using rTMS in isolation for
patients with medication-resistant depression (Lam et al., 2008;
Slotema et al., 2010). It would be of considerable interest for
systematic research on combined therapy to expand beyond the
motor function domain, and study brain processes such as
depression or learning in the future. Hopefully this would lead
to a better understanding of broader principles concerning the
effects of rTMS as an adjunct to older, traditional, well-accepted
therapy approaches.

Cumulative Effect
Research to determine the cumulative effect and duration of
results of NIBS intervention is ongoing. This cumulative effect
was examined in a healthy population by Baumer et al. (2003)
who found repeated sessions of rTMS (two trains of inhibitory,
sub-motor threshold rTMS over the pre-motor cortex) delivered
within 24 h, or no greater than 7 days later (consecutive days),
induced plastic changes of intrinsic motor cortex excitability.
Khedr et al. (2006) and Lomarev et al. (2006) found a cumulative
effect of rTMS in individuals with Parkinson’s Disease (eight
sessions of 25 Hz rTMS over 4 weeks) which lasted 1 month or
more. It appears that multiple sessions of rTMS will lead to a
cumulative effect, identified as regions of sustained membrane
polarization (Pell et al., 2011). With this effect it may be
possible to build on neuromodulatory changes in subsequent
sessions to promote recovery or slow disease progression.
Similarly, in behavioral therapy, efficacy of treatment may
be affected by factors including: duration, intensity, type of
intervention, and modality used. These therapeutic variables,
specifically intensity and duration of therapy, may carry varying
levels of importance dependent on individual functional status,
though there is still much debate regarding this (Winstein
et al., 2016). Thus there are striking similarities between
NIBS and traditional therapy variables, in that frequency,
intensity, site or system, and duration of the intervention affect
outcome.
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LITERATURE SEARCH

The intent of this search was to identify and summarize
published studies combining rTMS with behavioral intervention
for clinical benefit. Therefore, we have limited the search to a
neurological patient population. All articles were found through
the PubMed database and excluded: non-English, case studies,
drug studies, transcranial direct current stimulation (tDCS)
or other non-invasive stimulation methods, and/or healthy
subjects. The acronym rTMS was used in combination with the
following search terms (relevant/hits): physical therapy (23/267),
occupational therapy (8/35), speech therapy (10/54), behavioral
intervention (0/95), task training (2/23), motor practice (3/42),
motor training (3/50), rehabilitation (8/232), cognition (0/144),
cognitive rehabilitation (0/24), cognitive behavioral therapy
(2/144), CBT (0/7), cognitive training (0/19). A summary of hits
for tDCS in combination with the above search terms is located in
Supplementary Figure S1, however, will not be further reviewed
in this paper.

LITERATURE ANALYSIS

The majority of rTMS papers report application of the full
stimulation protocol at rest, i.e., not during associated therapy
(37/50). A smaller proportion of experimental studies used
an interleaved approach of combined therapy, performing the
therapeutic task during inter-train intervals (5/50). Less than
twenty percent of studies fell into the following categories;
unspecified timing (2/50), used high or low frequency dependent
on experimental group (3/50), delivered rTMS and therapy
simultaneously (2/50) or completed rTMS and therapy on
different days (1/50).Within these experimental studies, there was
great diversity in the stimulation and therapy variables used for
each diagnosis within the neurological population (Figure 1).
Despite differences, the majority of papers show improvement in
clinical outcomes. However, vague and inconsistent reporting of
the combined intervention, as well as diverse approaches, impede
advancement of understanding toward optimizing intervention
and maximizing clinical efficacy. Elements of rTMS application
that varied most commonly between studies include; rTMS
timing relative to therapy, and either inhibitory (low-frequency),
or excitatory (high-frequency) rTMS (Supplementary Table S1).
Detailed reporting and standardization for both rTMS and
therapy characteristics is a strategy for taking into consideration
variations between clinicians, locations, resources, and type of
intervention.

Stimulation Targeting
Of studies investigating chronic motor impairment following
stroke (24/50), all but one targeted the primary motor cortex,
the exception targeted the somatosensory cortex (Supplementary
Table S1, Study #18). The majority of these studies targeted the
unaffected hemisphere (17/24). The remaining studies stimulated
the affected hemisphere (5/24; Supplementary Table S1, Study
#5, 16, 18, 20, 23), or stimulated bilaterally (3/24; Supplementary
Table S1, Study #6, 9, 13). With regards to pulse frequency

in this population, 14/24 stimulated with low, 7/24 with high
(Supplementary Table S1, Study # 5, 14, 16, 18, 20, 23, 26),
and 3/24 alternated between high-frequency stimulation (affected
hemisphere) and low-frequency (unaffected hemisphere).

All papers (6/50) addressing motor impairment in a sub-
acute stroke population targeted the primary motor cortex. Three
studies stimulated the unaffected hemisphere at low-frequency
(Supplementary Table S1, Study #33, 34, 35), 1 stimulated the
affected hemisphere at high-frequency (Supplementary Table S1,
Study #32), and 1 stimulated both hemispheres (unaffected
at low-frequency, affected at high-frequency) dependent on
treatment group (Supplementary Table S1, Study #31). Cha and
Kim (2016) stimulated the cortical representation of the first
right dorsal interosseous muscle at a low-frequency in their study
examining unilateral neglect and motor control.

Additional studies in the stroke population were completed in
acute stroke [>1 month post onset (Emara et al., 2010)] or in sub-
acute and chronic patients [3+ months post onset (Chang et al.,
2012)]. In the acute population patients were stimulated at high-
frequency (affected motor cortex) or low-frequency (unaffected).
Chang et al. (2012) stimulated the affected primary motor
cortex at high-frequency. Other motor impairment studies were
completed in patients with congenital hemiparesis (children),
Parkinson’s disease, and hand dystonia (Supplementary Table S1,
Study # 1, 2, 3, respectively). Gillick et al. (2014) stimulated
the unaffected primary motor cortex with priming rTMS (high
then low-frequency) for children with congenital hemiparesis.
Yang et al. (2013) stimulated the contralateral primary motor
cortex at high-frequency to “more affected side” in patients
with Parkinson’s disease. Kimberley et al. (2015) stimulated the
unaffected pre-motor cortex at low-frequency in patients with
hand dystonia. One study (Lim et al., 2010) studied hemispatial
neglect and stimulated the left parietal area (P5; affected side for
all participants) at low-frequency.

Studies examining speech impairments following stroke
(n = 11) were completed in sub-acute (<6 months post-onset;
6/11) and chronic populations (>6 months post-onset; 5/11).
Within the speech domain, Momosaki et al. (2014) studied oral
motor control and stimulated two times daily (low then high-
frequency) to the pharyngeal muscles representation. Of studies
examining aphasia (n = 10), four stimulated Broca’s Area (i.e.,
pars triangularis); 3/4 delivered a low-frequency (Supplementary
Table S1, Study #40, 42, 46), while 1/4 stimulated with priming
rTMS [high then low-frequency (Khedr et al., 2014)]. Abo et al.
(2012) differentially defined the stimulation target based on
aphasia-type, as determined by fMRI activation (inferior frontal
gyrus in non-fluent aphasia and superior temporal gyrus in fluent
aphasia) and stimulated at low-frequency.

Studies targeting cognitive impairment were completed in
Alzheimer’s (2/3), and chronic stroke populations (1/3). In the
Alzheimer’s studies, high-frequency stimulation was delivered to
cortical targets including: Broca’s Area, Wernicke’s Area, right
dorsolateral prefrontal cortex, and left parietal somatosensory
association cortex (two targets stimulated one day, third target on
another) (Supplementary Table S1, Study #49, 50). Park and Yoon
(2015) targeted the left prefrontal cortex in stroke, the affected
hemisphere for all participants, at high-frequency.
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FIGURE 1 | The majority of research in repetitive transcranial magnetic stimulation (rTMS) and behavioral intervention has been completed with
rTMS in conjunction with motor training. rTMS paired with speech therapy, cognitive training, and sensorimotor training account for only 30%. rTMS in
conjunction with cognitive therapies has not been widely studied, despite FDA approval for use in refractory depression. This graph shows the distribution of
behavioral interventions used in conjunction with rTMS. Despite there being a fairly wide variety of interventions utilized there are great differences in protocol design
and stimulation parameters, which makes comparing protocols or drawing firm conclusions difficult.

Thus no clearly superior targeting strategy has emerged.
Stimulation of a primary lesion area, stimulation of other areas
with significant network connections to a primary lesion area,
and stimulation of a focal area in the presence of a widespread
brain disease process, all seem effective.

Outcomes with Respect to Timing
The relative timing of combined therapy has not been
well explored, and is one of the most poorly reported
variables in rTMS studies; however, none of the papers
examined in this review reported a negative response, regardless
of timing. In papers examining rTMS prior to behavioral
intervention, 86.5% (32/37) cited a positive response, while 5/37
(Supplementary Table S1, Study #3, 20, 28, 35, 42) report a neutral
response. The second most frequent approach (5/50) involved
alternating protocols (behavioral intervention during the inter-
train interval), all of which indicate a positive result in outcome
(Supplementary Table S1, Study #5, 23, 30, 31, 32). Out of the
remaining 20% of identified studies, 7/8 reported a positive
response (Supplementary Table S1, Study #1, 10, 16, 26, 46,
49, 50), while 1/10 reported a neutral response (Supplementary
Table S1, Study #48). Thus, as in the case of stimulation targeting,
discussed above, no clearly superior strategy for temporal pairing
of rTMS and behavioral therapy has emerged. However, firm
conclusions cannot be drawn due to small sample sizes and need
for additional randomized, controlled clinical trials.

For future research and reporting, we propose the temporal
relationship of rTMS application with behavioral intervention
be defined as: concurrent (rTMS being applied at the same
time as the behavior is expressed); sequential (one intervention
follows the other), interleaved (rTMS trains are alternating with
behavioral expression/repetition) (Figure 2).

One could consider an ongoing pharmacological intervention
paired with rTMS a concurrent application of combined therapy,
and studies are underway of this nature. Sequential stimulation
can occur at numerous time points prior to or following
therapy (e.g., volitional activity), ranging from seconds to days.
For instance, pulses can be delivered in an event-triggered
manner, perhaps with an electroencephalogram (EEG) defined
trigger; where important EEG changes known within the neural
systems are presently under investigation. Therapeutic rTMS
could plausibly be delivered seconds before a task through a
clinician prompted visual or verbal cue to promote cognitive
effort or movement. Indeed, a single case with positive outcome
was reported in the literature for depression where rTMS was
combined with a form of cognitive behavioral therapy; here,
the cognitive effort was performed in between trains of rTMS –
so in this case, combined, but alternating (Vedeniapin et al.,
2010). Behavioral intervention can be initiated within minutes
following stimulation through use of a defined time window
to ensure consistency [i.e., therapy starts 5–10 min after rTMS
completion, as in clinical trial NCT02089464 (Nexstim Ltd,
2015)]. Stimulation can be delivered within hours or days of
therapeutic intervention (i.e., rTMS in morning, therapy in the
afternoon or next day). Optimal timing may vary depending on
diagnosis and behavioral intervention type, and further research
is needed in this area, as 74% of papers delivered rTMS before
behavioral intervention (37/50).

While the physiologic effects of rTMS and behavioral therapy
are likely different; a key commonality in both is that after-effects
have been linked to adaptive behavioral response, and attributed
to lasting modification of synaptic strength in cortical networks
subserving the behavior (Butefisch et al., 1995; Silasi and Murphy,
2014), which can be local (e.g., primary motor cortex), or distant
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FIGURE 2 | A conceptual guide for timing of rTMS and behavioral therapy. The within session and between session temporal relationship, influences during
and after-effect interactions, depending on the time-course of combination. The relationship can be defined as; 1. concurrent, rTMS is applied at the same time as
the behavior is expressed (reporting should include if one intervention outlasts the other), 2. interleaved, rTMS trains are alternating with behavioral
expression/repetition, 3. sequential, one intervention follows the other. Note: Separation of the two techniques by hours or days may not harness the interactions of
short term after effects of each.

through functionally connected networks. The physiological
interaction of brain stimulation and discrete voluntary behaviors
has been well reported experimentally in healthy subjects (Iyer
et al., 2003; Daskalakis et al., 2006; Buch et al., 2011), with
striking interactive effects, including augmentation, cancelation,
and reversal of effect, depending on the circumstances of the
interaction. In the context of the present review, the data
suggest a more uniform positive response to intervention,
which may be troubling. The authors suggest a framework for
reporting research methods in studies examining paired rTMS
and behavioral interventions (Supplementary Table S2).

rTMS and Behavioral Therapy in Other
Functional Domains and Adverse Events
Currently there is a lack of research on combined applications
studying functional domains outside of motor and speech. In

the future, rTMS may be a promising approach for increasing
the efficacy of currently accepted, traditional behavioral
interventions. There were no serious adverse events reported in
our reviewed studies, and only mild headaches were reported in
a few papers.

CONCLUSION

Combined therapy of rTMS paired with behavioral intervention
has gained traction in the scientific field. Historically, rTMS
was delivered in isolation, yet with positive results. Researchers
are now examining how rTMS may be used as an adjuvant
to more traditional therapies (e.g., physical, occupational,
speech, or cognitive therapies) to maximize the benefit of
both interventions. To date, the majority of research has
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been completed in the motor-domain of a stroke population
and has examined delivering rTMS prior to the behavioral
intervention. Of the studies reviewed, combined therapy appears
to be safe, since only minor adverse effects (primarily mild
headache) were reported in a few papers. Further research is
needed to examine the optimal pairing of rTMS and behavioral
intervention. Focused attention to all rTMS parameters and
timing of stimulation is essential to allow for study replication
and data interpretation. Similarly, therapy-related specifications
must be clearly reported and standardized. In order to determine
optimal combined therapy, larger sample sizes and randomized,
controlled clinical trials are needed to account for variability
among individuals and conditions.
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INTRODUCTION
The functions of the healthy brain can
be studied in two main ways. Firstly, the
changes in the brain’s state can be mea-
sured using techniques such as EEG or
functional MRI. Secondly, the activity of
the brain can be disrupted through the use
of brain stimulation. The famous experi-
ments of Wilder Penfield and colleagues in
the 1950s showed the power of brain stim-
ulation in people whose brain was exposed
in surgery, and highlighted the possibil-
ity of inducing changes in the brain’s state
to demonstrate the involvement of spe-
cific brain areas in particular functions
(Jasper and Penfield, 1954). Two main
techniques are available for human brain
stimulation: transcranial magnetic stim-
ulation (TMS) and transcranial current
stimulation (tCS). More recently, it has
been suggested that TMS and tCS might be
used to enhance brain function, as well as
to disrupt activity.

These techniques have collectively
become known as “non-invasive brain
stimulation.” We argue that this term is
inappropriate and perhaps oxymoronic, as
it obscures both the possibility of side-
effects from the stimulation, and the
longer-term effects (both adverse and
desirable) that may result from brain stim-
ulation. We also argue that the established
tendency for the effects of TMS and tCS
to spread from the target brain area to
neighboring areas is in itself contrary to
the definition of non-invasiveness. We
argue that the traditional definition of an
invasive procedure, one which requires
an incision or insertion in the body,
should be re-examined, and we propose
that it be widened to include targeted
transcutaneous interventions.

TYPES OF BRAIN STIMULATION
An electric current travelling through a
coiled wire creates a magnetic field. This
property is used in TMS to create brief
magnetic pulses which easily traverse the
skull and other matter overlaying the
brain. The pulses generate electrical poten-
tials in the brain, depolarizing neurons
and thereby triggering action potentials
(Di Lazzaro et al., 2004). A single pulse of
TMS will have two effects: firstly the gen-
eration of action potentials in the targeted
brain areas underlying the coil; secondly
a refractory “silent period” in those same
cells as the ion balance is restored. While
the effects of a single TMS may only last on
the order of a few milliseconds, multiple
pulses may induce long term potentiation
or depression in the target cells. For exam-
ple, trains of pulses delivered at 1 Hz result
in reduced excitability in the target area for
a prolonged period of time, on the order of
tens of minutes after the end of the stimu-
lation. A recent development has been the
use of rapid bursts of pulses such as theta-
burst stimulation (TBS), which can have
opposing effects on excitability depend-
ing on the temporal pattern of the bursts
(Huang et al., 2005). TMS may be used
either “online,” to affect the brain during
a task, or “offline,” to compare task per-
formance after vs. before longer periods of
stimulation.

tCS is a term that covers several tech-
niques, principally involving direct or
alternating current (tDCS or tACS). In a
typical tDCS experiment, the participant
performs a task to establish a baseline per-
formance level. Then a pair of electrodes is
placed on the head, one (or both) of which
overlie a target brain area. The experi-
menter delivers a small electrical current

for around 10–20 min. Following this the
participant performs the task a second
time to establish whether the stimulation
has had an effect on behavior. The effect
depends on a number of factors, including
current amplitude and duration (higher
currents delivered for more time usually
induce a greater effect), the polarity of the
electrode over the target area (typically the
negative electrode, or cathode, will worsen
performance while the positive, anodal,
electrode will enhance it), and the brain
area and task under study (Nitsche and
Paulus, 2000, 2001). tACS is less well stud-
ied, however the technique offers the pos-
sibility of exploring the casual involvement
not only of a target brain area, but also
of a particular frequency band. For exam-
ple the beta range (15–35 Hz) is known
to be associated with human motor con-
trol, however it has only recently been
possible to show the causal involvement
of beta frequencies in maintaining motor
state (Pogosyan et al., 2009; Fuerra et al.,
2011). These latter studies used tACS to
increase the power of the beta band while
the motor system was under study, giv-
ing somewhat contradictory results (Davis
et al., 2012).

The timescale over which the effects
of brain stimulation are seen can vary
from milliseconds to weeks. At the briefest
level, a single pulse of TMS lasts for
100–200 µs, during which time an elec-
tric field is induced in the target area. This
is enough to generate action potentials in
these target cells, and to induce a refrac-
tory silent period following the initial
burst. Conversely the instantaneous effects
of tCS are under-explored, and much of
our knowledge of the effects of the electric
field on the brain comes from modeling
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studies (e.g., Miranda et al., 2006). Most
experimental uses of brain stimulation
involve medium-scale effects, which occur
on the order of minutes to hours. tDCS
experiments exploit the polarizing effect of
the electric field on the resting membrane
potential, which lasts for around 90 min
following 13 min of stimulation (Nitsche
and Paulus, 2001). Similarly, the effects
of TBS may last up to 1 h (Huang et al.,
2005), which can be extended to more than
2 h by slightly adjusting the TBS protocol
(Nyffeler et al., 2006).

There is considerable interest in the
therapeutic possibilities of brain stim-
ulation. Both TMS and tDCS have
shown some success in the treatment of
depression (Slotema et al., 2010), stroke
(Hummel and Cohen, 2006), and tinnitus
(Fregni et al., 2006). Most usefully for clin-
ical applications, certain regimes of brain
stimulation may lead to longer-lasting
changes in brain function. A particularly
effective strategy for generating lasting
effects is to apply stimulation in multiple
sessions spaced around 24 h apart. This
regime makes brain stimulation a possible
adjunct therapy for neurological disorders,
which can be administered in outpatient
clinics, leaving the patient free to return
home between stimulation sessions.

SAFETY ISSUES IN BRAIN
STIMULATION
No brain stimulation technique is com-
pletely free of side-effects. The compli-
cations of surgical procedures such as
deep brain stimulation (DBS) are well-
monitored and well-understood in the
context of weighing the potential ben-
efit to the patient, and are considered
in terms of short-term and longer-term
effects (Beric et al., 2002). While the safety
limits for brain stimulation are reason-
ably well mapped (Nitsche et al., 2003;
Bikson et al., 2009) there remain real risks
of seizure from TMS and tCS, and scalp
burns from tCS, if appropriate care is not
taken. However, the greater risk comes
from the “known unknowns” of brain
stimulation: unplanned effects from build-
up of stimulating effects in non-target
areas, or from build-up of effects across
multiple sessions. This latter risk can
also be an advantage, as discussed above,
however inducing long-lasting changes in
cortical excitability can be dangerous to

the participant if not properly controlled.
Indeed, many institutions that use brain
stimulation insist on a minimum interval
between sessions to prevent a build-up of
effects.

Brain stimulation of healthy volunteers
has recently become an established tool
for the study of diverse features of the
human brain, from basic neurophysiology
(Stagg et al., 2009) to large-scale networks
(Polanía et al., 2011). It is clear that brain
stimulation is a powerful tool in the hands
of neuroscientists, and the use and util-
ity of these techniques will increase as
we learn more about their effects on the
brain and about the optimum parameters
for generating these effects. A key feature
of brain stimulation is that the effects of
stimulation can greatly outlast the stimula-
tion phase, sometimes up to several weeks
after the end of a stimulation session (e.g.,
Boggio et al., 2007).

COMMON DEFINITIONS OF
INVASIVENESS
In opposing the term “non-invasive,” we
must examine the definition of the term.
The common, intuitive definition of the
term “non-invasive” implies a procedure
where no incision or insertion is made
into the body. In most medical contexts
this is a sensible distinction; physicians
must balance the risks and benefits of
invasive and non-invasive procedures for
both monitoring (e.g., Shoemaker et al.,
1998) and treating (e.g., Medoff, 2008)
medical complaints. However, invasive-
ness is not restricted to this definition
alone. For example, the Oxford English
Dictionary gives two relevant usages for the
term “non-invasive”: “Chiefly Med[ical]
Esp[ecially] of a neoplasm or microorgan-
ism: not spreading into adjacent tissue from
an initial site of development or coloniza-
tion. Also: designating or relating to such
a pattern of growth”; and “Med[ical] Of
a diagnostic or therapeutic procedure: that
does not require the insertion of instru-
ments (often including hypodermic nee-
dles) through the skin or into a body
cavity” (“non-invasive,” Oxford English
Dictionary, 3rd Edition, 2003).

The second of these dictionary
definitions is what we think of as the
intuitive neuroscientific definition of
“non-invasiveness.” Clearly, in contradis-
tinction to surgical procedures such

as DBS or direct cortical stimulation,
the application of a coil or electrode
to the scalp is non-invasive in the sense
that the instrument does not physically
enter the body. We believe that transcra-
nial brain stimulation with TMS or tCS fits
better with the former definition. Induced
currents spread from the point of deliv-
ery through the brain (and nearby tissues)
to adjacent regions. This spread is large
in the case of tCS (Miranda et al., 2006),
compared to a relatively focal sphere of
stimulation in the clearly invasive proce-
dure of DBS (Butson et al., 2006). This
unintended and unwanted current spread
is consistent with the dictionary defini-
tion’s sense of diffusion away from a source
region. We would similarly classify novel
techniques such as optogenetics as not
being non-invasive, since the stimulation
(light) must pass through multiple layers
of tissue, and possibly beyond, to activate
the target cells (leaving aside the prob-
lem of introducing photosensitive proteins
into the tissue: Fenno et al., 2011).

We do not suggest that invasiveness in
its own right should preclude researchers
from using a technique; as we have seen,
TMS and tCS are safe when used cor-
rectly. Referring to brain stimulation tech-
niques as “non-invasive” likely increases
the palatability of the techniques to non-
expert participants; an important factor
in recruitment, as “brain stimulation”
already somewhat raises the stakes when
recruiting for experiments or trials. We
do not suggest that recruitment adverts
should advertise “invasive brain stimula-
tion,” rather that the use of the term “non-
invasive” may create an illusion of comfort
in participants’ and non-experts’ minds
that may not be warranted. We therefore
propose that TMS and tCS be referred to
simply as “brain stimulation,” without the
potentially misleading qualifier of “non-
invasive.”

WIDENING ACCESS TO BRAIN
STIMULATION
The widening use of brain stimulation has
been much discussed recently. In partic-
ular, the relatively low cost and ease of
manufacture of tDCS has led to some-
thing of a movement in so-called “DIY-
tDCS” for self-stimulation. Electrical brain
stimulation has been suggested as a
promising option for improving human
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experience in a number of domains,
including: numerical skills (Cohen Kadosh
et al., 2010; Snowball et al., 2013); sport
(Banissy and Muggleton, 2013; Davis,
2013); memory capacity (Hoy et al., 2013);
and depression (Nitsche et al., 2009). As
positive results trickle out of labs and clin-
ics, the likelihood is that a greater num-
ber of people will wish to explore the
use of brain stimulation. As technologies
improve and become more widespread,
the ethical implications of (mis)use of
brain stimulation must be considered;
this concern has not been thoroughly
addressed in relation to brain stimulation
(but see Green et al., 1997; Cohen Kadosh
et al., 2012).

Recent works have attempted to address
the ethical and policy implications of
widespread use of enhancing technologies.
For example, Fitz and Reiner (2013) pro-
pose a stance of “managed technological
optimism,” whereby stakeholders (includ-
ing DIY-tDCS developers) take a share
in responsibly determining guidelines for
using neuroenhancing technology. We see
the issue of self-treatment for neurally-
mediated disorders as a potentially more
serious issue, as people who are not sat-
isfied with physician-delivered treatment
seek adjunct treatment with brain stimula-
tion, without clear guidance about proper
controls or interactions with existing treat-
ments (Cabrera et al., 2013; Davis et al.,
2013). Potential users should be aware that
guidelines and principles have been pub-
lished that address the safe use of brain
stimulation techniques (e.g., Green et al.,
1997; Rossi et al., 2009; Davis et al., 2013).

CONCLUSIONS
Brain stimulation will continue to develop,
to the benefit of scientists and of patients,
and we foresee its routine use in clinics. We
propose that the term “non-invasive brain
stimulation” no longer be used, as the term
may mislead non-expert users into the view
that the effect of the technique is neces-
sarily mild. Any technique which directly
affects brain tissue to generate such power-
ful acute and long-lasting effects should be
treated with the same respect as any surgical
technique, and proper safety and ethi-
cal guidelines should apply in institutions
where brain stimulation is in use. We would
draw an analogy between brain stimulation
and gamma-knife radiotherapy, which is

also“non-invasive”inthesensethatnoinci-
sions or insertions are made in the person,
but clinicians and the public have a healthy
and proper respect for the nature of the
technique. We propose also that researchers
take care to develop good and safe practice
for the use of their research, and be mindful
that in a climate of wide and open dissem-
ination of scientific results, exciting, and
beneficial results will reach well beyond the
labs and clinics.
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Recently, non-invasive brain stimulation (NBS) has been discovered as a tool to improve
human performance on a wide variety of tasks. Although these observations are highly
intriguing, the underlying mechanisms of such enhancements are still poorly understood.
Here, we argue that in order to advance our understanding of these mechanisms it
is necessary to focus on intrinsic network dynamics in the brain. Taking into account
well-known network dynamics, increased excitation in one particular network or brain
region may necessarily lead to inhibition of an opposing network (and vice versa).
As a consequence, observed behavioral improvements due to NBS may emerge from
a shift in the balance between (competing) neural networks in the brain, implicating
that behavioral enhancement due to stimulation most likely comes with a cost or side
effect. We conclude that more elaborate experimental designs are essential for a better
understanding of the relationship between network interactions and the behavioral effects
of NBS.

Keywords: performance enhancement, neural networks, neuromodulation, TMS, tDCS

INTRODUCTION
In the last decade the use of non-invasive brain stimulation (NBS)
techniques in cognitive neuroscience has grown explosively.
Especially transcranial magnetic stimulation (TMS) and tran-
scranial direct current stimulation (tDCS) have proven to be
fruitful tools to causally link a wide range of brain regions or
neural networks to perception, motor action and higher-level
cognition. Moreover, NBS has been welcomed enthusiastically as
a method to improve various aspects of human behavior (Luber
and Lisanby, 2014). Yet, the full scope and range of the effects
of NBS are currently poorly understood. In order to gain a more
thorough understanding of the effects caused by stimulation, we
will advocate that the observed effects of NBS on brain function-
ing should be seen in the light of complex interplays between task-
relevant and task-irrelevant neural networks in the brain.

Almost three decades ago, TMS was introduced by Barker
and colleagues (Barker et al., 1985) as a NBS technique that
was able to safely affect brain function in humans (see Rossi
et al., 2009). The effect of TMS is based on the principle of
electromagnetic induction, in which a rapidly changing magnetic
field induces a current in an electrically conducting medium,
such as neural tissue. When TMS currents meet the right
requirements (e.g., amplitude, duration and frequency, see Wag-
ner et al., 2009) neural function and behavior can be altered,
even outlasting the period of stimulation. The application of
tDCS in cognitive neuroscientific research was introduced sev-
eral years later than TMS (Priori et al., 1998; Nitsche and
Paulus, 2000), but the popularity of tDCS as a neuromodu-
latory tool led to a rapidly growing body of research on the

effects of tDCS on perception, action and cognition. tDCS can
modulate cortical excitability of neural activity by the induc-
tion of weak anodal and cathodal electrical currents flowing
though the cerebral cortex. The polarity is of great influence
on the neuromodulatory effect of tDCS: Where anodal (positive
polarization) stimulation in general facilitates cortical excitabil-
ity of the underlying tissue, cathodal stimulation increases the
threshold for neuronal firing (Liebetanz et al., 2002; Krause
et al., 2013; however, note that the effect of polarity on neu-
ronal firing may also depend on the state of the targeted brain
region during stimulation, see e.g., Krause and Cohen Kadosh,
2014).

Initially, NBS was used to determine whether modulation
of neural activity in a particular brain region was able to dis-
rupt performance associated with normal network functioning.
However, various studies began to demonstrate that tempering
normal network functioning could in fact result in paradoxi-
cal improvements of performance (Luber and Lisanby, 2014).
Recently, the rise of tDCS and new TMS protocols has highlighted
the potential of NBS as a technique that can be used to improve
brain functioning in healthy individuals or in patients suffering
from neurological or psychiatric illness (Coffman et al., 2014).
Although these findings are very intriguing and seem promising
for both healthy and clinical populations, the underlying neural
mechanisms subserving the augmentation of brain function fol-
lowing TMS and tDCS remains largely elusive.

In this paper we will exclusively focus on two factors that
are important when considering the potential benefits and costs
of neurostimulation techniques. These factors are not directly
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related to parameters (e.g., polarity or frequency) in generat-
ing a stimulation effect (for an extensive discussion of stimu-
lation parameters in this respect, see e.g., Walsh et al., 2003;
Flöel, 2014), but concern a conceptual framework for studying
NBS. Firstly, there is ample evidence on facilitatory and inhibitory
interactions between different functional networks in the brain
(Kinsbourne, 1987; Calautti and Baron, 2003; Fox et al., 2005;
Szczepanski and Kastner, 2013), stressing the importance of
reckoning the brain as a complex constellation of functional
networks. This notion is already widely self-evident in cer-
tain domains, such as in research on brain connectivity (e.g.,
Sporns, 2013) and rehabilitation (Calautti and Baron, 2003),
however it currently seems to have little influence in the
design and interpretation of NBS experiments and effects.
Whereas it is conceivable that stimulation of one particu-
lar network or brain region may lead to cognitive benefits
that come at the cost of other cognitive processes, studies
reporting brain function enhancement typically focus on the
effects of stimulation on the targeted process or ability, with-
out co-assessing possible unintended effects on other functions.
However, by selectively studying intended behavioral improve-
ments, it is conceivable that cognitive enhancements are com-
manding the spotlights, while potential costs keep on dancing
in the dark. As a consequence, current approaches obscure
the value of observed enhancement effects in a broader sense.
Secondly, the effects of TMS and tDCS have been shown to
be dependent on the state of the probed network (Silvanto
et al., 2007; Krause and Cohen Kadosh, 2014). The specific
context in which stimulation is applied seems to be crit-
ical for the behavioral effect, demonstrating how observed
enhancements are emerging from complex, dynamic interac-
tions between internal and external modulations of network
activity.

We will first address a small selection of studies demonstrating
enhancement of performance by TMS and tDCS in the sensory
and higher-level cognitive domain. We will discuss these findings
in light of brain network interactions and the modulatory role
of the functional state of the stimulated network, in order to
illustrate the importance of taking network interactions into
account when studying the effects of NBS on behavior.

ENHANCEMENT OF VISUAL PERCEPTION
One of the first studies demonstrating enhancement of
sensory processing induced by TMS manipulated visual atten-
tion by applying repetitive transcranial magnetic stimulation
(rTMS) to the human parietal cortex (Hilgetag et al., 2001).
Previously, a great deal of what was known about the neural
mechanism of visual attention stemmed from patients suffer-
ing from visual neglect. Visual neglect is typically caused by
lesions to the posterior parietal (or frontal) cortex, resulting
in a deficit in the ability to draw attention towards the visual
space contralateral to the lesion. This pattern of findings led to
a model of cross-hemispheric competition (Kinsbourne, 1987;
Szczepanski and Kastner, 2013), in which the balance in inter-
hemispheric distribution of attentional resources is maintained
via mutual inhibition. Interestingly, while researchers are typically
focused on contralateral attentional deficits accompanying visual

neglect Hilgetag et al. (2001) demonstrated that the induction of
a “virtual lesion” to the parietal cortex could actually result in
increased ipsilateral visual attention. These findings demonstrate
how the intrinsic balance between neural activity across hemi-
spheres is essential for typical perceptual functioning, and how
disturbance of this balance can lead to perceptual deficits such as
neglect.

Disruption of more subtle network interactions than the inter-
hemispheric interplay discussed above has also been found to
affect behavioral performance. This was illustrated in a TMS
experiment on visual feature processing (Walsh et al., 1998).
Walsh et al. found that disruption of cortical area HMT+/V5, a
key region involved in motion processing, impaired performance
during a visual search task when motion was the critical target fea-
ture. In contrast, disruption of HMT+/V5 resulted in an initially
unexpected enhancement of performance when color or form
were the essential features of the target. The enhancement of per-
formance caused by the disruption of HMT+/V5 was unexpected,
as TMS was considered to induce neural noise, and thereby, to
deteriorate normal behavior. The unexpected enhancement was
interpreted to be the result of the temporarily reduced competi-
tion of (visual) brain areas for limited processing resources, such
as energy and communication with other brain regions. Thus, dis-
ruption of HMT+/V5 by TMS likely shifted the balance of neural
resources towards other visual areas, improving visual perception
for features processed in these other brain regions. Recently, we
observed additional supporting evidence for a model in which
brain regions engage in a “battle for resources” (Wokke et al.,
2014). In two experiments, we probed the role of area HMT+/V5
and the object sensitive lateral occipital region (LO) during a
figure discrimination task that dominantly relied on HMT+/V5
processing. Disruption of activity in LO and HMT+/V5 led to
opposing effects on performance, depending on the stimulation
site. Disruption of HMT+/V5 resulted in decreased discrim-
inability, whereas participants’ discriminability improved when
activity in LO was perturbed. Complementary to the findings
by Walsh et al. (1998), we demonstrated that the workings of
HMT+/V5 improved during a motion-defined figure discrimina-
tion task when we disrupted a cortical region specialized in task-
irrelevant properties. These findings provide converging evidence
for competitive interactions between extrastriate cortical areas.
Such observations of improved performance due to reduced neu-
ral activity in task-irrelevant regions, a phenomenon that has been
dubbed “addition-by-subtraction” (Luber and Lisanby, 2014), are
strong examples of the notion that effects of NBS are established
due to the intrinsic interactions of functional brain networks
(see Figure 1).

IMPROVED COGNITIVE PERFORMANCE
The growing popularity of tDCS has led to a steep rise in the
number of studies on enhancement of cognitive functions such as
attention, (motor) learning, working memory, and even complex
problem solving (Fregni et al., 2005; Cohen Kadosh et al., 2010;
Chi and Snyder, 2012; Coffman et al., 2012). For example, there
is evidence for a positive effect of tDCS over frontal brain regions
on working memory performance. One of the first studies on the
effects of tDCS on higher-order cognition used anodal tDCS over
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FIGURE 1 | Biasing the balance between networks with NBS.
(A) A schematic illustration of competing network interactions in the
brain during a motion discrimination (blue frame) and a shape
discrimination (red frame) task, that both rely on different brain
networks. (B) When engaging in a motion discrimination task activity in

the dorsal network increases, while activity in the ventral stream
decreases. (C) Disruption of dorsal (visual) activity results in decreased
performance in motion direction discrimination while decreased dorsal
competition results in enhanced performance on the shape
discrimination task.

left prefrontal dorsolateral cortex (lDLPFC) to study its effects
on working memory performance (e.g., Fregni et al., 2005).
Anodal tDCS over lDLPFC was shown to reduce the number of
errors people make on a 3-back working memory task, increasing
accuracy of performance. However, there are also studies that
fail to demonstrate a positive effect of tDCS on working memory
functioning (for a review, see Coffman et al., 2014), complicating
the interpretation of observed enhancement effects.

Recently, an elegant study by Iuculano and Cohen Kadosh
(2013) revealed detrimental as well as beneficial effects of tDCS
on cognition. In this study, participants performed a mathemat-
ical training during which tDCS was applied on different sites.
Part of the participants received tDCS over posterior parietal
cortex (PPC), whereas other participants received stimulation
over DLPFC. Results showed that stimulation of the PPC led
to increased speed of learning, but to impaired automaticity
for the learned materials, whereas the opposite was found to
be the case for stimulation over DLPFC. Thus, these findings
show that stimulating the brain at different locations may have
positive but also disruptive effects on cognitive performance.
As suggested by the authors themselves, the eventual benefits and
costs that come with a particular stimulation method may be
due to corticocortical interactions, and induced shifts between
metabolic prioritization. Clearly, this study illustrates the impor-
tance of broadening the scope of investigated abilities in order
to detect whether behavioral improvements in one domain may
come at the expense of another, emphasizing the importance
of taking network configurations into account when assessing
behavioral effects due to NBS. However, whereas the study by
Iuculano and Cohen Kadosh (2013) was directed at comparing
stimulation effects on different aspects of a targeted cognitive
function (mathematical learning), it would be desirable to pursue
this type of research using designs in which one single site is being
stimulated, while multiple (cognitive) functions are investigated.
This approach would allow one to investigate the extent to which
collateral impairments in behavior arise due to intrinsic interac-
tions between functional networks in the brain.

Another important factor to take into account is the state of a
network during stimulation (Krause and Cohen Kadosh, 2014).

It seems that the initial neural activation state during stimu-
lation determines the behavioral effect of stimulation (Silvanto
et al., 2008). When stimulation is applied during performance
of a task, its effects have been shown to differ from stimulation
during rest (Andrews et al., 2011). Another interesting finding
concerning the effect of cognitive state is that application of tDCS
over lateral PFC when subjects are not involved in a cognitive
task, modulates activity in task-positive as well as task-negative
networks (as measured with fMRI; Keeser et al., 2011). Thus,
although stimulation effects depend on the currently dominant
functional network, these findings show that stimulation effects
are not restricted to the currently active network. Therefore, full
comprehension of the potential scope of NBS requires a more
complete understanding of the extent to which stimulation has
an effect on targeted, as well as task-irrelevant and non-targeted
networks.

OPPOSING NETWORK DYNAMICS
In the last decade a strong interest in competing network
dynamics has been sparked by observed relations between
opposed activity levels in task-positive (e.g., attention, fronto-
parietal) and task-negative (e.g., default mode) networks and
performance on a variety of tasks (Raichle et al., 2001; Fox et al.,
2005; Weissman et al., 2006; Kelly et al., 2008; Hampson et al.,
2010). Crucially, there seems to be a competitive balance of
activity between task-positive and task-negative networks during
task performance (Wojciulik and Kanwisher, 1999; McKiernan
et al., 2003). During task performance activity increases in
regions that are supporting task execution, whereas activity
decreases in regions associated with task irrelevant (or task-
opposing) processes. A growing amount of studies demonstrate
the existence of strong anti-correlations between task-negative
networks and task-positive networks (e.g., Fox et al., 2005). These
anti-correlations have been shown to relate to performance,
such that stronger anti-correlations are predictive of better
cognitive performance (Kelly et al., 2008; Hampson et al., 2010).
The dichotomy in activity levels observed in different networks
during task performance has been suggested to be an intrinsic
property of the organization of the brain (Fox et al., 2005).
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It is conceivable that an external modulation of the
competition between antagonistic networks in the brain
could be beneficial in certain circumstances. For instance,
in people with disorders such as autism spectrum disorder
(ASD), anti-correlations between the default mode network and
task-positive regions were found to be less pronounced than in
typical subjects (Kennedy et al., 2006). In addition, decreased
anti-correlations has been related to ASD symptoms (Anderson
et al., 2011). These patterns demonstrate possible detrimental
effects of atypical competition between different networks.
Interestingly, Josipovic et al. (2012) recently demonstrated
that anti-correlations between task-positive and task-negative
networks could be differentially modulated depending of the
cognitive style during meditation, thus disregarding them as
an immutable characteristic of the organization of the brain.
Further, the balance between competing networks might be
adjusted dynamically to fit currently relevant behavioral goals
by regulatory networks involved in top-down control (Spreng
et al., 2013). Thus, whereas the interrelatedness of networks
might be an inherent property of the functional organization
of the brain, the balance between different network states is
likely to be flexible and sensitive to top-down control. In light
of these findings, NBS could be instrumental by altering the
strength of competing interactions between different networks,
or dichotomously increase and decrease the amount of synchrony
within each network (Peña-Gómez et al., 2012).

Based on findings revealing the dynamic competition between
activated and deactivated networks and their effects on behavior,
it seems evident that interfering with activity in one network by
applying TMS or tDCS necessarily shifts the balance between task
relevant and task-irrelevant networks. Taken together with the
established functional links between network anti-correlations
and healthy and efficient cognitive functioning, this induced bal-
ance shift between networks is likely to have an effect on cognitive
performance. Therefore, an important venue for future research
employing NBS is to examine to what extent the behavioral effects
of these methods can be explained by a shift in the balance of
activation between different networks, rather than the current
approach of solemnly focusing on altered levels of activity within
one network. The notion that the balance between competing
networks is an important factor may also help to explain the
importance of the state of a network during application of tDCS
(McKiernan et al., 2003). When taking the interconnectedness
of brain networks into account, it becomes trivial that effects
of brain stimulation during a state in which different functional
networks are anti-correlated differs from stimulation during rest,
because of the large differences in the configuration of functional
networks (Silvanto et al., 2008).

Furthermore, the principle of improving one cognitive func-
tion by suppression of task-irrelevant neural processing, which
was observed in TMS research described above, is possibly also at
play during application of tDCS. This principle can be understood
in terms of the framework proposed by Brem et al. (2014), which
holds that the brain functions as a closed energy system. Under
this assumption, brain stimulation would always have a “net zero-
sum” effect, meaning that enhancement of one domain or func-
tion will always have costs for another domain or function. When

the brain is stimulated, the distribution of resources over different
brain regions or networks is externally modulated. Enhancement
or suppression of activity in one neural network will necessarily
lead to impairment or enhancement in another network, due
to redistribution of available resources. At present we do not
know whether brain stimulation exerts its effects by a temporary
redistribution of resources, or whether it induces a different type
of redistribution in the brain. In order to acquire more insight
into the effects of NBS of distribution of neural resources, research
on NBS should take the interrelatedness of different network
dynamics as a central starting point.

CONCLUSIONS
In the present paper we argued that recent findings of enhance-
ment of brain function should be seen in light of a manipula-
tion of the balance between different functional brain networks,
which can result in improved behavior when applied in the right
context. However, assuming NBS is biasing the brain towards one
particular functional state, this might also have detrimental effects
on performance, for example, by hampering flexible transitions
between functional networks. It might therefore be misleading to
speak of an enhancement of brain function, and, alternatively, it
might be more appropriate to describe the NBS effects in terms of
a bias shift.

More research on brain-wide effects of NBS will contribute to
an understanding of the way the entire brain is affected by NBS
at specific sites, and may yield ways to apply these techniques in
more efficient ways. In addition, with a more thorough under-
standing of NBS effects, brain stimulation should become more
applicable outside the realm of specific lab settings. Therefore,
in order to move the field of NBS and its (clinical) applications
forward, it is essential to extend current studies on the effects
of NBS towards investigating the effects of stimulation on
task-relevant as well as task-irrelevant functional brain networks.
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Various conditions affecting the cerebral vasculature may lead to cumulative damage and thus dete-
rioration of brain function, in what has been called vascular cognitive impairment (Gorelick et al.,
2011). Consequently, it makes sense that an increase in glucose and oxygen produced by an increase
in blood flow may augment brain function. Since its rediscovery some years ago transcranial direct
electric stimulation (tDCS) has attracted interest as potential therapy for patients with neurological
impairments. This opinion article aims to succinctly review themechanisms involved in neurogenic
control of the cerebral blood flow (CBF) highlighting the potential of direct electrical stimulation
targeting cerebral micro vessels to enhance brain function.

With the highest oxygen consumption than any other organ in the body, the brain utilizes
around 20% of the total resting oxygen, making it an organ highly dependent on blood supply
(Hossmann, 1994). Moreover, a direct relationship between the development of neurodegenerative
diseases and impairment of CBF has been postulated (Farkas and Luiten, 2001).

The appropriate delivery of nutrients and oxygen to the brain tissue is regulated by mechanisms
including cerebral autoregulation, vascular reactivity and neurovascular coupling. The autoregula-
tory properties of cerebral circulation make CBF independent of systemic blood pressure. There-
fore, over a physiological range of pressure cerebral arteries relax when systemic pressure decreases
and constrict when systemic pressure increases (Heistad and Kontos, 1983). Similarly, reactivity of
the brain blood vessels to pH and CO2 has been suggested to link neuronal metabolic changes to
cerebral blood flow.

The Neurovascular Unit

One of the unique characteristics of the brain circulation is the intimate contact between blood
vessels, neurons, and glia. Thus, neurons, glia, and vascular cells are structurally and function-
ally related in what is called the “neurovascular unit” (Iadecola, 2004). Since brain PO2 is tightly
regulated in relation to local brain activity, the neurovascular unit provides a framework for the
functional interactions responsible for this concerted regulation. Thereby, functional hyperemia
means that blood flow will increase in brain areas with increased activity.

From an anatomical point of view, pial arteries traveling on the surface of the brain are highly
innervated with terminals coming from the peripheral nervous system (extrinsic innervation)
(Hamel, 2006). These vessels are surrounded by the Virchow-Robin’s space which gradually dis-
appears as vessels enter the brain parenchyma. Cerebral arteries entering the brain parenchyma
lose extrinsic innervation and come into intimate contact with neuronal and glial cells (intrinsic
innervation) (Iadecola, 2004). Functions of these two vascular compartments, macro and micro
vessels, involve regulation of global blood supply, as wells as control of local CBF and brain blood
barrier permeability respectively.
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It is currently accepted that postsynaptic increases in [Ca++]i
due to activation of glutamate receptors during synaptic trans-
mission activate the production of vasoactive mediators.

Several mediators such as neurotransmitters, adenosine,
arachidonic acid metabolites, nitric oxide (NO), hydrogen and
potassium, have been suggested to mediate increases in CBF
(Iadecola, 2004).

Due to their close contact with blood vessels, astrocytes are
suggested to play an important role in functional hyperemia.
Astrocyte’s end-feet surround brain micro capillaries, and may
mediate neuron-blood vessel communication and thus neu-
ronal activity-induced blood flow changes (Zonta et al., 2003).
Vasodilatory as well as vasoconstrictor activities have been
ascribed to glial cells (Metea and Newman, 2006), with an impor-
tant role for glial eNOS inmediating vasodilatation (Stobart et al.,
2013). New evidences also point to astrocytes as relevant compo-
nents of the recently described “glymphatic pathway,” an impor-
tant mechanism for clearance of solutes from the brain (Iliff et al.,
2012). Thus, aquaporin water channels in astrocyte’s end feet
would couple paravascular pathways for the vectorial convec-
tive flow of waste products from arterial toward venous routes,
with solutes ultimately clearing the brain through the lymphatic
system (Nedergaard, 2013).

The brain endothelium is a highly specialized tissue mediat-
ing several physiological functions, such as thrombosis, adhesion,
permeability and angiogenesis (Daneman and Prat, 2015). A pro-
tective function against cerebral dysfunction has been proposed
for the brain vessel’s endothelium consistent with the predom-
inant role of endothelial dysfunction in several cerebrovascu-
lar diseases. Importantly, in vivo experiments have shown that
endothelial cell-derived NOmediates cortical hyperemia induced
by basal forebrain electrical stimulation (Zhang et al., 1995).

Pericytes, cells located outside of the microvessels in intimate
contact with endothelium and astrocyte end-feet, are more fre-
quent on microvessels of the retina and brain and thought to
regulate blood flow (Kutcher and Herman, 2009). Pericytes are
considered important components of the neurovascular unit as
regulators of the brain blood barrier function and also potential
mediators of brain vascular dysfunction (Hamilton et al., 2010).
Among the properties identified include contraction, hemosta-
sis and angiogenesis. Given their contractile properties, peri-
cytes may act as surrogates of smooth muscle cells in brain
microvessels.

Dysfunctional interactions within the neurovascular unit have
the potential to lead to brain pathophysiological alterations.
Impaired endothelial cell-astrocytes or endothelial cell-pericytes
signaling may cause brain blood barrier disruption (Zlokovic,
2008), whereas altered coupling between neuronal activity and
vascular responses may contribute to spreading depression
(Dreier, 2011).

tDCS and Brain Perfusion

Effects of electrical stimulation on the brain have been known
for centuries (Priori, 2003). Work in the rat primary motor
region showed that electrical stimulation may increase, decrease,
or silence neuron’s firing (Bindman et al., 1964; Purpura and

McMurtry, 1965).These animal studies showed that anodal stimu-
lation causeddepolarization,whereas cathodal stimulation caused
hyperpolarization, thus increasing the probability for a neuron
to produce an action potential. tDCS has been rediscovered as
a non-invasive promising tool to modulate brain activity and as
a potential treatment for psychiatric and neurological disorders
(Priori, 2003; Filmer et al., 2014). An increasing number of stud-
ies have reported that tDCS modulates synaptic transmission by
regulating levels of neurotransmitters such as GABA, glutamate,
serotonin, and dopamine, among others (Nitsche et al., 2008).

Reports showing that stimulation of cerebellar neurons
increased diameter of both adjacent arterioles and the upstream
vessels, provided a demonstration of the propagation of vascu-
lar responses induced by increased neural activity (Iadecola et al.,
1997). Importantly, cerebellar stimulation at the fastigial nucleus,
reduced ischemia induced by medial cerebral artery occlusion in
rats through NO-mediated hemodynamic mechanisms (Zhang
and Iadecola, 1993).

tDCS in humans is performed by applying direct current over
the scalp using electrodes and its effects depend on the size, polar-
ity and position of the electrodes, current intensity, duration of
stimulation, and tissue properties (DaSilva et al., 2011). Given
the intimate relationship between neuronal activity and CBF, it
is expected that tDCS will increase brain perfusion, as shown in
animal (Han et al., 2014) and human (Zheng et al., 2011) stud-
ies. The opinion presented in this article is that in addition to
the changes in neuronal-derived metabolites, evidences showing
responses to electrical stimulation in non-neuronal cells suggest
that tDCS acting on these cells has also the potential to modu-
late brain perfusion (Figure 1). Thus, understanding the vascular
effects of tDCS may improve the treatment of diseases associated
with vascular dysfunction.

FIGURE 1 | Functional interactions within the neurovascular unit and

potential influences of tDCS on specific cell types. tDCS-induced

electrical fields may increase, decrease or have no effects on neuronal firing

rates. Neuronal-derived metabolites directly or indirectly activate endothelial

cells (black arrows), inducing vasodilatation. Potential direct effects of tDCS on

glial, endothelial cells, and pericytes are indicated (red arrows). NO, nitric

oxide; VEGF, vascular endothelial growth factor; EET’s, epoxyeicosatrienoic

acids; 20-HETE’s, 20-hydroxyeicosatetraeonic acids.
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Direct effects of electric stimulation on neurons in vitro
include alignment of neurites perpendicular to the electric field,
increased growth and migration (Pan and Borgens, 2012). In
mouse coronal slices, a role for electrical stimulation-induced
synaptic plasticity was demonstrated, an effect that may under-
lie implications of tDCS on motor learning (Fritsch et al., 2010).
Results obtained in rat brain slices suggested that electrical stim-
ulation modulates long term potentiation in a polarity-specific
manner supporting a regulatory role of tDCS on synaptic plastic-
ity (Ranieri et al., 2012).

Described effects of electrical stimulation on astrocytes in vitro
include changes in metabolism depending on field polarization
and applied voltage (Huang et al., 1997), as well as migration
and perpendicular alignment (Pelletier et al., 2014). A theoretical
analysis concluded that tDCS has the potential to directly stim-
ulate glial cells since the tDCS-induced changes in membrane
potential are similar to the changes induced in astrocytes during
neuronal activation (Ruohonen and Karhu, 2012).

The effects of electric stimulation on endothelial cells in vitro
include the alignment perpendicular to the direction of the elec-
trical field, migration, and elongation (Zhao et al., 2012). These
effects are associated with increases in VEGF production, sug-
gesting that electrical stimulation may modulate angiogenesis
(Zhao et al., 2012). Conversely, the data from brain slices, includ-
ing effects on synaptic plasticity (Fritsch et al., 2010) are obtained
in the absence of circulation, which may indicate that there is no
endothelial contribution to the neuronal effects of electric stim-
ulation. However, endothelial cells in culture exposed to a low
physiological electrical field (3.3mV/mm) showed increased NO
production (Trivedi et al., 2013), suggesting a direct route by
which electric stimulation may increase brain perfusion. Mod-
eling of the electric properties of the brain suggests that the elec-
tric field generated during tDCS in humans is around 1mV/mm
(Neuling et al., 2012) indicating that endothelial cell-dependent
responses may be triggered during tDCS.

The proposed role of pericytes in the neurovascular unit
suggests that pericytes may transduce signals from neurons to
endothelial cells (Hall et al., 2014). Thus, during neuronal acti-
vation glutamate release produces prostaglandin E2 which in
turn will induce capillaries vasodilatation by activating K+ cur-
rents in pericytes. These are excitable cells and a direct effect
of tDCS on pericyte’s membrane potential may hyperpolarize
it and induce vasodilatory signals. Whether pericyte-mediated
responses to tDCS are playing a role in the tDCS effects remains
to be elucidated.

Although general agreement has been observed between ani-
mal and human studies (Bennabi et al., 2014), it is necessary to
note that stimulating parameters used in animal in vivo and in
in vitro protocols are higher than those used in humans where a
maximum current density of∼0.28 A/m2 is used (Im et al., 2012).
In contrast a maximum safe stimulation in rats was reported at
142.9 A/m2 (Liebetanz et al., 2009).

tDCS and Augmentation of Brain Function

In humans, evidences indicate the potential of tDCS to increase
cognitive, motor and memory function. For example, tDCS may

enhance gesture comprehension by improving gesture and lan-
guage integration (Cohen-Maximov et al., 2014), a result espe-
cially relevant in cases of autism where patients have difficulties
processing symbolic gestures (Baron-Cohen, 1988). Anodal tDCS
administered repeatedly facilitates language (Meinzer et al., 2014)
and motor skill learning (Zimerman et al., 2013). tDCS has also
been shown to produce long-lasting effects on number process-
ing (Cohen Kadosh et al., 2010) and there is increasing interest
in the applicability of tDCS for memory enhancement (Bennabi
et al., 2014).

However, not all tDCS studies have observed positive
effects. Thus, the rate of motor sequence learning is increased
by anodal tDCS and decreased by cathodal stimulation,
whereas tDCS applied prior to the motor task slowed learn-
ing (Stagg et al., 2011). Also cerebellar tDCS has been
shown to impair practice-dependent improvement in a work-
ing memory task (Ferrucci et al., 2008), whereas tDCS
applied to pre-frontal cortex disrupts sensory-motor training
(Filmer et al., 2013). Clearly, the research describing the effi-
cacy of tDCS for motor and cognitive improvement is still
inconclusive.

Brain blood flow responses to specific tasks may involve cor-
tical and subcortical structures, as seen in the attention-derived
effects on flow in both the visual cortex and the lateral geniculate
nucleus (O’Connor et al., 2002). Thus, it is relevant to point out
that tDCSmay also modulate blood flow in subcortical structures
(Lang et al., 2005; Nonnekes et al., 2014) demonstrating broader
effects of tDCS on CBF.

Recent technical developments applying tDCS simultaneously
with electroencephalography and brain blood flow measure-
ments (Dutta et al., 2015) will help to integrate tDCS with mod-
ulation of vascular function and ultimately changes in human
behavior.

Perspectives and Future Directions

In order to expand direct therapeutic applicability, tDCS needs
to overcome the challenges related to inter- and intra-subject
variability and parameters of stimulation impacting neuroplas-
ticity (i.e., short vs. long term stimulation), among others. Simul-
taneous determination of vascular signals and cognitive per-
formance during tDCS will help to integrate electrical stimu-
lation with vascular functioning and changes in behavior. The
relationships between neuronal and vascular effects are com-
plex and it is proven difficult to differentiate between the
effects of electrical stimulation on those two tissues, it is how-
ever conceivable that in addition to the vascular effects of
neuronal-derived metabolites, direct effects of tDCS on non-
neuronal cells especially glial and endothelial cells modulate brain
perfusion. Thus, a deeper understanding of the effects tDCS
have on non-neuronal members of the neurovascular unit is
essential.

Acknowledgments

The author thanks Anne Jeffers for language revision of the
article.

Frontiers in Systems Neuroscience | www.frontiersin.org March 2015 | Volume 9 | Article 54

151

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive


Pulgar Electrical stimulation of brain blood flow

References

Baron-Cohen, S. (1988). Social and pragmatic deficits in autism: cognitive or

affective? J. Autism Dev. Disord. 18, 379–402. doi: 10.1007/BF02212194

Bennabi, D., Pedron, S., Haffen, E., Monnin, J., Peterschmitt, Y., and Van Waes,

V. (2014). Transcranial direct current stimulation for memory enhancement:

from clinical research to animal models. Front. Syst. Neurosci. 8:159. doi:

10.3389/fnsys.2014.00159

Bindman, L. J., Lippold, O. C. J., and Redfearn, J. W. T. (1964). The action of brief

polarizing currents on the cerebral cortex of the rat (1) during current flow and

(2) in the production of long-lasting after-effects. J. Physiol. 172, 369–382. doi:

10.1113/jphysiol.1964.sp007425

Cohen Kadosh, R., Soskic, S., Iuculano, T., Kanai, R., andWalsh, V. (2010). Modu-

lating neuronal activity produces specific and long-lasting changes in numerical

competence. Curr. Biol. 20, 2016–2020. doi: 10.1016/j.cub.2010.10.007

Cohen-Maximov, T., Avirame, K., Flõel, A., and Lavidor, M. (2014). Modu-

lation of gestural-verbal semantic integration by tDCS. Brain Stimul. doi:

10.1016/j.brs.2014.12.001. [Epub ahead of print]

Daneman, R., and Prat, A. (2015). The Blood-Brain Barrier. Cold Spring Harb.

Perspect. Biol. 7:a020412. doi: 10.1101/cshperspect.a020412

DaSilva, A. F., Volz, M. S., Bikson, M., and Fregni, F. (2011). Electrode positioning

and montage in transcranial direct current stimulation. J. Vis. Exp. 51:e2744.

doi: 10.3791/2744

Dreier, J. P. (2011). The role of spreading depression, spreading depolarization

and spreading ischemia in neurological disease. Nat. Med. 17, 439–447. doi:

10.1038/nm.2333

Dutta, A., Jacob, A., Chowdhury, S., Das, A., and Nitsche, M. (2015). EEG-

NIRS based assessment of neurovascular coupling during anodal transcranial

direct current stimulation - a stroke case series. J. Med. Syst. 39, 1–9. doi:

10.1007/s10916-015-0205-7

Farkas, E., and Luiten, P. G. M. (2001). Cerebral microvascular pathology in aging

and Alzheimer’s disease. Prog. Neurobiol. 64, 575–611. doi: 10.1016/S0301-

0082(00)00068-X

Ferrucci, R., Marceglia, S., Vergari, M., Cogiamanian, F., Mrakic-Sposta, S.,

Mameli, F., et al. (2008). Cerebellar transcranial direct current stimulation

impairs the practice-dependent proficiency increase in working memory.

J. Cogn. Neurosci. 20, 1687–1697. doi: 10.1162/jocn.2008.20112

Filmer, H. L., Dux, P. E., and Mattingley, J. B. (2014). Applications of transcranial

direct current stimulation for understanding brain function. Trends Neurosci.

37, 742–753. doi: 10.1016/j.tins.2014.08.003

Filmer, H. L., Mattingley, J. B., Marois, R., and Dux, P. E. (2013). Disrupting

prefrontal cortex prevents performance gains from sensory-motor training.

J. Neurosci. 33, 18654–18660. doi: 10.1523/JNEUROSCI.2019-13.2013

Fritsch, B., Reis, J., Martinowich, K., Schambra, H. M., Ji, Y., Cohen, L. G., et al.

(2010). Direct current stimulation promotes BDNF-dependent synaptic plas-

ticity: potential implications for motor learning. Neuron 66, 198–204. doi:

10.1016/j.neuron.2010.03.035

Gorelick, P. B., Scuteri, A., Black, S. E., DeCarli, C., Greenberg, S. M.,

Iadecola, C., et al. (2011). Vascular contributions to cognitive impairment

and dementia: a statement for healthcare professionals from the American

Heart Association/American Stroke Association. Stroke 42, 2672–2713. doi:

10.1161/STR.0b013e3182299496

Hall, C. N., Reynell, C., Gesslein, B., Hamilton, N. B., Mishra, A., Sutherland, B.

A., et al. (2014). Capillary pericytes regulate cerebral blood flow in health and

disease. Nature 508, 55–60. doi: 10.1038/nature13165

Hamel, E. (2006). Perivascular nerves and the regulation of cerebrovascular tone.

J. Appl. Physiol. 100, 1059–1064. doi: 10.1152/japplphysiol.00954.2005

Hamilton, N. B., Attwell, D., and Hall, C. N. (2010). Pericyte-mediated regulation

of capillary diameter: a component of neurovascular coupling in health and

disease. Front. Neuroenergetics 2:5. doi: 10.3389/fnene.2010.00005

Han, C. H., Song, H., Kang, Y. G., Kim, B. M., and Im, C. H. (2014). Hemodynamic

responses in rat brain during transcranial direct current stimulation: a func-

tional near-infrared spectroscopy study. Biomed. Opt. Express 13, 1812–1821.

doi: 10.1364/BOE.5.001812

Heistad, D., and Kontos, H. (1983). Handbook of Physiology: The Cardiovascular

System III. Bethesda, MD: American Physiological Society.

Hossmann, K. A. (1994). Viability thresholds and the penumbra of focal ischemia.

Ann. Neurol. 36, 557–565. doi: 10.1002/ana.410360404

Huang, R., Peng, L., and Hertz, L. (1997). Effects of a low-voltage static electric

field on energy metabolism in astrocytes. Bioelectromagnetics 18, 77–80. doi:

10.1002/(SICI)1521-186X(1997)18:1<77::AID-BEM11>3.0.CO;2-N

Iadecola, C. (2004). Neurovascular regulation in the normal brain and in

Alzheimer’s disease. Nat. Rev. Neurosci. 5, 347–360. doi: 10.1038/nrn1387

Iadecola, C., Yang, G., Ebner, T., and Chen, G. (1997). Local and propagated vascu-

lar responses evoked by focal synaptic activity in cerebellar cortex.Neurophysiol

78, 651–659.

Iliff, J. J., Wang, M., Liao, Y., Plogg, B. A., Peng, W., Gundersen, G. A., et al. (2012).

A paravascular pathway facilitates CSF flow through the brain parenchyma

and the clearance of interstitial solutes, including amyloid β. Sci. Transl. Med.

4:147ra111. doi: 10.1126/scitranslmed.3003748

Im, C. H., Park, J. H., Shim, M., Chang, W. H., and Kim, Y. H. (2012). Evaluation

of local electric fields generated by transcranial direct current stimulation with

an extracephalic reference electrode based on realistic 3D body modeling. Phys.

Med. Biol. 57:2137. doi: 10.1088/0031-9155/57/8/2137

Kutcher, M. E., and Herman, I. M. (2009). The pericyte: cellular reg-

ulator of microvascular blood flow. Microvasc. Res. 77, 235–246. doi:

10.1016/j.mvr.2009.01.007

Lang, N., Siebner, H. R., Ward, N. S., Lee, L., Nitsche, M. A., Paulus, W., et al.

(2005). How does transcranial DC stimulation of the primarymotor cortex alter

regional neuronal activity in the human brain? Eur. J. Neurosci. 22, 495–504.

doi: 10.1111/j.1460-9568.2005.04233.x

Liebetanz, D., Koch, R., Mayenfels, S., König, F., Paulus, W., and Nitsche, M. A.

(2009). Safety limits of cathodal transcranial direct current stimulation in rats.

Clin. Neurophysiol. 120, 1161–1167. doi: 10.1016/j.clinph.2009.01.022

Meinzer, M., Jähnigen, S., Copland, D. A., Darkow, R., Grittner, U., Avirame,

K., et al. (2014). Transcranial direct current stimulation over multiple days

improves learning and maintenance of a novel vocabulary. Cortex 50, 137–147.

doi: 10.1016/j.cortex.2013.07.013

Metea, M. R., and Newman, E. A. (2006). Glial cells dilate and constrict blood ves-

sels: a mechanism of neurovascular coupling. J. Neurosci. 26, 2862–2870. doi:

10.1523/JNEUROSCI.4048-05.2006

Nedergaard, M. (2013). Garbage truck of the brain. Science 340, 1529–1530. doi:

10.1126/science.1240514

Neuling, T., Wagner, S., Wolters, C. H., Zaehle, T., and Herrmann, C. S. (2012).

Finite element model predicts current density distribution for clinical appli-

cations of tDCS and tACS. Front. Psychiatry 3:83. doi: 10.3389/fpsyt.2012.

00083

Nitsche, M. A., Cohen, L. G., Wassermann, E. M., Priori, A., Lang, N., Antal, A.,

et al. (2008). Transcranial direct current stimulation: State of the art 2008. Brain

Stimul. 1, 206–223. doi: 10.1016/j.brs.2008.06.004

Nonnekes, J., Arrogi, A., Munneke, M. A. M., van Asseldonk, E. H. F., Oude

Nijhuis, L. B., Geurts, A. C., et al. (2014). Subcortical structures in humans can

be facilitated by transcranial direct current stimulation. PLoS ONE 9:e107731.

doi: 10.1371/journal.pone.0107731

O’Connor, D. H., Fukui, M. M., Pinsk, M. A., and Kastner, S. (2002). Attention

modulates responses in the human lateral geniculate nucleus. Nat. Neurosci. 5,

1203–1209. doi: 10.1038/nn957

Pan, L., and Borgens, R. B. (2012). Strict perpendicular orientation of neural crest-

derived neurons in vitro is dependent on an extracellular gradient of voltage.

J. Neurosci. Res. 90, 1335–1346. doi: 10.1002/jnr.22809

Pelletier, S. J., Lagacé, M., St-Amour, I., Arsenault, D., Cisbani, G., Chabrat, A.,

et al. (2014). The morphological and molecular changes of brain cells exposed

to direct current electric field stimulation. Int. J. Neuropsychopharmacol. 18.

doi: 10.1093/ijnp/pyu090

Priori, A. (2003). Brain polarization in humans: a reappraisal of an old tool for pro-

longed non-invasive modulation of brain excitability. Clin. Neurophysiol. 114,

589–595. doi: 10.1016/S1388-2457(02)00437-6

Purpura, D. P., and McMurtry, J. G. (1965). Intracellular activities and evoked

potential changes during polarization of motor cortex. J. Neurophysiol. 28,

166–185.

Ranieri, F., Podda, M. V., Riccardi, E., Frisullo, G., Dileone, M., Profice,

P., et al. (2012). Modulation of LTP at rat hippocampal CA3-CA1

synapses by direct current stimulation. J. Neurophysiol. 107, 1868–1880. doi:

10.1152/jn.00319.2011

Ruohonen, J., and Karhu, J. (2012). tDCS possibly stimulates glial cells. Clin.

Neurophysiol. 123, 2006–2009. doi: 10.1016/j.clinph.2012.02.082

Frontiers in Systems Neuroscience | www.frontiersin.org March 2015 | Volume 9 | Article 54

152

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive


Pulgar Electrical stimulation of brain blood flow

Stagg, C. J., Jayaram, G., Pastor, D., Kincses, Z. T., Matthews, P. M., and Johansen-

Berg, H. (2011). Polarity and timing-dependent effects of transcranial direct

current stimulation in explicit motor learning. Neuropsychologia 49, 800–804.

doi: 10.1016/j.neuropsychologia.2011.02.009

Stobart, J. L. L., Lu, L., Anderson, H. D. I., Mori, H., and Anderson, C. M. (2013).

Astrocyte-induced cortical vasodilation is mediated by D-serine and endothe-

lial nitric oxide synthase. Proc. Natl. Acad. Sci. U.S.A. 110, 3149–3154. doi:

10.1073/pnas.1215929110

Trivedi, D. P., Hallock, K. J., and Bergethon, P. R. (2013). Electric fields

caused by blood flow modulate vascular endothelial electrophysiology and

nitric oxide production. Bioelectromagnetics 34, 22–30. doi: 10.1002/bem.

21741

Zhang, F., and Iadecola, C. (1993). Fastigial stimulation increases ischemic blood

flow and reduces brain damage after focal ischemia. J. Cereb. Blood FlowMetab.

13, 1013–1019. doi: 10.1038/jcbfm.1993.127

Zhang, F., Xu, S., and Iadecola, C. (1995). Role of nitric oxide and acetylcholine

in neocortical hyperemia elicited by basal forebrain stimulation: evidence for

an involvement of endothelial nitric oxide. Neuroscience 69, 1195–1204. doi:

10.1016/0306-4522(95)00302-Y

Zhao, Z., Qin, L., Reid, B., Pu, J., Hara, T., and Zhao, M. (2012). Directing migra-

tion of endothelial progenitor cells with applied DC electric fields. Stem Cell

Res. 8, 38–48. doi: 10.1016/j.scr.2011.08.001

Zheng, X., Alsop, D. C., and Schlaug, G. (2011). Effects of transcranial direct cur-

rent stimulation (tDCS) on human regional cerebral blood flow. Neuroimage

58, 26–33. doi: 10.1016/j.neuroimage.2011.06.018

Zimerman, M., Nitsch, M., Giraux, P., Gerloff, C., Cohen, L. G., and Hummel, F.

C. (2013). Neuroenhancement of the aging brain: restoring skill acquisition in

old subjects. Ann. Neurol. 73, 10–15. doi: 10.1002/ana.23761

Zlokovic, B. V. (2008). The blood-brain barrier in health and chronic neurodegen-

erative disorders. Neuron 57, 178–201. doi: 10.1016/j.neuron.2008.01.003

Zonta, M., Angulo, M. C., Gobbo, S., Rosengarten, B., Hossmann, K. A., and Poz-

zan, T., et al. (2003). Neuron-to-astrocyte signaling is central to the dynamic

control of brain microcirculation. Nat. Neurosci. 6, 43–50. doi: 10.1038/nn980

Conflict of Interest Statement: The authors declare that the research was con-

ducted in the absence of any commercial or financial relationships that could be

construed as a potential conflict of interest.

Copyright © 2015 Pulgar. This is an open-access article distributed under the terms of

the Creative Commons Attribution License (CC BY). The use, distribution or repro-

duction in other forums is permitted, provided the original author(s) or licensor are

credited and that the original publication in this journal is cited, in accordance with

accepted academic practice. No use, distribution or reproduction is permitted which

does not comply with these terms.

Frontiers in Systems Neuroscience | www.frontiersin.org March 2015 | Volume 9 | Article 54

153

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive


PERSPECTIVE
published: 10 August 2015

doi: 10.3389/fnsys.2015.00107

Bidirectional interactions between
neuronal and hemodynamic
responses to transcranial direct
current stimulation (tDCS):
challenges for brain-state dependent
tDCS
Anirban Dutta 1,2*

1 INRIA (Sophia Antipolis) – CNRS: UMR5506 – Université Montpellier, Montpellier, France, 2 Laboratoire d’Informatique de
Robotique et de Microélectronique de Montpellier (LIRMM), CNRS: UMR5506 – Université Montpellier, Montpellier, France

Edited by:
Mikhail Lebedev,

Duke University, USA

Reviewed by:
Victor Manuel Pulgar,
Wake Forest School of

Medicine, USA
Armando López-Cuevas,

Center for Research and Advanced
Studies, Mexico

*Correspondence:
Anirban Dutta,

INRIA (Sophia Antipolis) – CNRS:
UMR5506 – Université Montpellier,

Batiment 5 - 860 Rue de Saint Priest,
Montpellier 34095, France

adutta@ieee.org

Received: 02 April 2015
Accepted: 13 July 2015

Published: 10 August 2015

Citation:
Dutta A (2015) Bidirectional

interactions between neuronal and
hemodynamic responses to

transcranial direct current stimulation
(tDCS): challenges for brain-state

dependent tDCS.
Front. Syst. Neurosci. 9:107.

doi: 10.3389/fnsys.2015.00107

Transcranial direct current stimulation (tDCS) has been shown to modulate cortical
neural activity. During neural activity, the electric currents from excitable membranes of
brain tissue superimpose in the extracellular medium and generate a potential at scalp,
which is referred as the electroencephalogram (EEG). Respective neural activity (energy
demand) has been shown to be closely related, spatially and temporally, to cerebral
blood flow (CBF) that supplies glucose (energy supply) via neurovascular coupling.
The hemodynamic response can be captured by near-infrared spectroscopy (NIRS),
which enables continuous monitoring of cerebral oxygenation and blood volume. This
neurovascular coupling phenomenon led to the concept of neurovascular unit (NVU)
that consists of the endothelium, glia, neurons, pericytes, and the basal lamina. Here,
recent works suggest NVU as an integrated system working in concert using feedback
mechanisms to enable proper brain homeostasis and function where the challenge
remains in capturing these mostly nonlinear spatiotemporal interactions within NVU for
brain-state dependent tDCS. In principal accordance, we propose EEG-NIRS-based
whole-head monitoring of tDCS-induced neuronal and hemodynamic alterations during
tDCS.

Keywords: transcranial direct current stimulation, electroencephalogram, near-infrared spectroscopy,
hemo-neural hypothesis, neurovascular coupling

Challenges in Clinical Translation of Transcranial Brain
Stimulation—An Introduction

Transcranial direct current stimulation (tDCS)—an electrically based intervention directed
at the central nervous system level—is a promising tool to alter cortical excitability and
facilitate neuroplasticity (Nitsche and Paulus, 2011). However, inter-subject variability
and intra-subject reliability currently limits clinical translation (Horvath et al., 2014).
Indeed, a recent meta-analysis showed that the treatment effects of transcranial brain
stimulation in patients with stroke are rather inconsistent across studies and the evidence for
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therapeutic efficacy is still uncertain (Raffin and Siebner, 2014).
Here, it may be possible to reduce inter-subject variability
and improve intra-subject reliability using simultaneous
neuroimaging that can objectively quantify the individual
brain-state before and during tDCS. Non-invasive neuroimaging
techniques that have previously been combined with tDCS
include electrophysiological, e.g., electroencephalogram (EEG;
Schestatsky et al., 2013) and hemodynamic, e.g., functional
magnetic resonance imaging (fMRI; Meinzer et al., 2014) and
near-infrared spectroscopy (NIRS; McKendrick et al., 2015)
approaches. Here, NIRS presents several advantages relative to
fMRI, such as measurement of concentration changes in both
oxygenated (HbO2) and deoxygenated (HHb) hemoglobin,
finer temporal resolution, ease of administration and relative
insensitivity to movement artifacts. Although fMRI has become
the benchmark for in vivo imaging of the human brain, in
practice, NIRS and EEG are more convenient and less expensive
technology than fMRI for simultaneous neuroimaging for
brain-state dependent tDCS. However, the challenge remains
in modeling whole-head spatiotemporal coupling of neuronal
and hemodynamic alterations induced by tDCS where such
brain-state dependent tDCS need not only to consider the
brain as a dynamical system but also need to consider that its
parameters will be inter-individually heterogeneous, dependent
on brain injury (and maladaptive plasticity, e.g., reactive gliosis,
Buffo et al., 2008), task characteristics (e.g., attention issues) and
other factors (Raffin and Siebner, 2014).

Biophysical Models for Capturing
Hemodynamic Alterations Induced by
tDCS

Neural activity has been shown to be closely related, spatially
and temporally, to cerebral blood flow (CBF) that supplies
glucose via neurovascular coupling (Girouard and Iadecola,
2006). The hemodynamic response to neural activity can be
captured by NIRS, which enables continuous monitoring of
cerebral oxygenation and blood volume (Siesler et al., 2008).
The regulation of CBF and its spatiotemporal dynamics may
be probed with short-duration anodal tDCS which challenges
the system with a vasoactive stimulus in order to observe
the system response. Based on prior works (Nitsche and
Paulus, 2000; Dutta et al., 2015), such short-duration (<1 min)
anodal tDCS is postulated to cause no aftereffects and may be
used to probe neurovascular coupling (and neurovascular unit,
NVU; Jindal et al., 2015b). Here, CBF is increased in brain
regions with enhanced neural activity via metabolic coupling
mechanisms (Attwell et al., 2010) while cerebral autoregulation
mechanisms ensure that the blood flow is maintained during
changes of perfusion pressure (Lucas et al., 2010). During
such a short-duration anodal tDCS experiment, cerebrovascular
reactivity (CVR) can be measured as the change in CBF per
unit change in relation to anodal tDCS intensity. Moreover,
the rate of change of hemodynamic responses to same tDCS
intensity may explain inter-individual differences in tDCS after-
effects (Han et al., 2014). Also, phenomological model for
metabolic coupling mechanisms (Attwell et al., 2010) can be

used to capture CVR that represents the capacity of blood
vessels to dilate during anodal tDCS due to neuronal activity-
related increased demands of oxygen (Dutta et al., 2013).
Here, CVR reflects the capacity of blood vessels to dilate, and
is an important marker for brain vascular reserve (Markus
and Cullinane, 2001). Indeed pressure–perfusion–cognition
relationships may be monitored with the brain vascular reserve
(Novak, 2012) where the CVR distributes CBF toward the brain
areas in need of increased perfusion due to enhanced neural
activity.

Prior work has shown a significant correlation between
tDCS current strength and increase in regional CBF in the on-
period relative to the pre-stimulation baseline (Zheng et al.,
2011). We investigated regional CVR during anodal tDCS by
adapting an arteriolar compliance model of the CBF response
to a neural stimulus (Behzadi and Liu, 2005). Regional CVR
was defined as the coupling between changes in CBF and
cerebral metabolic rate of oxygen (CMRO2) during anodal
tDCS-induced local brain activation (Leontiev and Buxton,
2007). The complex path from the tDCS-induced change of the
synaptic transmembrane current, u(t) (only excitatory effects
considered; Molaee-Ardekani et al., 2013) to a change in
the concentration of multiple vasoactive agents (such as NO,
potassium ions, adenosine), represented by a single vascular
flow-inducing vasoactive signal, s, was captured by a first-
order Friston’s model (Friston et al., 2000). Chander and
Chakravarthy (2012) presented a computational model that
studied the effect of metabolic feedback on neuronal activity to
bridge the gap between measured hemodynamic response and
ongoing neural activity. Here, the NVU (see Figure 1) consists
of the endothelium, glia, neurons, pericytes, and the basal lamina
that has been proposed to maintain the homeostasis of the
brain microenvironment (Iadecola, 2004). In this connection,
the role of lactate as a signaling molecule was described
recently (Yang et al., 2014), which supports a (delayed) ‘‘reverse’’
influence in the NVU from the vessel back to neuron via
lactate (Chander and Chakravarthy, 2012). Recently, a detailed
biophysical model of the brain’s metabolic interactions was
presented by Jolivet et al. (2015). This not only supported
the astrocyte-neuron lactate shuttle (ANLS) hypothesis that the
lactate produced in astrocytes (a type of glial cell) can also fuel
neuronal activity but it also provided a quantitative mathematical
description of the metabolic activation in neurons and glial
cells, as well as of the macroscopic measurements obtained
during brain imaging. Indeed, this model captured the pattern
of neurovascular responses observed in rodents in response to
sustained sensory stimulation where CBF only starts to increase
above its baseline ∼0.5–1 s after the onset of stimulation (Jolivet
et al., 2015). We also found such onset effects (called ‘‘initial
dip’’) of anodal tDCS in stroke patients (Dutta et al., 2015).
Moreover, Jolivet et al. (2015) highlighted the neuron-astrocyte
cross-talk during oscillations linked to blood oxygenation levels
(DiNuzzo et al., 2011) where such oscillations also occurred after
anodal tDCS-based perturbation of the neuroglial networks in
our EEG-NIRS stroke study (Dutta et al., 2015). We therefore
postulate that short-duration anodal tDCS can be used to
perturb neuroglial networks in health and disease to probe the
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FIGURE 1 | Illustration of the effects of transcranial direct current
stimulation (tDCS) from simultaneous recording of
electroencephalogram (EEG) and near infra red spectroscopy (NIRS).
The colors on the plot corresponds to the sensors. Here, only one anode and
one cathode is highlighted for tDCS, however, local current steering based on
NIRS-EEG feedback is possible to optimally orient the electric field with multiple
return electrodes (Khadka et al., 2015). Here, neurovascular unit (NVU) consists

of the endothelium, glia, neurons, pericytes, and the basal lamina in which
neurons, astrocytes, and vessels are semi-independent networks operating in
tandem. Neuronal network activity drives functional hyperemia via direct effects
on the blood vessels network as well as indirect effects via the astrocytic
network. Also, the hemodynamics changes can impact neuronal network
activity via direct (diffusible messengers, electromechanical and thermal
interactions) and indirect (via astrocytic network) pathways.

spatiotemporal dynamics of the NVU based on simultaneous
EEG-NIRS neuroimaging (Dutta, 2014; Dutta et al., 2015) and
biophysical model (Jolivet et al., 2015) based analysis.

Neural Mass or Field Models for Capturing
Neuronal Alterations Induced by tDCS

During neural activity, the electric currents from excitable
membranes of brain tissue superimpose at a given location in
the extracellular medium and generate a potential, which is
referred to as the EEG (Nunez and Srinivasan, 2006). Here,
neural mass models (NMM) can provide insights into the
neuromodulatory mechanisms underlying alterations of cortical
activity induced via tDCS (Molaee-Ardekani et al., 2013).
Specifically, the origin of tDCS-induced alterations in the EEG
power spectrum was captured using a thalamocortical NMM
(Dutta and Nitsche, 2013). The NMM for a single cortical
source comprises of four neuronal subpopulations, excitatory
pyramidal neurons (ePN), excitatory interneurons (eIN), slow
inhibitory interneurons (siIN), and fast inhibitory interneurons
(fiIN; Zavaglia et al., 2006). The NMM for the cortical source was
coupled with another representing the thalamus (Sotero et al.,
2007), which comprises of two neuronal subpopulations—an
excitatory thalamocortical (eTCN) and an inhibitory reticular-
thalamic (iRT). The basis of our cortical NMM is the Friston

model (Moran et al., 2007) that emulates the activity of a
cortical area using three neuronal subpopulations, ePN, eIN,
and siIN. A population of ePN (output) cells receives inputs
from inhibitory and excitatory populations of interneurons via
intrinsic connections (intrinsic connections are confined to
the cortical sheet). An extrinsic thalamo–cortico–thalamic loop
consists of eTCN and iRT in the thalamic NMM (Ursino et al.,
2010). Our lumped thalamo–cortico–thalamic network model
can be used to simulate the subject-specific EEG power spectral
density changes during/following tDCS (Dutta and Nitsche,
2013) by modifying the model parameters (e.g., average gain
of synapses, their time constants; Zavaglia et al., 2006). We
found that anodal tDCS enhances activity and excitability of
the excitatory pyramidal neuron at a population level in a non-
specific manner and mu-rhythm desynchronization is generated
(Dutta and Nitsche, 2013). The tDCS effects on the population
kinetics depend on the direction of cortical current flow
determining the relative influence of acute tDCS on the cellular
targets responsible for modulation of synaptic efficacy, which are
primarily somata and axon terminals (Rahman et al., 2013). Basal
and apical dendrites can be concomitantly polarized in opposite
directions, and Layer V pyramidal neurons exhibit the highest
measured somatic sensitivities to subthreshold fields (Rahman
et al., 2013). Therefore, not all neural tissue will be equally
affected by a given stimulation protocol which may distinctly
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affect neuronal populations/neuronal compartments. Indeed,
a recent computational modeling study suggested that tDCS
may induce opposing effects on different types of interneurons
(Molaee-Ardekani et al., 2013). Here, the excitation vs. inhibition
effects (Krause et al., 2013) of tDCS on the population kinetics
can produce a whole spectrum of EEG signals within the
oscillatory regime of a neural mass model (David and Friston,
2003).

There are several prior works that have shown both ‘‘online’’
effects of tDCS on EEG with EEG performed during tDCS as
well as ‘‘offline’’ effects with EEG performed after tDCS. Here,
it is important to separate studies where tDCS is applied during
a rest state (Ardolino et al., 2005; Zaehle et al., 2011; Spitoni
et al., 2013) or an active task state (Matsumoto et al., 2010;
Mangia et al., 2014). We computationally found (Dutta and
Nitsche, 2013) in concordance with the experimental results
of Matsumoto et al. (2010) that tDCS effects on mu-rhythm
desynchronization depend on the direction of cortical current
flow determining the relative influence of acute tDCS on the
cellular targets. Matsumoto et al. (2010) found that tDCS applied
over the left primary motor area for 10 min at 1 mA with
a 35 cm2 electrode influenced event-related desynchronization
(ERD) during right hand grasping where the mu ERD increased
after anodal tDCS and decreased after cathodal tDCS. Here,
not only the ‘‘local’’ effects but the ‘‘distant’’ effects of tDCS
are also relevant where Polanía et al. (2012) reported that
the functional connectivity patterns significantly increased after
anodal tDCS (i.e., ‘‘offline’’ effects) over the primary motor
cortex where tDCSmodulated functional connectivity of cortico-
striatal and thalamo-cortical circuits. Notturno et al. (2014)
showed spatial diffusion of anodal tDCS (during a motor task)
effects where an increment of low alpha band power over
the course of pre- and post-stimulation recording sessions was
found during motor task that was localized in the sensorimotor
and parieto-occipital regions. Indeed, not only the ‘‘offline’’
effects, but changes in functional connectivity patterns may
start evolving during tDCS (i.e., ‘‘online’’ effects) as shown
by our modeling study (Dutta and Nitsche, 2013). tDCS/EEG
co-registration studies have shown that anodal tDCS mostly
modulate spontaneous cortical activity in the alpha band where
alpha-rhythm states have a significant effect on perceptual
learning (Sigala et al., 2014). In fact, more than 60% of the
observed inter-subject variability in perceptual learning can be
ascribed to ongoing alpha activity where Sigala et al. (2014)
highlighted the need for multidisciplinary approaches combining
assessment of behavior and multi-scale neuronal activity, active
modulation of ongoing brain states and computational modeling
to reveal the mathematical principles of the complex neuronal
interactions. We therefore postulate that concurrent EEG-
NIRS-based neuroimaging of the short-duration tDCS-induced
modulation can be analyzed by combining a biophysical model
(Jolivet et al., 2015) of the NVU with the computational
model (neural mass or field model) of multi-scale neuronal
activity of the whole brain (Sigala et al., 2014) to capture
the spatiotemporal dynamics of the interactions between the
neuronal and hemodynamic responses in health and disease.
Here, the challenges remain in ensuring the observability of

the NVU with intelligent placement of EEG-NIRS sensors
since presence of symmetry in the nonlinear network of NVU
(see Figure 1) may decrease observability (although networks
containing only rotational symmetries remain observable;
Whalen et al., 2015).

Bidirectional Interactions Between
Neuronal and Hemodynamic Responses to
tDCS—A Discussion

In our prior work (Dutta et al., 2015), we found an initial
dip in the oxy-hemoglobin concentration and concomitant
increase in the mean power spectral density within lower
(<12 Hz) EEG frequency band. It was postulated that the
immediate need to fuel neuronal energy recovery was via the
lactate shuttle (Pellerin and Magistretti, 1994) where blood
glucose supply has a longer delay (Gruetter et al., 1996). A
detailed biophysical model of the brain’s metabolic interactions
by Jolivet et al. (2015) also supported the ANLS hypothesis.
Moreover, recent works showed that lactate can modulate
the activity of primary cortical neurons through a receptor-
mediated pathway (Bozzo et al., 2013) and vasomotion rhythms
can influence neural firing patterns (Nikulin et al., 2014).
Also, lactate promotes plasticity gene expression by potentiating
NMDA signaling in neurons, and the action of lactate is
mediated by the modulation of NMDA receptor activity (Yang
et al., 2014). These dynamic ANLS interactions leave us to
question its role in tDCS facilitated neuroplasticity and learning
(Suzuki et al., 2011). Also, the spatiotemporal dynamics of
the millisecond-to-second-range direct (diffusible messengers,
electromechanical and thermal interactions) and seconds-to-
tens-of-seconds-range indirect interaction in the NVU following
tDCS, i.e., the hemo-neural hypothesis (Moore and Cao, 2008),
may at least partially explain the time course of the induction
of homeostatic plasticity generated by repeated tDCS of the
human motor cortex (Fricke et al., 2011). Fricke et al. (2011)
hypothesized a role of L-type voltage-gated Ca2+ channels (L-
VGCC) in short-term homeostatic plasticity, since tDCS has
been shown to induce a long-lasting disturbance of Ca2+

homeostasis (Islam et al., 1995) and induce calcium-dependent
plasticity (Nitsche et al., 2003). Here, the glial network may have
an important role (i.e., spatial buffering) in regulating neural
activity by distributing ions (Halnes et al., 2013) in seconds-
to-tens-of-seconds-range where an influence of long-lasting
disturbance of Ca2+ homeostasis via tDCS on the myogenic
and the metabolic control of cerebral circulation cannot be
excluded. In fact, astrocytes, a sub-type of glia in the central
nervous system, can integrate a large number of synapses and
can respond to neuronal activity via neurotransmitter-evoked
activation of astrocytic receptors (Araque et al., 2001). Indeed,
neuronal activity can mobilize internal calcium in astrocytes
and the calcium wave in different spatial–temporal dimensions
can result in a higher level of brain integration (Volterra
et al., 2014) where the evidence for tDCS-induced large scale
changes in brain synchronization and topological functional
organization has been shown after acute stimulation (Polanía
et al., 2011).
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Based on these prior works, we recently proposed EEG-
NIRS-based monitoring of neurovascular coupling functionality
under perturbation with tDCS (Jindal et al., 2015b). Here,
neuronal and hemodynamic responses measured with EEG-
NIRS neuroimaging can be represented abstractly as the system
response of the NVU to tDCS perturbation (see Figure 1)
where presence of symmetry in the nonlinear network of
NVU (see Figure 1) may decrease observability (Whalen et al.,
2015). Since no real-world network has exact symmetries so
with intelligent placement of EEG-NIRS sensors (e.g., to avoid
systemic interference; Sood et al., 2015) along with system
identification and parameter estimation techniques, it may be
possible to track the spatiotemporal change of the states of
the NVU. This observer model can then be used to drive
multi-electrode tDCS (Dmochowski et al., 2011) for active
spatiotemporal modulation of the brain states (e.g., posterior
alpha-rhythm). Here, we base our discussions on the recent
advances in Kalman filtering approaches to spatiotemporal
nonlinear systems (Schiff and Sauer, 2008) and an understanding
from group representation theory in controller or observer
design by obtaining a modal decomposition into decoupled
controllable and uncontrollable (observable and unobservable)
subspaces (Whalen et al., 2015). Specifically, Schiff and Sauer
(2008) showed the feasibility of unscented Kalman filter (UKF)
for recursive estimation of system state for nonlinear systems,
including unobserved variables and parameter tracking, in a
spatiotemporal model of cortex where such a nonlinear system
is controllable using an adaptive feedback electrical field. Here,
discretization of the whole-brain detailed biophysical model
of NVU (Jolivet et al., 2015), for example with Galerkin
methods that are used quite robustly in fluid dynamics, will
be necessary where each discrete element corresponds to
a volume of tissue imaged as well as stimulated with the
EEG-NIRS/tDCS unit (see Figure 1). As an alternative to a
fundamental NVU model (Jolivet et al., 2015) for the volume
of tissue imaged and stimulated with EEG-NIRS/tDCS unit, we
tried (Dutta et al., 2015) to find an empirical model where
we performed empirical mode decomposition (EMD) and the
Hilbert spectrum (Huang et al., 1998) to model the system
dynamics and found a negative cross-correlation between one
of the intrinsic mode function (IMF) of the HbO2 time-series
and log-transformed mean-power time-course of EEG primarily
within 0.5–11.25 Hz frequency band (i.e., one of the EEG
IMFs). In principal accordance, for whole-head monitoring, we
propose independent component analysis (ICA) to transform
multi-channel EEG-NIRS/tDCS unit imaging data to a spatially
transformed ‘‘virtual channel’’ (i.e., a spatial filter; Jung et al.,
2001). Then, the ‘‘virtual channel’’ activity (e.g., posterior alpha
band activity) can be subjected to EMD (i.e., a temporal
filter) to reduce the dimension of the observable dynamics
(i.e., further observer model reduction) before developing the
Kalman filter observer (Schiff and Sauer, 2008) using the IMFs.
For EEG-NIRS-based monitoring of NVU under perturbation
with tDCS, as shown in the Figure 2, the NVU dynamics
is captured by the function F and the IMF observations
by the function W. The UKF approach should match the
nonlinear IMF dynamics up to the second order statistics where

FIGURE 2 | State modulation of the NVU with (tDCS) to facilitate a
brain state, e.g., spatiotemporal alpha-rhythm state. F is the function to
capture NVU system, W is the function to capture observations, ICA is
independent component (IC) analysis is a linear decomposition method to
transform EEG—NIRS data collected at single scalp channels to a spatially
transformed “virtual channel” (i.e., a spatial filter on multi-channel EEG-NIRS
data), empirical mode decomposition (EMD) is empirical model decomposition
of the “virtual channel” observations that provide intrinsic mode functions (IMF)
for proportional control (gain is G) of individual “virtual channel” activity or IC
(e.g., posterior alpha band activity) with tDCS.

the feasibility remains to be tested experimentally in future
studies. Furthermore, it may be possible to use the Kalman
observer to calculate proportional control (see Figure 2) of
the brain-state (e.g., cortical excitability; Jindal et al., 2015a)
with tDCS. Here, intelligent placement of EEG-NIRS sensors
and tDCS effectors is necessary to ensure observability and
controllability (Whalen et al., 2015) where Whalen et al. (2015)
suggested in general that more direct incoming connections
into an observed node lead to higher observability and more
direct outgoing connections from a controlled node lead
to higher controllability. Furthermore, controllability may be
enhanced with multi-modal non-invasive brain stimulation
(NIBS), e.g., with direct electrical stimulation (Pulgar, 2015) and
photobiostimulation (Gonzalez-Lima and Barrett, 2014), which
needs to be investigated.

Towards such brain-state dependent tDCS, the challenges
include the nature of observability and controllability
in whole-brain complex NVU networks as well as the
subtleties of the tDCS interaction with the whole-brain NVU
(e.g., based on heterogeneous geometrical characteristics,
Molaee-Ardekani et al., 2013) that can also have multi-
timescale cross-talk and resulting complex non-linear
dynamics (Jolivet et al., 2015) where the spatiotemporal
observability and controllability remains to be verified in future
studies.
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Discovering that transcranial infrared laser
stimulation produces beneficial effects
on frontal cortex functions such as sus-
tained attention, working memory, and
affective state has been groundbreaking.
Transcranial laser stimulation with low-
power density (mW/cm2) and high-energy
density (J/cm2) monochromatic light
in the near-infrared wavelengths modu-
lates brain functions and may produce
neurotherapeutic effects in a nondestruc-
tive and non-thermal manner (Lampl,
2007; Hashmi et al., 2010). Barrett and
Gonzalez-Lima (2013) provided the first
controlled study showing that transcra-
nial laser stimulation improves human
cognitive and emotional brain functions.
But for the field of low-level light/laser
therapy (LLLT), development of a model
of how luminous energy from red-to-
near-infrared wavelengths modulates
bioenergetics began with in vitro and
in vivo discoveries in the last 40 years.
Previous LLLT reviews have provided
extensive background about historical
developments, principles and applica-
tions (Rojas and Gonzalez-Lima, 2011,
2013; Chung et al., 2012). The purpose
of this paper is to provide an update on
LLLT’s neurochemical mechanisms sup-
porting transcranial laser stimulation for
cognitive-enhancing applications. We will
explain first LLLT’s action on brain bioen-
ergetics, briefly describe its bioavailability
and dose-response, and finish with its
beneficial effects on cognitive functions.
Although our focus is on prefrontal-
related cognitive functions, in principle
LLLT should be able to modulate other
brain functions. For example, stimulat-
ing different brain regions should affect

different functions related to sensory and
motor systems.

BRAIN BIOENERGETICS
The way that near-infrared lasers and
light-emitting diodes (LEDs) interact with
brain function is based on bioenergetics,
a mechanism that is fundamentally differ-
ent than that of other brain stimulation
methods such as electric and magnetic
stimulation. LLLT has been found to
modulate the function of neurons in
cell cultures, brain function in animals,
and cognitive and emotional functions
in healthy persons and clinical con-
ditions. Photoneuromodulation involves
the absorption of photons by specific
molecules in neurons that activate bioen-
ergetic signaling pathways after expo-
sure to red-to-near-infrared light. The
600–1150 nm wavelengths allow better tis-
sue penetration by photons because light
is scattered at lower wavelengths and
absorbed by water at higher wavelengths
(Hamblin and Demidova, 2006). Over 25
years ago, it was found that molecules
that absorb LLLT wavelengths are part
of the mitochondrial respiratory enzyme
cytochrome oxidase in different oxida-
tion states (Karu et al., 2005). Thus,
for red-to-near-infrared light, the pri-
mary molecular photoacceptor of photon
energy is cytochrome oxidase (also called
cytochrome c oxidase or cytochrome a-a3)
(Pastore et al., 2000).

Therefore, photon energy absorption
by cytochrome oxidase is well-established
as the primary neurochemical mecha-
nism of action of LLLT in neurons
(Wong-Riley et al., 2005). The more the
enzymatic activity of cytochrome oxidase

increases, the more metabolic energy that
is produced via mitochondrial oxidative
phosphorylation. LLLT supplies the brain
with metabolic energy in a way analo-
gous to the conversion of nutrients into
metabolic energy, but with light instead
of nutrients providing the source for ATP-
based metabolic energy (Mochizuki-Oda
et al., 2002). If an effective near-infrared
light energy dose is supplied, it stim-
ulates brain ATP production (Lapchak
and De Taboada, 2010) and blood flow
(Uozumi et al., 2010), thereby fueling
ATP-dependent membrane ion pumps,
leading to greater membrane stability and
resistance to depolarization, which has
been shown to transiently reduce neu-
ronal excitability (Konstantinovic et al.,
2013). On the other hand, electromagnetic
stimulation directly changes the electrical
excitability of neurons.

A long-lasting effect is achieved by
LLLT’s up-regulating the amount of
cytochrome oxidase, which enhances
neuronal capacity for metabolic energy
production that may be used to sup-
port cognitive brain functions. In mice
and rats, memory has been improved by
LLLT (Michalikova et al., 2008; Rojas
et al., 2012a) and by methylene blue,
a drug that at low doses donates elec-
trons to cytochrome oxidase (Rojas et al.,
2012b). Near-infrared light stimulates
mitochondrial respiration by donating
photons to cytochrome oxidase, because
cytochrome oxidase is the main acceptor
of photons from red-to-near-infrared light
in neurons. By persistently stimulating
cytochrome oxidase activity, transcranial
LLLT induces post-stimulation up-
regulation of the amount of cytochrome
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oxidase in brain mitochondria (Rojas
et al., 2012a). Therefore, LLLT may lead
to the conversion of luminous energy
into metabolic energy (during light
exposure) and to the up-regulation of
the mitochondrial enzymatic machin-
ery to produce more energy (after light
exposure).

BIOAVAILABILITY AND HORMETIC
DOSE-RESPONSE
The most abundant metalloprotein in
nerve tissue is cytochrome oxidase, and
its absorption wavelengths are well cor-
related with its enzymatic activity and
ATP production (Wong-Riley et al., 2005).
High LLLT bioavailability to the brain
in vivo has been shown by inducing
brain cytochrome oxidase activity tran-
scranially, leading to enhanced extinction
memory retention in normal rats (Rojas
et al., 2012a) and improved visual dis-
crimination in rats with impaired reti-
nal mitochondrial function (Rojas et al.,
2008). Our LLLT studies utilized varied
wavelengths (633–1064 nm), daily doses
(1–60 J/cm2), fractionation sessions (1–6),
and power densities (2–250 mW/cm2) that
identified effective LLLT parameters for
rats and humans.

For example, we tested in rats the
effects of different LLLT doses in vivo
on brain cytochrome oxidase activity,
at either 10.9, 21.6, 32.9 J/cm2, or no
LLLT. Treatments were delivered for 20,
40, and 60 min via four 660-nm LED
arrays with a power density of 9 mW/cm2.
One day after the LLLT session, brains
were extracted, frozen, sectioned, and
processed for cytochrome oxidase histo-
chemistry. A 10.9 J/cm2 dose increased
cytochrome oxidase activity by 13.6%.
A 21.6 J/cm2 dose produced a 10.3%
increase. A non-significant cytochrome
oxidase increase of 3% was found after
the highest 32.9 J/cm2dose. Responses of
brain cytochrome oxidase to LLLT in vivo
were characterized by hormesis, with a low
dose being stimulatory, while higher doses
were less effective.

The first demonstration that LLLT
increased oxygen consumption in the rat
prefrontal cortex in vivo was provided by
Rojas et al. (2012a). Oxygen concentration
in the cortex of rats was measured using
fluorescence-quenching during LLLT at
9 mW/cm2 and 660 nm. LLLT induced a

dose-dependent increase in oxygen con-
sumption of 5% after 1 J/cm2 and 16%
after 5 J/cm2. Since oxygen is used to form
water within mitochondria in a reaction
catalyzed by cytochrome oxidase, more
cytochrome oxidase activity should lead to
more oxygen consumption.

LLLT may offer some advantages over
other types of stimulation, because LLLT
non-invasively targets cytochrome oxi-
dase, a key enzyme for energy produc-
tion, with induced expression linked to
energy demand. Hence LLLT is mecha-
nistically specific and non-invasive, while
transcranial magnetic stimulation may be
non-specific, prolonged forehead electrical
stimulation may produce muscle spasms,
and deep brain or vagus nerve stimulations
are invasive.

COGNITIVE AND EMOTIONAL
FUNCTIONS
LLLT via commercial low-power sources
(such as FDA-cleared laser diodes and
LEDs) is a highly promising, afford-
able, non-pharmacological alternative for
improving cognitive function. LLLT deliv-
ers safe doses of light energy that are
sufficiently high to modulate neuronal
functions, but low enough to not result
in any damage (Wong-Riley et al., 2005).
In 2002, the FDA approved LLLT for
pain relief in cases of head and neck
pain, arthritis and carpal tunnel syndrome
(Fulop et al., 2010). LLLT has been used
non-invasively in humans after ischemic
stroke to improve neurological outcome
(Lampl et al., 2007). It also led to improved
recovery and reduced fatigue after exer-
cise (Leal Junior et al., 2010). One LLLT
stimulation session to the forehead, as
reported by Schiffer et al. (2009), pro-
duced a significant antidepressant effect in
depressed patients. No adverse side effects
were found either immediately or at 2
or 4 weeks after LLLT. Thus, these ben-
eficial LLLT treatments have been found
to be safe in humans. Even though LLLT
has been regarded as safe and received
FDA approval for pain treatment, the use
of transcranial lasers for cognitive aug-
mentation should be restricted to research
until further controlled studies support
this application for clinical use.

We used transcranial laser stimulation
to the forehead in a placebo-controlled,
randomized study, to influence cognitive

tasks related to the prefrontal cor-
tex, including a psychomotor vigilance
task (PVT) and a delayed match-to-
sample (DMS) memory task (Barrett
and Gonzalez-Lima, 2013). The PVT
assesses sustained attention, with partic-
ipants remaining vigilant during delay
intervals, and pushing a button when a
visual stimulus appears on a monitor.
Our laser stimulation targeted prefrontal
areas which are implicated in the sus-
tained attentional processes of the PVT
(Drummond et al., 2005). Similarly, the
DMS task engages the prefrontal cortex as
part of a network of frontal and parietal
brain regions (Nieder and Miller, 2004).

Healthy volunteers received continuous
wave near-infrared light intersecting
cytochrome oxidase’s absorption spec-
trum, delivered to the forehead using
a 1064 nm low-power laser diode (also
known as “cold laser”), which maximizes
tissue penetration due to its long wave-
length, and has been used in humans
for other indications. The power den-
sity (or irradiance), 250 mW/cm2, as
well as the cumulative energy density (or
fluence), 60 J/cm2, were the same that
showed beneficial psychological effects in
Schiffer et al. (2009). This laser expo-
sure produces negligible heat and no
physical damage at the low power level
used. This laser apparatus is used safely
in a clinical setting by the supplier of
the laser (Cell Gen Therapeutics, HD
Laser Center, Dallas, TX). Reaction time
in the PVT was improved by the laser
treatment, as shown by a significant pre-
post reaction time change relative to
the placebo group. The DMS memory
task also revealed significant enhance-
ments in measures of memory retrieval
latency and number of correct trials, when
comparing the LLLT-treated with the
placebo group (Figure 1). Self-reported
positive and negative affective (emo-
tional) states were also measured using
the PANAS-X questionnaire before and
2 weeks after laser treatment. As com-
pared to the placebo, treated subjects
reported significantly improved affective
states. We suggest that this kind of tran-
scranial laser stimulation may serve as a
non-invasive and efficacious method to
augment cognitive brain functions related
to attention, memory, and emotional
functions.
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FIGURE 1 | Cognitive performance in the delayed match-to-sample

(DMS) memory task was improved after transcranial infrared

stimulation to the right forehead. The DMS task involves presentation of a
visual stimulus (grid pattern) on a screen. Then the stimulus disappears, and
the participant must remember the stimulus through a delay. Then two
choices appear, and the participant must decide which of these two is
identical to the previous stimulus (the “match”). Treated subjects showed
faster memory retrieval (left panel) and increased number of correct trials
(right panel) out of 30 trials when attempting to choose the correct grid

pattern. The function of frontal cortex regions, implicated in the attentional
mode network utilized during this visuospatial memory task, was augmented
by the laser treatment. Compared to baseline, this treatment also increased
by 5% the oxyhemoglobin concentration of the prefrontal cortex as
measured by near-infrared spectroscopy, both during the laser stimulation
and during post-treatment DMS performance (in preparation). The data for
the treated group consisted of n = 10 males and n = 10 females; the control
group also consisted of n = 10 males and n = 10 females. ∗Significant
treatment by pre-post score interaction, p < 0.05.

LLLT’s bioenergetics mechanisms lead-
ing to cognitive augmentation may also
be at play in its neuroprotective effects
(Gonzalez-Lima et al., 2013). LLLT’s
stimulation of mitochondrial respira-
tion should improve cellular function
due to increased metabolic energy, as
well as cellular survival after injury, due
to the antioxidant effects of increases
in cytochrome oxidase and superoxide
dismutase (Rojas et al., 2008).

Laser transmittance of the 1064-nm
wavelength at the forehead LLLT site was
estimated in a post-mortem human spec-
imen, which showed that approximately
2% of the light passed through the frontal
bone. This yielded an absorption coeffi-
cient of a = 0.24, similar to the reported
a = 0.22 transmittance through cranial
bone for this wavelength (Bashkatov and
Genina, 2006). Thus, we estimated that
about 1.2 J/cm2 of the 60 J/cm2 LLLT dose
applied reached the surface of the pre-
frontal cortex. This value is similar to
1 J/cm2, the peak effective LLLT dose in
neuron cultures for increasing cytochrome
oxidase activity (Rojas and Gonzalez-
Lima, 2011).

CONCLUSIONS
Transcranial absorption of photon energy
by cytochrome oxidase, the terminal
enzyme in mitochondrial respiration, is

proposed as the bioenergetic mechanism
of action of LLLT in the brain. Transcranial
LLLT up-regulates cortical cytochrome
oxidase and enhances oxidative phos-
phorylation. LLLT improves prefrontal
cortex-related cognitive functions, such
as sustained attention, extinction mem-
ory, working memory, and affective state.
Transcranial infrared stimulation may
be used efficaciously to support neu-
ronal mitochondrial respiration as a new
non-invasive, cognition-improving inter-
vention in animals and humans. This
fascinating new approach should also be
able to influence other brain functions
depending on the neuroanatomical site
stimulated and the stimulation parameters
used.
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Neuro-enhancement by non-invasive brain stimulation (NIBS) has recently made
considerable progress, triggering discussions regarding future applications to enhance
human performance. We show that neuroscientific research does not aim at improving
brain functions per se. Instead, neuro-enhancement is a research tool that has
great potential to reveal the neural mechanisms underlying perception, cognition,
and behavior. We provide instructive examples that showcase the relevance of
neuro-enhancement by NIBS in neuroscience. Importantly, we argue that the scientific
value of neuro-enhancement critically depends on our understanding of why enhancing
effects occur. This is in contrast to applications of neuro-enhancement in other domains,
where such knowledge may not be required. We conclude that neuro-enhancement as a
therapeutic tool or in healthy people outside of neuroscience should be kept conceptually
distinct, as these are separate domains with entirely different motives for enhancing
human performance. Consequently, the underlying principles that justify the application
of NIBS will be different in each domain and arguments for or against neuro-enhancement
in one domain do not necessarily generalize to other domains.

Keywords: neuro-enhancement, mechanisms of enhancement, non-invasive brain stimulation, transcranial
magnetic stimulation, transcranial current stimulation

The suggestion to “put on your thinking cap” is generally seen
as purely metaphorical. Recent advances of non-invasive brain
stimulation (NIBS) techniques have created the prospect of real
“thinking caps” that might have the potential to improve percep-
tion, cognition, and behavior. Outside the scientific community,
these developments have been often interpreted as reflecting
the ambition to enhance human performance per se, leading
to heated debates on applicability, desirability and morality of
neuro-enhancement. And indeed, people should carefully con-
sider whether, how, and when the application of NIBS to enhance
brain function is appropriate (Farah et al., 2004; Cohen Kadosh
et al., 2012). We here argue that in neuroscientific research,
the enhancement of brain function serves as a means to an
end, that is, it aims at gaining insights into brain function.
The scientific value of neuro-enhancement therefore critically
depends not on the fact that enhancing effects occur, but on our
understanding of why they occur. This is in contrast to applica-
tions of neuro-enhancement in other (non-academic) domains
where such knowledge may be not required. In this article, we
first explain the relevance of neuro-enhancement by NIBS for
neuroscience and showcase how it has produced valuable insights
into how the brain works. Then, we outline the different domains
that neuro-enhancement by NIBS could be considered for. Rather
than making any judgments on the moral or ethical justifications

of neuro-enhancement here, we argue that the debate on such
matters should be held separately for each of these domains. From
this follows that arguments against neuro-enhancement in one
domain do not necessarily apply to other domains.

EFFECTS OF NIBS
The growing popularity of NIBS is due to the fact that induced
brain changes have been shown to be perceptually, cognitively,
and behaviorally relevant. In other words, NIBS can affect every-
thing from low-level vision (Amassian et al., 1989) to attention
(Duecker et al., 2013) to social-economic behavior (Knoch et al.,
2006). The most common NIBS techniques are transcranial mag-
netic stimulation (TMS), transcranial current stimulation (tCS)
with either direct (tDCS) or alternating (tACS) currents, and
transcranial static magnetic stimulation (tSMS). TMS involves
the administration of magnetic pulses to localized brain areas.
The effects of single pulse TMS are short-lasting and can affect
ongoing neuronal processes whereas rhythmic pulse sequences
can yield long-lasting effects on the human brain (see e.g., Hallett,
2007 for a TMS primer). In contrast, tCS is applied over larger
areas of cortex to send an electrical current through brain matter
(see e.g., Paulus, 2011a for a tCS primer). Finally, tSMS exposes
the brain to a static magnetic field by positioning a magnet on the
head (Oliviero et al., 2011; Paulus, 2011b). Simply speaking, these
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techniques produce a combination of excitatory and inhibitory
effects at the neuronal level. The polarization of neurons is
changed and, depending on the stimulation parameters, regional
cortical excitability either increases or decreases. Many different
stimulation protocols have been developed over the years and
it is common practice to label protocols as either inhibitory or
excitatory. It is very tempting to directly relate these effects on
cortical excitability to changes in brain function such that exci-
tatory protocols necessarily lead to neuro-enhancement. How-
ever, this would be an oversimplification. Whether a particular
NIBS protocol will have enhancing or impairing effects on the
perceptual, cognitive, or behavioral level will depend not only
on excitability changes but also on the functional properties and
underlying mechanisms of all brain areas involved, as well as
the interactions between them. This is exactly why both neuro-
disruption and neuro-enhancement effects are scientifically valu-
able; because in the proper theoretical framework they allow us
to begin teasing apart this functional neuronal architecture. Due
to this complexity, we will here not provide an overview of all
available NIBS protocols but will instead present mechanisms
of neuro-enhancement with instructive examples mostly drawn
from the attention literature.

ACCIDENTAL NEURO-ENHANCEMENT
Interestingly, NIBS was initially rarely conceptualized as a neuro-
enhancing method but was instead applied with the aim to
disrupt brain activity. The idea was to reveal a causal structure-
function relationship through a NIBS-induced behavioral deficit,
indicating the functional necessity of the stimulated brain area
for normal task performance (Sack, 2006). Enhancing effects were
very uncommon and their occurrence was rather incidental than
purposefully induced. For example, Walsh et al. (1998) showed
that TMS over hMT+/V5 lead to perceptual enhancements as
reflected by improved performance on a visual search task when
motion was either absent or task-irrelevant. Similarly, improve-
ments in cognitive performance have been found in the context
of picture naming (Mottaghy et al., 1999) and other language-
related processes (Epstein, 1998). As most authors acknowledged,
interpretation of these results was difficult because a theoretical
framework to explain such findings was often lacking.

PURPOSEFUL NEURO-ENHANCEMENT
Once the potential to enhance brain function by NIBS was
recognized, the effects of many different NIBS protocols were
explored and, unsurprisingly, excitatory protocols often led to
improved performance (Coffman et al., 2014; Luber and Lisanby,
2014). This research line has clearly shown that NIBS is capable
of improving various brain functions including perception, atten-
tion, memory, and even acquisition of skills that are highly rele-
vant for everyday life such as numerical abilities (Cohen Kadosh
et al., 2013) and arithmetic (Snowball et al., 2013). In some sense,
this is very similar to the original approach of revealing causal
structure-function relationships outlined above. After all, also
enhancing effects do imply a functional role of the stimulated
brain area in a particular process. However, when the underly-
ing mechanisms that cause an enhancement remain unknown,
enhancement results, as exciting as they may be, can be of limited

scientific value when not followed-up by further investigations.
As will be argued below, NIBS primarily delivers its full potential
when embedded in scientific theory. It then produces strong direct
evidence regarding the mechanisms underlying brain functions.

INTER-HEMISPHERIC COMPETITION REVEALED WITH NIBS
The application of NIBS has been particularly successful in
the context of attention research. Neuroimaging studies had
already produced detailed knowledge regarding the brain net-
works involved in attentional control (Corbetta and Shulman,
2002) but struggled to differentiate between several competing
models that were based on lesion studies in neglect patients
(Kinsbourne, 1977; Heilman and Abell, 1980; Mesulam, 1981).
Because these models were originally developed to explain atten-
tional deficits after brain damage, it was relatively easy to derive
hypotheses regarding the consequences of NIBS on attention in
healthy people. Interestingly, one of these models also predicted
enhancing effects of NIBS, namely Kinsbourne’s (1977) “oppo-
nent processor” model. It stated that each hemisphere has a
natural attention bias to the contralateral side of space. Under
normal conditions, the two hemispheres are kept in balance
due to inter-hemispheric competition. Whenever an imbalance
between the hemispheres occurs, attention will be biased towards
one side of space. In the context of neuro-enhancement, there
are two important aspects to this model. First, in a situation
of inter-hemispheric competition, behavioral enhancement and
impairment are predicted to be two sides of the same coin.
When the overall attention bias is directed towards one hemifield,
processing for stimuli on that side of space will be improved at
the expense of impaired processing for stimuli on the other side
of space. Specifically, any change in excitability of one hemisphere
will always affect its inhibitory influence on the other hemisphere
as well, so that the final imbalance between the hemispheres is
determined by the interaction between them. Second, such an
imbalance can be induced in different ways, either by facilitating
or inhibiting one hemisphere. As already explained above, this
local excitability change then also affects the other hemisphere
where the opposite effect occurs. Thus, this model lends itself
perfectly for being tested with NIBS. Hilgetag et al. (2001) were
among the first to directly test Kinsbourne’s “opponent processor”
model. They applied 1 Hz repetitive TMS over right or left parietal
cortex and assessed performance on a target detection task. As one
might expect with a protocol that decreases cortical excitability,
target detection was impaired in the contralateral hemifield. In
addition, however, they also observed enhanced target detection
in the ipsilateral hemifield, strongly supporting the notion of
inter-hemispheric competition. Importantly, these results make
perfect sense in the light of Kinsbourne’s “opponent processor”
model but would be puzzling and less informative if this model
did not exist. In other words, in and of itself the enhance-
ment of ipsilateral processing was an interesting trivia. But in
the appropriate theoretical framework, the enhancement result
became neuro-scientifically valuable. Similarly, and corroborating
this finding, Dambeck et al. (2006) found a contralateral impair-
ment of target detection with single-pulse TMS over right or left
parietal cortex. Strikingly, when applying TMS over both hemi-
spheres simultaneously, the behavioral effects of unilateral TMS
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disappeared and performance was back to normal because the
balance between hemispheres remained unchanged. Again, this
seemingly paradoxical result is turned into meaningful insights
into the mechanisms underlying attention control when linked
to the appropriate theoretical framework. As pointed out before,
the effects of NIBS are not simply determined by the stimulation
protocol but are also a consequence of the functional architecture
of the brain. In this sense, these findings are extremely valuable
as they can be directly related to competing models of attentional
control.

ENTRAINMENT AND PHASE-COUPLING
Thus far, NIBS-induced changes of cortical excitability have
been conceptualized as rather static effects. However, it is well-
established that rhythmic patterns of neural activity are an
essential aspect of information processing in the brain. In the
context of attention, the power and phase of alpha-band activ-
ity in occipito-parietal regions has repeatedly been related to
attentional/perceptual performance (Jensen and Mazaheri, 2010;
Klimesch, 2012). Alpha power is negatively correlated with per-
ceptual performance (van Dijk et al., 2008) and lateralized when
shifting attention to one hemifield (Händel et al., 2011). It is pos-
sible to “entrain” alpha-band activity in the brain using rhythmic
sensory stimulation (e.g., de Graaf et al., 2013), but also directly
and locally, using non-invasive brain stimulation (e.g., Romei
et al., 2010; Thut et al., 2011), in order to investigate frequency-
dependent modulations of task performance. Romei et al. (2010)
applied a short burst of rhythmic TMS at alpha frequency, or
flanker frequencies (theta or beta), prior to stimulus presentation.
Only for alpha-frequency stimulation, target visibility in the con-
tralateral visual field was reduced, while it was enhanced in the
ipsilateral hemifield. So as above, impairment and enhancement
co-occurred due to inter-hemispheric competition, but this time
in a frequency-dependent way. Recent studies have pushed even
further, demonstrating that not only the frequency of oscillations
but also their phase can be essential for neural processing. Polanía
et al. (2012) used tACS with electrode patches on frontal and
parietal cortex both connected to a third reference electrode on
the vertex. Previously acquired EEG results revealed a 0-degree
phase lag in synchronized activity in the theta band between
frontal and parietal cortex during a working memory task. When
frontal and parietal regions were stimulated with an oscillating
current pattern at a similar frequency, the phase lag between
the frontal and parietal stimulation determined working memory
performance. This highly advanced NIBS protocol yielded a fairly
simple finding: stimulation of the fronto-parietal network in
sync enhanced working memory performance whereas out of
sync stimulation impaired working memory performance. This
has deep and intriguing implications for our understanding of
brain function and, together with the other examples described
above, demonstrates how far NIBS has come as a research tool.
It can produce neuro-enhancing effects, but its scientific power
lies in revealing the neural mechanisms underlying perception,
cognition, and behavior. And the growing complexity of NIBS
approaches enables increasingly meaningful results, increasingly
strong conclusions, and increasingly specific hypotheses about
functional brain architecture.

NEURO-ENHANCEMENT BEYOND NEUROSCIENCE
The overview we presented in this article has focused on neuro-
enhancement as a research tool, mainly taking brain mechanisms
underlying attention as an example, and illustrated how it can
produce valuable insights into the neural mechanisms underlying
human behavior and cognition. We outlined the various forms
neuro-enhancement can take, the various experimental settings
underlying them, and the many valuable neuroscientific insights
one could gleam from it. Importantly, in the neuroscientific
domain neuro-enhancement by NIBS mainly serves its purpose
when embedded in theoretical models of the brain. Enhancing
effects that lack any explanation are of very limited scientific
value and require further attempts to unravel the underlying
mechanisms.

Beyond neuroscience, however, the application of NIBS for
neuro-enhancement is not necessarily motivated by its scientific
value. Instead, enhancing perception, cognition, and behavior
could, for some, be considered a goal in itself irrespective of the
underlying mechanisms that produce such effects. That would be
neuro-enhancement as an endgoal, rather than as a means to
an end. We therefore suggest that the current debate concerning
application of neuro-enhancement should be distinguished for
different domains. Specifically, we propose three domains that
should be kept separate, at least to some extent, namely neuro-
enhancement (a) as a research tool; (b) as a therapeutic tool and
(c) applied in healthy people outside of neuroscience.

Note that we certainly do not argue for a “hands-off ”
approach of scientists to the larger debate on desirability of neuro-
enhancement in general. After all, it is undeniable that clinical or
non-academic applications of neuro-enhancement stem directly
from the efforts in the academic domain. If the science doesn’t
first develop the tool, there is no tool to be applied outside the
scientific setting. What we argue for instead is to have the debate
in all domains, but to keep in mind clearly which domain we are
discussing. We should keep an open mind to the possibility that
the ethical, moral, and practical conclusions that may flow from
the larger neuro-enhancement debate will be different for each of
the three domains. At present, some neuro-enhancing approaches
of NIBS have the potential to be applied as a therapeutic tool in
patients, and results so far are promising (Hummel and Cohen,
2006; Miniussi et al., 2008). Still, most neuro-enhancing effects of
NIBS appear to be of very limited practical relevance in everyday
life. But as the field progresses the possible applications of NIBS
will increase. People may have serious concerns about such possi-
ble future application of NIBS to healthy human brains in schools,
universities, or the workplace. A debate would ensue whether or
not society should desire, or even allow, such practices. Should
companies be allowed to have their employees wear “thinking
caps” to boost performance? Would they even be allowed to
demand it from their workers? These are relevant questions that
should be discussed by laypeople, government, and scientists.
They are extreme examples in a sense, but they allow us to high-
light the key point here, which is that the different domains where
neuro-enhancement is now or in the future applicable should be
considered separately in discussions about neuro-enhancement,
its value, its risks, its desirability, its development and its general
pursuit. Neuroscientists should participate in this discussion,
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contributing their expertise. But laypeople should participate as
well, since law- and policy-makers need to develop rules and reg-
ulations on the basis of both expert opinion and societal support.
But such rules and regulations should, in our view, be specific to
the different domains. If the debate takes shape according to these
lines, we believe that neuro-enhancement can continue to be of
great value for our understanding of the brain, of potential use in
clinical and therapeutic environments, and perhaps in the future
applied responsibly in non-academic settings.
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Overview: Over the last decade, it has
become increasingly clear that cogni-
tive enhancement with noninvasive brain
stimulation (NBS) is a real phenomenon.
Recently, it has been suggested that
such enhancements be viewed within the
framework of a zero-sum game: that the
performance enhancements found with
NBS represent a re-allotment of finite pro-
cessing resources, with the gains in one
situation balanced by costs elsewhere. In
examining the NBS literature, we have
found that about half of reports of NBS
enhancements may have been the result
of resource reallocation, although it is
not clear that a cost can be identified
in each situation. Moreover, the other
half of reports suggest that NBS can
cause not a resource reallocation but an
actual addition of resources available. It
is suggested here that while it is impor-
tant to examine whether costs occur with
NBS, a more helpful framework from
which to understand cognitive enhance-
ments with NBS may be to understand
brains as systems designed to continuously
enhance their own functions and avail-
able resources (through learning, autom-
atizing useful behaviors, etc.), and to view
NBS as a means to augment these ongoing
processes.

In recent years it has been increas-
ingly apparent that cognitive enhance-
ment via noninvasive brain stimulation
(NBS), primarily using magnetic fields
(with transcranial magnetic stimulation:
TMS) and electric currents (e.g., tran-
scranial direct current stimulation: tDCS),
is a real phenomenon. Such enhance-
ments are usually reported as increases in
speed, and/or accuracy in the performance

of various psychological tasks (McKinley
et al., 2012; Luber and Lisanby, 2014).
The mechanisms behind these increases
in performance are still unclear. Recently,
it was suggested that the mechanisms of
enhancement could be thought of within
a zero-sum framework (Brem et al., 2014).

This idea, which was said to be
grounded on the physical principle of con-
servation of energy in closed systems, can
be best expressed using the game theoret-
ical concept of a zero sum game, where
the sum of all gains amongst the players
is zero: in certain games, if someone wins,
someone else must have lost. Brem et al.
extended this concept to neural systems: if
the system is zero-sum, then gains (in the
present case, those achieved via cognitive
enhancement) must be balanced by costs
(losses in function) somewhere else in the
system. To the extent that processing in the
brain can be considered zero-sum, there
are direct and important implications to
any program using NBS- primarily, when
considering cognitive enhancement, one
should look not only for the gains, but
also the losses, and judge the whole with
a cost/benefit analysis.

From a practical and ethical point of
view, Brem et al. (2014) raised an impor-
tant issue: whether, in their search for per-
formance enhancement, researchers may
not be paying enough attention to poten-
tial adverse side effects of NBS, a point
recently made by others as well (Davis
et al., 2013). However, Brem et al. (2014)
was presented as a theoretical framework
for interpreting cognitive enhancement
effects produced using NBS. In this regard,
it should first be mentioned that in no lit-
eral sense can the brain be considered a

closed system as defined within thermo-
dynamics, so whatever “grounding” was
intended by Brem et al. (2014) is at best
an analogy. However, a game theoretical
approach might be applicable in the con-
text of central executive functions. Many
psychological processes exhibit limited
capacity. The iconic examples are selec-
tive attention (going back to the cocktail
party effect: Cherry, 1953) and working
memory (e.g., the magic number 7 ± 2:
Miller, 1956). Human information pro-
cessing theories in the 1960s formulated
such processing using a computer anal-
ogy, with the central executive being like a
CPU. In the 1970s, models using resource
theories (e.g., Kahneman, 1973), some
borrowed from economics (e.g., Navon
and Gopher, 1979) were also used to
explain limited capacity phenomena. The
gist of such modeling is to assume we
have a limited set of processing resources
under control of a central executive pro-
cessor which attempts to deploy these
resources in an optimal manner to max-
imize performance. The limited amount
of computational capacity to achieve this
deployment of resources can be concep-
tualized as processing power. Differential
allotments in resources deployed can be
observed in such phenomena as the speed-
accuracy trade-off (SATO), where higher
accuracy can be achieved by sacrific-
ing greater speed and vice-versa, or in
changes in detection accuracy of visual
targets depending on how spatial atten-
tion is divided or focused in the visual
field.

What might be the consequences of
NBS enhancement of performance on
such a system having a limited capacity
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central processor deploying a finite set
of resources (say for working memory
or attention)? In one report of NBS
enhancement, subjects were to detect small
rectangles appearing to the left or right
visual field, and 1 Hz rTMS (which is
thought to temporarily down-regulate cor-
tical excitability, e.g., Chen et al., 1997)
increased detection accuracy for ipsilat-
eral stimulation- but at a cost of lower
accuracy for items appearing in the con-
tralateral field (Hilgetag et al., 2001). In
another experiment, participants were to
search an array of objects for a target,
defined by some combination of form,
color, and motion features (Walsh et al.,
1998). When V5, a posterior cortical area
central to motion processing, was stim-
ulated with TMS while the visual search
array was presented (disrupting motion
processing), subjects had enhanced reac-
tion times when the target did not include
motion as an essential feature- but at a cost
of slowing performance when it did. These
two studies demonstrate that one can cre-
ate enhanced performance with TMS but
this can come at a cost for other types of
performance.

In a recent review of cognitive enhance-
ment through TMS (Luber and Lisanby,
2014), we termed this sort of phenomenon
“addition-by-subtraction,” and found 26
instances of it in 62 studies report-
ing TMS enhancement effects (a more
generalized discussion of “enhancement
through diminishment” can be found in
Earp et al., 2014). We suggested that
the addition-by-subtraction mechanism
appears to function by disrupting or
inhibiting an inessential or less essential
but competing part of one or more func-
tional brain networks involved in a task,
resulting in temporary network reorgani-
zation. This sort of explanation seems in
agreement with the zero-sum framework
of Brem et al. (2014). However, in many
cases of addition-by-subtraction we enu-
merated it is difficult to identify a cost.
For example, in one visual search task, the
items in the search array look like tilted
“x”s, with the difference between target
and distractors being the direction of the
tilt. There is a natural learned tendency
to identify the items in the array as “x”s
and to mentally correct their tilt to the
canonical orientation of an x, which makes
the search for the item with opposite

tilt less efficient. After many trials, indi-
viduals learn to overcome this tendency
and search more efficiently. On the other
hand, subjects who received 1 Hz rTMS to
parietal cortex before starting this visual
search task are immediately speeded in
their performance, presumably because
the NBS inhibited the overlearned ten-
dency (Oliveri et al., 2010). Temporarily
inhibiting this process so that learning
can take place more quickly hardly seems
like a cost. On the contrary, inhibiting
counterproductive tendencies or processes
to make learning more efficient appears
to be a promising use of NBS. While
NBS did cause a change in how neural
resources were used, it is not clear that
there was a cost in Oliveri et al. (2010),
since what was being temporarily inhib-
ited was a tendency counterproductive to
learning.

As presented by Brem et al. (2014),
within a zero-sum conceptualization
enhancement effects caused by NBS
primarily occur via direct or indirect alter-
ations in allotment of neural resources.
While close to half of the reports of NBS-
caused performance enhancements we
found appeared to be of this sort (although
not all of those entailed what most would
deem a “cost”), more than half did not
fit such a framework (Luber and Lisanby,
2014). In these studies, NBS enhanced
performance with direct application to
a cortical region necessary to processing
of the task. Crucially, the best explana-
tion for these enhancements was not that
NBS caused greater allotment of neu-
ral resources to this region and a loss of
resources elsewhere, but that the stimula-
tion in some way added to the resources
available to process the task. An exam-
ple of this is the proposed mechanism
of stochastic resonance, in which lower
intensities of NBS add enough to neu-
ral activity to push it over threshold for
detection in some instances, enhancing
perceptual sensitivity (Miniussi et al.,
2010).

The zero-sum conception thus makes
sense when the NBS is causing a change in
a limited capacity system to increase pro-
cessing resources in one part of the system
to the detriment of another part. It does
not address a situation in which the NBS
is actually increasing overall resources and
capacity. One useful framework to make

the distinction involves diffusion models
of perceptual decisions, where there are
two primary ways to speed decisions.
First, one could lower the decision cri-
terion, which does create costs and ben-
efits: a speed-accuracy trade-off. On the
other hand, the size of the individual
steps made in the random walk toward
the decision boundaries could be made
larger by increasing the efficiency of the
processing. This increase in processing
resources speeds reaction time, but does
not entail a cost. This latter mechanism
may explain the results when 5 Hz rTMS
was applied to lateral occipital complex
in sleep deprived subjects, dramatically
enhancing reaction time without incur-
ring a cost in accuracy (Luber et al.,
2008).

Beyond acute changes caused by NBS,
which can in some cases act to increase
innate capacity, the great promise for
cognitive enhancement lies in more
permanent improvements, whether in
remediating deficits in neurological or
psychiatric patients or in enhancing the
skills of healthy individuals. Especially in
the latter case, some rudimentary steps
have been made toward developing a
technology that uses NBS to augment
learning. Two manipulations appear to be
of importance to creating long-lasting cog-
nitive enhancement: first, repeated NBS
sessions to generate a cumulative effect
(Thut and Pascual-Leone, 2009), and sec-
ond, stimulating task-relevant cortical
regions while concurrently activating them
with task performance, creating Hebbian
synergies in neurons directly related to
performance (Thickbroom, 2007). For
example, four 1-h sessions of concurrent
TMS/working memory task performance
over the course of 2 days of sleep depri-
vation resulted in complete remediation
of sleep deprivation deficits in working
memory, while subjects receiving sham
TMS had the normal lapsing and reac-
tion time slowing caused by lack of sleep.
This effect lasted at least 18 h beyond the
last TMS session (Luber et al., 2013).
Research in the NBS field is only strug-
gling through crude beginnings, but as
we learn to integrate the optimal pulse
waveforms at the optimal sets of frequen-
cies for the right durations and places at
the best intensities, timed with the appro-
priate cognitive tasks, we may learn to
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dramatically accelerate the learning of
desired skills.

It is in this sense that using a zero-sum
framework in the context of NBS cognitive
enhancement is not particularly appropri-
ate. Yes, it is important to remember that
at any one point in time the capacities of
the brain are finite, just as it is essential to
understand that the order-generating pro-
cesses of living organisms occur against
the background of the increasing entropic
gradient imposed by the second law of
thermodynamics. However, a key element
of nervous system organization is the way
it adapts, remembers and learns at all lev-
els of organization from synapse to cell
assembly to systems of nuclei and corti-
cal regions, over the course of seconds,
minutes, weeks, and ages. The nervous sys-
tem is designed to keep redesigning itself,
to keep enhancing its capabilities. As one
example, much of the brain is organized to
continuously automatize its behaviors, to
free up the limited-capacity executive pro-
cessing system designed to deal with novel
situations. What before took all of that
executive system to deal with later does
not occupy it at all as skills are learned
(think the first time you tried to drive a
car and how effortless it is now). Through
such mechanisms as automatization, the
brain in essence constantly expands its
available resources, despite having a finite
processing capacity and resource reper-
toire at any given instant. Because of
this, perhaps the most appropriate frame-
work to develop NBS cognitive enhance-
ment is within a conceptualization of the
human brain as the enhancement sys-
tem it already is. Using NBS to enhance
cognition is just another way our brains
have found to operate on and improve
themselves, this time by using what they
are learning about themselves to enhance
their operation by direct stimulation from
without.
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The recent development of optogenetics has created an increased demand
for advancing engineering tools for optical modulation of neural circuitry. This
paper details the design, fabrication, integration, and packaging procedures of
a wirelessly-powered, light emitting diode (LED) coupled optrode neural interface
for optogenetic studies. The LED-coupled optrode array employs microscale LED
(µLED) chips and polymer-based microwaveguides to deliver light into multi-
level cortical networks, coupled with microelectrodes to record spontaneous
changes in neural activity. An integrated, implantable, switched-capacitor based
stimulator (SCS) system provides high instantaneous power to the µLEDs
through an inductive link to emit sufficient light and evoke neural activities.
The presented system is mechanically flexible, biocompatible, miniaturized, and
lightweight, suitable for chronic implantation in small freely behaving animals. The
design of this system is scalable and its manufacturing is cost effective through
batch fabrication using microelectromechanical systems (MEMS) technology. It can
be adopted by other groups and customized for specific needs of individual
experiments.

Keywords: optrode array, implantable neural interface, optogenetics, microelectromechanical systems, switched-
capacitor based stimulators, wireless power transfer

Introduction

Optogenetics is an emerging technique that combines optical and genetic tools for light modulation
of neural activity. A key advantage of optogenetics in neuroscience is the ability to excite or
inhibit specific cell types with millisecond precision and rapid reversibility (Boyden et al., 2005;
Zhang et al., 2007; Deisseroth, 2011; Gerits and Vanduffel, 2013; Zalocusky and Deisseroth, 2013).
Recently, neural transfection with substantially red-shifted channelrhodopsin or halorhodopsin
genes has demonstrated the potential for deep transcranial optogenetic excitation and inhibition
non-invasively (Zhang et al., 2008; Lin et al., 2013; Chuong et al., 2014). Recent emphasis on
use of optogenetics has created an increased demand for optical devices targeting delivery of
light not only to the surface, but also into deeper subregions of the brain. Examples of surface
light delivery systems are acousto-optic deflectors (Losavio et al., 2011), digital micro-mirror
devices (DMDs; Arrenberg et al., 2010; Zhu et al., 2012), and computer-generated holograms
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(CGHs; Reutsky-Gefen et al., 2013). To deliver light to
deeper regions of neural tissue, laser- or light-emitting-diode
(LED) coupled optical fibers were initially implanted within
the brain (Aravanis et al., 2007; Han et al., 2009; Zhang
et al., 2010). Recently, more advanced methods, based on
micro-/nanofabrication technologies, have been developed to
increase the spatial resolution of optogenetic light stimulation
of the three-dimensional neural networks of the brain. Such
devices include, multichannel silicon oxynitride waveguide
arrays (Zorzos et al., 2012), arrayed optical fibers (Royer et al.,
2010; Stark et al., 2012), multi-waveguides fabricated on a
single substrate (Zorzos et al., 2010), multipoint-emitting optical
fibers (Pisanello et al., 2014), optrodes (Wang et al., 2012; Wu
et al., 2013), and polymer-based flexible micro-LEDs arrays
(Kim et al., 2013).

Despite the aforementioned development of light delivery
devices, only limited methods currently are available for use
in experiments with freely behaving subjects. These include,
laser- or LED-coupled optical fibers, a polymer-based micro-
LED array (Kim et al., 2013), and a head-mountable LED
system (Iwai et al., 2011). The poor spatial resolution of such
systems limits their functionality, and the tethered optical
fiber greatly restricts the natural behaviors of the subjects.
In addition, since most optogenetic neural probes integrate
rigid silica fibers, their mechanical reliability is compromised
by optoelectronic integration. As a solution to the current
demand for multichannel, bi-directional optogenetic tools,
our group has developed a series of flexible, hybrid neural
interfacing devices for simultaneous optical modulation and
electrical recording of neural activity at multiple levels of
cortex. Depending on the interface location, three different
devices are available: an Opto-µECoG array for epidural
stimulation (Kwon et al., 2012, 2013c), a three dimension
(3-D) waveguide array for deep cortical stimulation (Kwon
and Li, 2013), and a slanted 3-D waveguide array for
multi cortical layers stimulation (Kwon et al., 2013b). Such
devices are microfabricated using Parylene-C as the flexible
substrate and as the packaging material, thus ensuring
biocompatibility while maintaining mechanical compliance
(Takeuchi et al., 2005; Rodger et al., 2008; Li et al., 2010,
2011). Using microscale LEDs (µLEDs) as light sources
provides several unique advantages compared to the use of
external lasers and/or array-based diode lasers, including
low power consumption, illumination stability, and fast light
switching ability (Mohanty and Thakor, 2013). Integration of
individually addressable µLEDs with microwaveguides allows
for precise light delivery to the target neurons in individual
cortical layers. Furthermore, electronically driven LEDs are
particularly suitable for integration with wireless telemetry
systems.

Building on the device development, most recently we
have implemented a wireless neural interface system. Unlike
standard optogenetic approaches that rely on rigid fiber optics
tethered to external light sources, our system integrates a
microfabricated LED-coupled optrode array with a switched-
capacitor stimulator (SCS) and wireless telemetry on a single
polymer platform toward a truly untethered bi-directional

neural interface for optogenetic application (Kwon et al.,
2014a; Lee et al., 2014). This system is flexible, miniaturized
and lightweight, and thus suitable for use in small freely
behaving animals. The design of our system is scalable and
its manufacturing is cost effective, owing to the advantages
of batch microfabrication technologies. In this paper, we
present the detailed design principle and microfabrication
protocols of the slanted LED-coupled optrode array, integration
and packaging processes with the wireless system, and
demonstration of in vivo neural recording and stimulation
in rats. The methods described here provide a completely
customizable approach for other groups and researchers to
design and implement devices for specific needs of individual
experiments.

Materials and Methods

Design of the Proposed System
As depicted in Figure 1, our wireless neural interfacing system
contains three key components: a LED-coupled slanted optrode
array, a wireless switched-capacitor based stimulator (SCS),
and an inductive link for power transfer. The array has 32
embedded µLED light sources, with 4 × 4 channels per
hemisphere on a 2.5 × 2.5 mm2 flexible substrate to cover
the rat visual cortices bilaterally. The µLED chips are coupled
to slanted SU-8 microwaveguide cores, fabricated separately on
a polydimethylsiloxane (PDMS) substrate. The design of the
needle-shaped waveguide is simulated using a numerical ray-
tracing method in TracePro (TracePro®, Lambda Research Co.,
MA, USA), as reported previously in Kwon et al. (2014b). The
simulation results suggest that, given the same base size, the
illumination range of the optrode is determined by the tip
size of the waveguide core. In particular, a small tip results
in divergent irradiance and low output light intensity due to
the secondary reflection of light beams along the sidewalls of
the tapered waveguide. Optrode with a large tip will enable
high irradiance with a confined beam shape. For example,
the radius of the illumination area increases from ∼0.2 mm
to ∼0.6 mm when the tip diameter decreases from 100 µm
to 10 µm. On the other hand, a large tip may cause more
damage to brain tissue during implantation. Based on the
simulation results, we designed the needle-shaped waveguides
with various lengths ranging from 300–1500 µm in order to
target neurons located in different cortical layers, a tip diameter
of 30 µm to facilitate device implantation, and a base diameter
of ∼300 µm to match the dimensions of the µLED chip
(220 µm (W) × 270 µm (L) × 50 µm (H)). The cladding
layer provided with each individual microwaveguide makes
it possible to record electrophysiological signals in response
to optical stimulation while preventing light leakage through
the sidewalls of the tapered microneedles. To minimize the
light-induced artifacts during recording, the cladding layer of
the waveguide is specifically designed with four layers of an
oxide-polymer-metal-polymer sandwich structure, as depicted
in Figure 1B. Starting from the inner layer, transparent
indium tin oxide (ITO) is used as the electrical shielding
layer to eliminate photoelectrical artifact without compromising
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FIGURE 1 | (A) Conceptual illustration of the wireless optrode neural
interface. (B) Overall design of the LED-coupled optrode array with 32
µLEDs, microwaveguides, and microelectrodes integrated on a

Parylene-C substrate. (C) The inductively-powered telemetry and
switched-capacitor based stimulating (SCS) system used to wirelessly
drive the µLED array.

light throughput. After an insulating layer of Parylene-C, an
opaque metallic layer is constructed to block out light side-
leakage, with the tip being etched to allow light delivery to
adjacent neurons expressing optogenetic opsins. This layer also
is used for constructing the recording electrodes and leads
to interconnect with the peripheral elements. The outermost
layer is made of Parylene-C for encapsulation. The tip is
selectively etched to expose the electrode side for neural
recording.

The optrode array is inductively powered and controlled
by a wireless switched-capacitor based stimulation (SCS)
system, designed at Georgia Institute of Technology to
improve power efficiency over traditional current-controlled
stimulators, while being capable of delivering instantaneous
high power to the µLEDs (Lee et al., 2013). During optical
stimulation, the SCS system charges a small array of storage
capacitors directly from the inductive link and periodically
discharges them into the µLED array at the stimulation onsets,
providing high instantaneous current without burdening the
inductive link and system supply. To control stimulation
parameters, a custom-designed PC interface wirelessly
sends data to the SCS system through the inductive link,
while a commercial neural recording system simultaneously
detects the evoked neural signals from the same optrode
array. For a chronically implantable system, all electronic
components can be assembled on a mechanically flexible
printed circuit board (PCB) substrate and encapsulated
with Parylene-C to improve biocompatibility of the system
by protecting the electronics from the corrosive biological
environment. We graphically designed the masks of the
optrode array and the PCB substrate in the AutoCAD

environment (Autodesk Inc.), constructed the optrode array
using polymer-based microelectromechanical systems (MEMS)
techniques, and assembled the components on the PCB
substrate using a customized assembly method. Details of the
microfabrication and integration are described in the following
sections.

Microfabrication Methods
To reduce fabrication complexity and improve the production
yield, the multi-LED array and the slanted optrode array are
fabricated and calibrated separately, then bonded together using
SU-8 adhesive.

Fabrication of the LED Array
A process flow for making the multi-LED array has been
developed previously in Kwon et al. (2013c), based on
microfabrication and self-assembly techniques. (a-1) A 3-inch
glass carrying wafer was cleaned by sonication in acetone,
isopropyl alcohol (IPA), and de-ionized (DI) water (3 mins
each), followed by Parylene-C deposition (5 µm thick) in a
chemical vapor deposition (CVD) system (PDS2010 Parylene
Coater, Specialty Coating System, IN, USA). (a-2) A 0.3 µm
copper layer was deposited in a thermal evaporator (Edward
Auto306, Edwards, UK) and patterned by wet etching to
form contact pads and interconnection leads. A photoresist
(PR) mask was selectively patterned to expose only the metal
contacts for µLED connections. Copper was used to prove the
concept, but can be replaced with gold or other conductive
materials to improve chemical resistance and biocompatibility.
(a-3) Low melting point (LMP) solder (melting point ∼62◦C,
144 ALLOY Field’s Metal, Rotometals, Inc., CA, USA) was
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applied on the contacts. The substrate then was rinsed with
acetone, IPA, and DI water to remove the PR layer. (a-4)
A PDMS (Sylgard 184, Dow Corning, MI, USA) stamp with
the embedded blue µLEDs (Cree® TR2227TM die-form LED,
peak wavelength at 460 nm, Cree, NC, USA)1 was aligned to
match the pre-soldered receiver sites on the carrying substrate.
Different color LED chips (e.g., green, yellow, or red) can be
used for optogenetic inhibition or excitation. (a-5) The substrate
with the aligned PDMS stamp was heated on a hot plate
at 90◦C for 30 s. The PDMS stamp was removed carefully
after the substrate had cooled to 40◦C, leaving the LEDs
attached to the contact pads of the substrate. The substrate
then was submerged into an acidic water bath (90◦C, pH of
2.0) for 1 min. This step permits fine adjustment of LED
alignment and the formation of an electrical connection in
a self-assembly manner, utilizing the surface tension of the
LMP solder.

The PDMS stamp facilitates the assembly of multiple LEDs
on the carrying substrate in a precise and time-efficient way. To
fabricate the PDMS stamp, (b-1) a 3-inch glass wafer was first
cleaned and went through a dehydration bake. A ∼30 µm SU-8
layer was spun onto the wafer and patterned as the mold for
fabricating a PDMS stamp. (b-2) PDMS was poured over the
SU-8 mold to form the stamp, which contained cavities matching
the shape of the µLED chip. (b-3) After curing the PDMS for
40 min on a 95◦C hotplate, the stamp was peeled off the mold.
(b-4) Thirty-two LED chips were aligned in the cavities of the
stamp, with metal pads facing outward. The assembly method
using the PDMS stamp was adapted from Onoe et al. (2009), and
the yield of the chip assembly was above 96%.

Fabrication of the Optrode Array and Assembly
As described in Figure 2, (1) a 3-inch glass wafer was cleaned
and put through a dehydration bake, and a ∼50 µm SU-8 (SU-8
3025, MicroChem Corp, MA, USA) layer was spun onto the
wafer and patterned as the mock LEDs; (2) A thin layer of PDMS
was spun onto the SU-8 master to create cavities matching the
shape of the LED; (3) After the PDMS was cured for 40 min
at 95◦C, PR was patterned on the PDMS substrate to expose
7 mm-diameter circles, followed by oxygen plasma treatment
to convert the exposed hydrophobic areas to hydrophilic ones;
(4) After removal of the PR mask, ∼45 µL SU-8 (SU-8 3005)
was dispensed on top of the plasma treated PDMS surface using a
micropipette; and (5) patterned with a backside droplet backside
exposure (DBE) method that utilizes the height variance in a
dome-shaped SU-8 structure to create out-of-planemicroneedles
of varying lengths (Kwon et al., 2013a, 2014b); (6) After SU-8
development, the array was polished by O2 plasma etching;
(7) DC sputtering of a 0.1-µm-thick ITO layer was performed
in a Kurt Lesker Axiss PVD System, followed by deposition of
5 µm Parylene-C. Then a 0.2-µm-thick Au layer was deposited
in the thermal evaporator, and the tip of the waveguide was
chemically etched for light delivery, followed by deposition of

1Cree LED Datasheet. http://www.cree.com/∼/media/Files/Cree/LED%20
Components%20and%20Modules/XLamp/Data%20and%20 Binning/XLamp
MCE_BL.pdf

5 µm Parylene-C as a protective layer. The Parylene-C film at
the tip of the optrode was removed using reactive-ion etching
(RIE); and (8) The optrode array then was released from the
glass wafer, and the microneedles with the matched LED cavities
were aligned onto the corresponding LEDs. Finally, (9) the
LED array and optrode array were bonded together, with a
∼50 µm SU-8 (SU-8 3025) layer spun on the LED array as an
adhesive.

System Integration and Packaging
SCS System and Inductive Telemetry
Integrated LED light sources powered by the wireless SCS
system enable a truly untethered optogenetic stimulation system.
Inductive power transmission across the skin has been a viable
solution to provide sufficient power to the implantable medical
devices (IMDs), while overcoming size, cost, and longevity
constraints of embedded primary batteries. Light sources in
optogenetics, however, typically require high instantaneous
power to emit sufficient light for optical neural stimulation,
which can be a significant limiting factor in conventional
IMDs (Wentz et al., 2011). Figure 3A shows the conceptual
block diagram of a conventional inductively-powered array
of LEDs for wireless optogenetics, where a rectifier and a
regulator convert AC voltage across a secondary coil, L2, to
DC output voltage to supply a LED driver. Power losses in
these stages result in poor overall power efficiency from L2
to the LED. Moreover, high instantaneous power that flows
to the LEDs when they are on, leads to large load variation,
which affects the impedance matching with the inductive link.
This will significantly increase the required inductive power
level, creating safety issues, and degrading the inductive link
power efficiency as well as supply voltage for the rest of the
IMD. To address these limitations in implantable optogenetics
stimulators, the SCS system has been designed and implemented
for power-efficient wireless optical stimulation, as shown in
Figure 3B. The proposed SCS system efficiently charges a
bank of storage capacitors, CS, directly from VCOIL through
the inductive link without using any rectifiers or regulators,
improving the capacitor charging efficiency. Moreover, the
charge stored in capacitors is delivered to the load through
large switches, efficiently creating high current stimulation
pulses.

Integration and Hermetic Package for Chronic
Implants
Figure 4 illustrates the process flow for integration and
hermetic packaging of a chronic implant on a flexible polyimide
PCB substrate for experiments using freely behaving animals.
The flexible polyimide PCB substrate was constructed using
Pyralux®AP (AP7163E, DuPont) with the following steps: (1) A
3-inch Pyralux® wafer was cut and cleaned, and a 3-µm
thick PR layer was spin coated; (2) The circuit design was
transferred on to the PR using a lithography technique; (3) The
circuit was patterned by wet etching of copper; (4) Through
holes were made by a laser cutter; (5) Vias were made by
filling the through holes with solder; (6) Solder paste was
applied on the contact pads and the SCS chip, and other
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FIGURE 2 | Fabrication process flow for making the slanted optrode array (steps 1–7) and microassembly of the optrode array with the LED array
(steps 8 and 9). ©[2014] IEEE. Reprinted, with permission, from Kwon et al. (2014a).

FIGURE 3 | (A) Simplified block diagram of a conventional
inductively-powered device combined with an array of LEDs for wireless
optogenetics and (B) simplified block diagram of the wireless
switched-capacitor based stimulating (SCS) system to efficiently drive the
µLED-coupled optrode array. ©[2014] IEEE. Reprinted, with permission, from
Lee et al. (2014).

surface mount devices (SMDs) were populated on the pads.
The circuit was baked at 200◦C for 5 min, and extra flux
was applied for reflow soldering, if necessary; and (7) Once
all components were populated, a thick layer of medical-grade
epoxy (200∼500 µm, EP21LVMed, Master Bond) was applied,
followed by a 10 µm Parylene-C coating as a biocompatible
package.

FIGURE 4 | Fabrication process of a hermetically-sealed chronic
implant on a flexible polyimide circuit. ©[2014] IEEE. Reprinted, with
permission, from Lee et al. (2014).

In Vivo Experiment in Rats
In vivo acute animal experiments have been conducted to
demonstrate the ability of the LED-coupled optrode array to
simultaneously modulate and record neural activities in the
primary visual cortex (V1) of a rat. All procedures were approved
by the Institutional Animal Care andUse Committee (IACUC) at
Michigan State University. Two weeks prior to the experiments,
rodent subjects (Sprague-Dawley rats: 250–400 g) had neurons
in their V1 transfected with the AAV-hSyn-hChR2(H134R)-
mCherry viral vector (10 × 1011 ∼ 10 × 1012 vector genome
(vg)/mL; UNC Vector Core, NC, USA). During the viral
injection, each animal was anesthetized with ketamine/xylazine
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FIGURE 5 | (A) In vivo animal experiment setup with the wireless SCS system. (B) A SCS system GUI in LabVIEW to wirelessly control the SCS parameters. Inset
shows the LED driving voltage waveform and its controllable parameters.

(80 mg/kg: 5 mg/kg i.m.) and anesthesia maintained with
ketamine (20 mg/kg i.m.) as needed. The eyes were treated
with 1% methylcellulose to prevent corneal drying. Using sterile
surgical procedures, a 3–4 cm incision was made in the skin
overlying the skull and small holes were drilled through the
bone over V1. Using a glass pipette and a pressure injection
system, 1.0 µL of the virus solution was injected at 3–4
equidistant locations. Injections occurred over a 2–3 min period,
and the glass pipette was left in place for an additional 10
min to allow the vector to diffuse away from the injection
site. The cortex then was covered with Gelfoam and the skin
overlying the skull was sutured closed. Post-surgery, the animal
received pain medication (buprenorphine; 0.05 mg/kg s.c.) and
fluids (10–12 cc sterile saline, s.c.) subcutaneously and was
placed in a cage on a heating pad until fully recovered, after
which the animal was returned to the animal care facility. For
device implantation, the animal expressing ChR2 (2–4 weeks
after virus injection) was anesthetized using the procedure
described above. The anesthetized animal was placed in a
stereotaxic apparatus and a small region (4 × 4 mm2) of the

skull over V1 was removed. The optrode array was surgically
implanted over V1, with the LEDs staying on the surface
of the cortex and the waveguides inserted in the cortical
tissues.

After device implantation, acute experiments were conducted
in one transfected animal to validate the functionality of
the implanted device. The experimental setup is shown in
Figure 5A, where the SCS system was used to power and
control the 32-channel LED array and a 32-channel headstage
(Intan RHD2132) was used to receive and process the neural
signals recorded through the optrode. A Faraday cage was used
to isolate the animal, the optrode array, the integrated SCS
system, and the recording headstage from the environmental
interference in order to improve the signal-to-noise ratio of
the neural recordings. The SCS system receives wireless power
and data through the inductive link and drives µLEDs in
the optrode array. The proof-of-concept prototype of the SCS
system occupies 3.9 × 3.9 cm2 on the PCB, and includes
off-chip components for testing and optrode connectors. Key
components of this prototype are the SCS chip (5 × 2.4 mm2)
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and four pairs of 1∼5µF off-chip storage capacitors (SMD-0402,
1 × 0.5 mm2 each). The SCS system can be miniaturized
further using a single flex-PCB method described previously
in Figure 4, which can connect directly to the LED array
and include the receiver coil, L2, without connectors or
testing components. Storage capacitors can be placed on the
opposite side of the SCS chip, minimizing the PCB size
for chronically implantable optogenetics. Neural signals were
recorded simultaneously from the penetrating electrodes on
the same optrode array through an Intan RHD2132 evaluation
board and its commercial hardwired recording setup (Intan
Technologies, CA, USA).

To selectively turn on the LEDs and facilitate the adjustment
of stimulation parameters, a graphical user interface (GUI) has
been implemented in the LabVIEW environment (National
Instruments, Austin, TX) to send data packets from the PC to
the microcontroller unit (MCU) in the power transmitter (Tx)
module, as shown in Figure 5B. Several parameters of the LED
driving signal can be adjusted in this setup: (1) stimulation
frequency, 0.5∼2 Hz; (2) LED total turn-on time, 10∼100 ms;
(3) LED peak voltage, 2.5∼3.45 V; (4) pulse period, 2∼16 ms;
(5) pulse width, 512 µs; (6) positive output connections, 4
channels; (7) negative output connections, fixed; and (8) storage
capacitance, 1∼10 µF. While the pulse train periodically turns
the LEDs on and off, the effective turn-on time can be simply
calculated as (total turn-on time) × (pulse width/pulse period).

Results and Discussions

Fabrication Results
Figure 6 shows the photo images of a LED-coupled optrode
array. The electrode-electrolyte interface impedances
of the optrode array were measured at 1 kHz using
a built-in electrode-impedance-testing circuitry in an
Intan evaluation board (RHD2132 and RHD2000-
EVAL, Intan Tech. LLC, CA, USA). The impedances
of the recording electrodes ranged from 10–500 kΩ,
suitable for local field potential (LFP) recordings. The
impedance of the optrode can be adjusted by controlling
the size of the Parylene-C opening, using the process in
Figures 2–7.

Power consumption of the µLED at various operating
conditions was investigated (Figure 7A) to provide useful
guidelines for optical stimulation in in vivo experiments and
future integration of the LED array with wireless power
telemetry. The nonlinear current-voltage characteristic of a single
µLED was measured with an impedance analyzer (HP 4191A
RF, Hewlett Packard, CA, USA). Since a minimum light-energy
density of 1 mW/mm2 must be delivered onto the target area
to effectively excite channelrhodopsin-2 (ChR2; Grossman et al.,
2010), a minimum input voltage of ∼3.2 V is required to drive
a single µLED, resulting in electrical power consumption of
27 mW and average light intensity of 1.4 mW/mm2 from the
waveguide tip. The temperature variation of the LED array
was measured using a high definition infrared camera (Delta
Therm. HS1570 and its software (DT v.2.19)) with different
input voltages (2.7–3.2 V) and activation duration of 100 ms,
as shown in Figure 7B. Thermal images were taken in air
under an environment (at room temperature of 22.7◦C) where
ventilation was strictly controlled to minimize ambient thermal
noise, and the array was suspended in the air during the LED
activation. As expected, the localized temperature of the LED
increases dramatically as the increase of the input voltage.
The relatively high input voltage of the LED (3.2 V) can
be attributed to inefficient light coupling between the LED
chip and the tapered microwaveguide, which typically has a
coupling efficiency of ∼10% for the butt coupling (Keiser,
2008). It is of note that, in Figure 7B, the pulse train of
3.2 V and 100 ms resulted in the temperature rise by more
than ∼10◦C, which may affect neural function and even
cause tissue damage. However, this experiment was carried
out in air without the thermoregulation effect of the cerebral
circulation. To evaluate the safety of our simulation paradigm,
we measured the temperature variation of the cortical region
close to the implantation site using a thermocouple, when the
LED was driven by a continuous train of 3.2 V, 100 ms pulse
width, and 2 Hz frequency. Preliminary results show that the
maximal temperature rise was approximately 0.1–0.4◦C, which
satisfies the safety requirement for implantable neuroprosthetics.
Comprehensive investigation will be performed in the future
to fully characterize the thermal properties of the integrated
system.

FIGURE 6 | Fabricated prototypes of (A) a 32-channel LED-coupled optrode array; and (B) microscopic image of individual optrodes.
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FIGURE 7 | (A) Measured I-V characteristic of a µLED chip.
(B) Temperature variances of the LED array at various input voltages
(2.7–3.2 V) for 100 ms activations. The inset shows the corresponding

thermal image of a single LED activation taken at the maximum
temperature with 3.2 V input voltage and activation duration
of 100 ms.

FIGURE 8 | (A) Discrete SCS chronic implant and (B) accelerated soak testing in saline with wireless power and data transfer. ©[2014] IEEE. Reprinted, with
permission, from Lee et al. (2014).

To evaluate the performance of epoxy-Parylene-C packages
and the possible electrical failure of the chronic implant,
active accelerated-lifetime soak testing was performed in saline
(a solution of 0.90% w/v of NaCl) at a higher than body
temperature. For soak testing, a discrete version of the
SCS circuit was designed using a MCU (MSP430, Texas
Instruments, TX, USA), and constructed using the process
described in Figure 4. This circuit was programmed to mimic
SCS stimulation patterns, once it received wireless power and
data through the inductive link. Dimensions and fabrication
process of the discrete circuit were identical to the SCS system.
Four LEDs (LB QH9G, blue 466 nm, OSRAM, Germany)
were integrated on the flexible PCB, and each LED was
individually controlled by the MCU. A MEMS-based receiver
(Rx) coil was fabricated separately to be placed on the back
of the animal and connected to the SCS with flexible wires
(392 F high-flex miniature wire, 36 AWG, McMaster-Carr.
OH, USA).

Five discrete SCS devices were prepared and immersed
in saline at 75◦C, as shown in Figure 8B. Each individual
device was activated by coupling the Rx and Tx coils, and
daily the samples were visually monitored for possible
device failure. No delamination, major physical corrosion,
or performance degradation occurred after 14 days in
accelerated lifetime testing conditions. Using the Arrhenius
relationship, preliminary results show that the implant lifetime
can be the equivalent of 3.5 years at body temperature of
37◦C, sufficient for one-year duration requirement in the
animal study. Further improvements can be achieved by
optimizing temperature and duration of heat treatment for the
Parylene/metal thin-film skin or by using additional chemical
treatments.

In Vivo Experimental Results
Figure 9 shows the LED driving voltage waveforms, VLED,
for optical stimulation with SCS as well as light-induced in
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FIGURE 9 | Light-induced LFP recording driven by 2.7 Vpeak and 3.2 Vpeak

for 100 ms: (A) LED driving voltage, VLED, for in vivo optogenetics with
SCS, (B) light-induced local field potentials (LFP) with VLED = 2.7 Vpeak

and 3.2 Vpeak, and (C) instantaneous phase with VLED = 2.7 Vpeak (top)
and 3.2 Vpeak (bottom) in low frequency band (1–25 Hz), and their
corresponding color-coding.

TABLE 1 | Comparison between our LED-coupled optrode array and other laser-coupled optical/electrical devices.

Optical neurostimulation Electrical recording Wireless-enabled Ref

Light source #of waveguides Fiber size #of electrodes Electrode size

Laser 4 or 8 Tip size: 5∼20 µm 8 per probe ∼160 µm2 No Royer et al. (2010)
Laser 1 50∼100 µm 36 50∼100 µm No Wang et al. (2012)
Laser 1 Tip size: 14∼28 µm 8 20 µm × 20 µm No Wu et al. (2013)
Laser 7 ∼400 µm 16 N.A. No Pisanello et al. (2014)
LED 32 Base size: 300 µm

Tip size: ∼30 µm
32 ∼30 µm Yes Our Optrode Array

vivo LFP results. The LFPs below 500 Hz were recorded using
the optrode array with microwaveguides in the rat’s V1 when
the SCS system drove µLEDs with a 512 µs pulse train for
100 ms at 1 Hz and VLED = 2.7 Vpeak and 3.2 Vpeak, as shown
in Figure 9A. For each VLED, in total 150 trials of optical
stimulation and simultaneous recording were performed. A

clear and stable light-induced neural activity was observed in
LFPs (1–500 Hz) in time domain driven by 3.2 Vpeak input
voltage (Figure 9B). The high input voltage of 3.2 Vpeak results
in an average irradiance of 1.4 mW/mm2 at the tip of the
waveguide, which is above the minimal irradiance (1 mW/mm2)
required for light-evoked neural responses. Lower input voltage
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(for example, 2.7 Vpeak resulting in the average irradiance
of 0.35 mW/mm2) was also tried, but no significant neural
modulation was observed.

To clearly visualize neural oscillations induced by the optrode
array, instantaneous phases of the two datasets (with 2.7 Vpeak
and 3.2 Vpeak input voltages) of light-evoked LFPs (1–25 Hz)
were measured based on Hilbert transform. Each trial was
truncated to a ∼100 ms pre-stimulation period and an ∼800 ms
post-stimulation period. The instantaneous phases of each
individual trial (1 s with 100 ms light stimulation), labeled with
different colors according to Figure 9C, were aligned based on
the stimulus ON time and stacked. With 3.2 Vpeak input voltage,
light-evoked neural activity shows strong phase synchronization,
while no phase synchrony was observed in neural recording
data with 2.7 Vpeak input voltage. The neural modulation and
recording was extremely reliable across over 100 trials during the
in vivo experiments. The cortically optical stimulation generated
almost deterministic phase-locked neuronal oscillations without
any latency for ∼0.3 s as validated with a nonparametric
test (p < 0.05, Wilcoxon signed rank test for each pair of
channels). This experiment, while still preliminary, has verified
the feasibility of wirelessly powered optical stimulation and
simultaneous recording of neural activity via the LED-coupled
optrode array.

Discussion and Outlook
Table 1 compares the presented LED-coupled optrode array with
some microfabricated, laser-coupled optical/electrical implants
reported by other group. As can be seen, our LED-coupled
optrode array provides several unique advantages over laser-
coupled devices. First, the devices are manufactured using
advanced microfabrication techniques, therefore enabling high
channel count and fine spatial resolution for optical stimulation
and electrical recording. The design of our system is scalable
and the developed manufacturing method is cost effective
and reliable. In addition, In addition, our approach uses
commercially available LED chips coupled to microfabricated
SU-8 waveguides, which eliminates the need for tethered
optical fibers and thus is suitable for integration with wireless
power and data telemetries. While this work is primarily
focused on the neural excitation, the wide selection of the
LED chips makes it possible to switch the colors of the LED
chips to yellow or red for applications in optogenetic neural
inhibition.

For chronic implantation the most critical aspects are
certainly the aging behavior of the device and the stability
of neural recordings. We anticipate that the performance
degradation may be caused by two factors: failure of Parylene-C
package and aging of SU-8 waveguide cores. The biocompatible

package of the current prototype used 10 µm Parylene-C, which
has lower moisture permeability over PDMS and polyimide,
and is suitable for packaging of chronic neural implants
(Loeb et al., 1977; Schmidt et al., 1988; Takeuchi et al., 2005;
Rodger et al., 2008). SU-8 for constructing waveguides on
implantable neural probes brings along advantages such as
flexibility, optical clarity, and compatibility with conventional
photolithography techniques. However, since SU-8 is a
photosensitive resist, continuous exposure to blue light may
cause the degradation of the material flexibility and optical
transparency due to cross-linking of the resin (Fiedler et al.,
2014), which will lead to increased coupling loss of light along
the waveguides. In this paper, the accelerated short-term soak
testing of the optrode prototype has shown good reliability
and stability of the Parylene-C package. Although we have
not observed any performance degradation of the device in
short-term experiments, further long-term studies have to be
performed to fully characterize the reliability and stability of
the optrode array. More detailed investigation is necessary to
optimize the fabrication processes, where, for example, the
influence of PR exposure and hard baking should be examined
carefully.

Conclusions

In conclusion, design, fabrication, and testing procedures of
the wireless LED-coupled slanted optrode array for a really
untethered bi-directional neural interface were presented.
The array was inductively powered and controlled by the
wireless SCS system, designed to improve power efficiency.
The SCS system for implantable wireless optogenetics
provides high instantaneous power through the inductive
link to emit sufficient light and evoke neural activities. The
LabVIEW PC interface and custom-designed power Tx module
provide wireless power and data to the SCS system, while
electrodes embedded in the optrode array enable simultaneous
neural recording. The self-assembled LED array on a single
substrate can reduce manufacturing cost. Acute in vivo
experiments with optical stimulation and LFP recording
have verified the efficacy of our system for wireless optogenetics
application.
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The ability to optically control neural activity opens up possibilities for the restoration

of normal function following neurological disorders. The temporal precision, spatial

resolution, and neuronal specificity that optogenetics offers is unequalled by other

available methods, so will it be suitable for not only restoring but also extending brain

function? As the first demonstrations of optically “implanted” novel memories emerge, we

examine the suitability of optogenetics as a technique for extending neural function. While

optogenetics is an effective tool for altering neural activity, the largest impediment for

optogenetics in neural augmentation is our systems level understanding of brain function.

Furthermore, a number of clinical limitations currently remain as substantial hurdles

for the applications proposed. While neurotechnologies for treating brain disorders

and interfacing with prosthetics have advanced rapidly in the past few years, partially

addressing some of these critical problems, optogenetics is not yet suitable for use

in humans. Instead we conclude that for the immediate future, optogenetics is the

neurological equivalent of the 3D printer: its flexibility providing an ideal tool for testing

and prototyping solutions for treating brain disorders and augmenting brain function.

Keywords: optogenetics, neural augmentation, neural coding and decoding, neural engineering, neural

modulation, neural prosthetics, BMI (brain machine interface)

1. INTRODUCTION

Combining genetic targeting with optical excitation, optogenetics offers the ability to not only
record the activity of large populations of neurons but also manipulate the activity of individual
cells. Recording neural activity is achieved by selective expression of activity sensitive fluorophores
(such as those from the GCaMP and VSFP protein families, reviewed by Knöpfel, 2012) into
neurons, whose activity can then be read out by optical imaging.Manipulation of neural activity can
be achieved via the insertion of light-sensitive proteins (opsins) that act as ion channels or pumps
into a neuron’s membrane and are preferentially controlled by photons of different wavelengths,
providing temporal control on the order of milliseconds. Together, this cell type specificity and
temporal control results in a tool that can perturb neural circuits with high precision. Since its first
application to neural populations in 2005 (Boyden et al., 2005), it has already had substantial impact
as a popular technique within the neuroscientific toolkit.

In addition to its use as a research tool, optogenetic stimulation has been suggested as a
new approach for neuroprosthetics and treatment of brain disorders. While therapies in these
domains have traditionally used electrical or pharmacological techniques, optogenetics has one
particular advantage over electrical stimulation in being able to target specific cell classes through
gene expression. As a result, specific neuronal populations can in principle be controlled without
potential brain-wide, side effects. Likewise, the extremely fine temporal precision it offers on the
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scale of milliseconds, due to its optical activation, has the
advantage over pharmacology of not only acting immediately
but also having no washout time. Together, these characteristics
have led to optogenetics to be proposed as a viable approach
for improved deep brain stimulation (Kravitz et al., 2010),
reinstatement of functionality following spinal cord injury
(Alilain et al., 2008) and retinal prostheses (Degenaar et al.,
2009; Busskamp et al., 2012), amongst other potential clinical
applications in humans, following studies using mice, rats and
non-human primates as animal models.

The blurred boundary between restoring function and
functional enhancement is present for any biomedical
intervention. From improving existing function to the
incorporation of new streams of information, augmentation
of the central nervous system raises specific challenges, from
technical issues that are shared with the development of neural
therapies, to the more fundamental difficulty of identifying
where and how to best modify existing activity to move to the
new neural trajectory. In addition, the ethics of the benefits
and unintended consequences of intervening in the brain are
substantial, as discussed in a recent report by the Nuffield
Council on Bioethics 2013.

Does the usefulness of optogenetics as a tool for
probing neural circuits automatically translate to its use
for neuroaugmentation? Or instead, is it at best limited to
the rapid prototyping of novel approaches for enhancing
neural processing, much like 3D printers have accelerated for
the development of biomedical devices such as prosthetics
(including ears, prosthetics and sockets), with the benefit of
allowing easy customization? In this article, we examine how
well suited is it as a tool for improving, and not merely probing,
neural function. By identifying the advantages optogenetics
offers over traditional tools for treatment of dysfunction, as well
as the hurdles facing neuroaugmentation, we evaluate the use of
optogenetics as a practical tool for neural enhancement.

2. OPTOGENETIC TREATMENT AND
NEUROPROSTHETICS

A long-held goal of neuroscience has been to identify the
specific roles that various neuronal populations play in neural
information processing, in order to develop novel therapeutic
approaches for brain disorders. The development of light
sensitive tools, including opsins and optically activated G
protein–coupled receptors (GPCRs), has provided an exceptional
tool with which to dissect out the roles of neuronal populations.
Critically, their specificity to target neurons by neuronal class and
location is a unique advantage, and the ability to test without
inducing irreversible changes allows confirmation without long-
term damage. In rodent models, optogenetics has been used for
investigating disorders such as Parkinson’s Disease (Gradinaru
et al., 2010), drug addiction (Witten et al., 2010), epilepsy
(Bernstein and Boyden, 2011; Tye and Deisseroth, 2012), post-
traumatic stress disorder (Sparta et al., 2013) and obesity
(Krashes and Kravitz, 2014), among others. Subsequently,
refining our understanding of neuronal processing has led to

improving treatments by either refining the stimulation protocol
or identifying a different target population.

The potential of optogenetics as a more finely targeted
alternative to traditional neuromodulatory treatments, such as
deep brain stimulation (DBS), has led to the development
of optical DBS in rodent models (Aravanis et al., 2007) and
proposals for its use in primates (Han and Boyden, 2007;
Han, 2012). More recently, combining optical DBS with online
monitoring of state has been possible: By integrating optogenetics
with fMRI (Lee et al., 2010; Kahn et al., 2013), thus providing
the critical link for evaluating the efficacy of the intervention.
Specifically, this has been utilized to evaluate the use of
optogenetics for the effective control of epileptic seizures, thus
allowing the development of less disruptive interventions for
temporal lobe epilepsy than are currently clinically available
(Armstrong et al., 2013; Krook-Magnuson et al., 2013).

The ability to either increase or decrease activity is an essential
aspect of making defined manipulations of targeted elements
of the cortical circuit. However, identifying the optimal opsin
for a given effect and target neuronal population is challenging.
This is illustrated by the recent history of the development of
optogenetic retinal prostheses. Originally, channelrhodopsin-2,
an excitatory opsin, was proposed to be used to replace function
in the retinal ganglion cells layers in conditions such as Retinitis
Pigmentosa (RP) and Macular Degeneration (MD). Despite
initially promising reports (reviewed in Busskamp et al., 2012), a
later study concluded that channelrhodopsin-2 (ChR2) lacks the
necessary sensitivity to make its use in a retinal prosthesis viable
(Lagali et al., 2008). Soon after, halorhodopsin, an inhibitory
opsin, was instead targeted to the photoreceptors. By changing
the targeted circuit element, and sign of the perturbation applied,
it was possible to significantly improve performance (Busskamp
et al., 2010). Given that the retinal circuit has been mapped and
extensively studied, this highlights the difficulty in identifying
the optimal population to be targeted for even relatively simple
networks.

The prospect of viable optically targeted treatments has been
further advanced by the development of opsins that have effects
beyond their immediate photoactivation, such as step-function
opsins (SFO; Berndt et al., 2009) and stabilized step-function
opsins (SSFO; Yizhar et al., 2011) that are able to sustain a
photocurrent for longer durations (on the order of 30min) before
deactivation via illumination at another wavelength. These opsins
thus offer the potential to alter the balance between excitation and
inhibition over long-time scales. By doing so over large cortical
areas, they offer the possibility to modulate activity which make
them suited for treating conditions that are characterized gain
dysfunction, such as depression, anxiety, autism, schizophrenia
and attention deficit disorders (Yizhar et al., 2011), while
minimizing the need for sustained activation. Independently of
other clinical hurdles, the reality of this approach hinges on
the stability of SFO and SSFOs to sustain a photocurrent over
far longer durations, which drastically limits its potential as a
therapy in itself. However, a substantial advantage of these opsins
is that the strength of their modulation is dependent on the
irradiance, which could provide a effective method by which to
evaluate the magnitude of the shift required to restore healthy
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neural functioning, thus indirectly assisting in the development
of alternative therapies.

A further use of optogenetics exploits its ability for altering
neural activity with high temporal precision. By using short, well-
timed pulses, it is possible to not only induce short-term plasticity
but also induce long-term potentiation and/or depression
(Zhang and Oertner, 2006). This suggests the possibility of
reprogramming circuits by either strengthening or weakening
connections (Gu and Yakel, 2011; Larsen et al., 2014). The same
technique has also been applied to promote regrowth following
peripheral nerve injury (Li et al., 2011).

Together, these studies demonstrate that optogenetic
technology has many useful properties, including specificity for
targeting neuronal populations, activation flexibility due to the
range of opsins available, and excellent spatiotemporal control.
Given this, we now examine how well suited optogenetics is for
augmenting brain function.

3. EXTENDING NEURAL FLOW OF
INFORMATION THROUGH OPTICAL
CONTROL

Neural augmentation technologies aim to enhance the
cognitive capacity or sensorimotor function of the brain.
The underlying principles here are conceptually similar to those
of neuroprosthetics, in that they both involve altering neural
activity or neural circuits in order to redefine input-output
relationships. However, there is a fundamental difference.
Replacing functionality requires only a crude approximation of
absent activity, while enhancement can involve either refining
existing activity whilst preserving the brain’s ability to process
existing signals, or alternatively incorporating new streams
of information, thus allowing a neuron to sample input from
additional stimuli. The difficulty in interfacing with the CNS
whilst preserving natural activity can be observed even at the
single cell level. In optogenetics, using high levels of illumination
lead to optical initiation of an action potential that effectively
overrides the neuron’s behavior, so that it produces a spike
irregardless of its inputs. A subtler approach to integrating
additional signals into the nervous system might instead
superimpose such signals onto the existing inputs to the neuron,
thus allowing the addition of new information streams into
neural circuits without necessarily disrupting the processing of
existing streams.

The obstacle of effectively blending information in the
brain is well-illustrated in the history of the visual prosthesis.
Following earlier observations that applying electrical current
to the occipital lobe resulted in the perception of phosphenes
(Foerster, 1929), the first visual prosthesis was implanted into
the cortex (Brindley and Lewin, 1968), preceding the first retinal
prosthesis by nearly a decade (Dawson and Radtke, 1977).
Despite improvements to electrode design in the decades since,
such as increasing the density of cortical electrodes, as well as an
ever-increasing understanding of the visual system, cortical visual
prostheses have not yet matched the clinical success of retinal
prostheses (Eiber et al., 2013), highlighting the difficulties of

artificially altering neural activity within the brain. This is despite
the presence of organizational features of the visual cortical
areas, such as the retinotopic map, providing a topography
for mapping information onto the surface of the cortex which
could be coopted for brain-machine interfacing purposes. As
one progresses synaptically further from the retina, visual
information is organized along more complex—and generally
less well understood—dimensions. Consequently, the lack of
a well-understood topographic map makes neural interfacing
with association areas more difficult. This is even more true of
higher cortical areas, such as the prefrontal cortex, which receive
information from multiple areas. Thus, although information
relating to our interaction with the worldmay bemapped in some
kind of ordered fashion onto its surface, our understanding of
that map is incomplete and we are therefore currently unable to
exploit it for brain augmentation.

However, there is evidence demonstrating that optogenetic
manipulation for augmenting simple stimuli is possible. In a
recent study, mice were trained to discriminate the location of
a bar during whisking (O’Connor et al., 2013). After identifying
the coding scheme used within the barrel cortex to encode the
location of the bar stimulus, optogenetic perturbations were
then applied that would encode, if successful, for the other
potential position. The mice reported the bar in the incorrect
(virtual) location. While this study was important for the insight
it provided into the mechanisms of whisker stimulus encoding, it
also provides us with a glimpse into the possibilities provided by
illusionary or virtual stimuli. If it is possible to optically signal
a false bar position during whisking, then it also hints at the
potential of refining sensory inputs based upon additional, non-
biological sensors—or potentially even of integrating entirely
new sensory inputs into conscious awareness. For instance, it may
be possible to augment conscious perception with input from
non-visible parts of the electromagnetic spectrum, in order to
provide additional sensory capability for working in dangerous
environments (Figure 1A).

Augmenting sensory function supplies additional input to
the relevant sensory cortex and require a detailed topological
map of the neural organization. Similarly, motor outputs can
be remapped onto robotic manipulators, allowing augmented
motor functionality for external actuators. Neuroprostheses for
augmenting motor functionality might use open-loop systems,
requiring only the reading of signals from motor cortex.
However, closed loop neural interfaces have proved to be
important for making BMI a completely integrated replacement
for motor function (Donoghue, 2002). In the context of
optogenetic brain augmentation, this might involve a fully
optical system (e.g., reading out signals from motor cortex using
optical imaging of a genetically encodable calcium indicator,
together with writing feedback signals into, for instance,
somatosensory cortex using optical stimulation of opsins). This
potentially also opens up the opportunity to improve learning by
augmenting the trajectory error, which provides vital feedback
during normal motor learning tasks (Figure 1B). Studies have
shown that for gross movements, both error amplification
and offsetting improve the amount and speed of adaptation
during motor learning, using protocols normally targeted at
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FIGURE 1 | Translation from experimental and existing therapeutics to

clinical applications of neural augmentation using optogenetics. (A)

Manipulation of somatosensory codes has been achieved in mouse barrel

cortex, whereby optogenetically perturbing the sensory code caused the

mouse to incorrectly report the location of the real bar as being in the blue

position when the correct location was the red position (O’Connor et al.,

2013). In a similar manner, directly interfacing into human somatosensory

when an external sensor detects signals that are imperceptible for humans,

such as electromagnetic radiation, may allow for additional sensory

capabilities. (B) Currently, BMI applications only offer the possibility of

open-loop applications, by reading neural activity to drive interfaces.

Optogenetics could potentially extend BMI to provide currently sensory

feedback from the prosthetic back, thus closing the feedback loop (left). This

could be extended to refine motor control (right), by supplying an additional

sensory error which has been proposed to improve motor rehabilitation

following stroke (Wei et al., 2005; Celik et al., 2009). Together, these

applications highlight the potential to develop applications from both animal

models as well as existing applications, such as BMI. Images: prosthetic hand

taken from Patent US Patent App. 10/488,008. Human brain (Wikimedia

Commons); Mouse brain (Green, 1966).

motor rehabilitation following stroke (Wei et al., 2005; Celik
et al., 2009). While these studies have been limited to error
augmentation to gross movements, the spatial specificity of
optogenetics when applied to topological maps presents the
possibility for artificially inducing errors in either amotor-related
cortices, to induce a trajectory bias (Wei et al., 2005), or with
more difficulty, to generate errors related to subject’s knowledge
of the current state (Celik et al., 2009).

One requirement for a closed-loop system is the need for
optimizing information transfer rates. Motivated by the need
for more efficient methods for patients with neuromuscular
disorders, much effort has been dedicated to developing
classification schemas to optimize information transfer rates
(Wolpaw et al., 2002; McFarland et al., 2003). Many BMIs
currently use EEG, which is slower and population based,
or implanted cortical electrodes, which improve on temporal
and spatial resolution for decoding neural activity but lack
encoding specificity, particularly for neural stimulation. By
replacing this with optogenetics, it becomes possible to record
signals with higher temporal and spatial resolution, thereby

increasing accuracy, as well as stimulating defined cell types
and patterns. This offers the potential of precise decoding
of the activity of neural ensembles, which has implications
beyond clinical BMI applications. In principle, the provision
of a high bit-rate bidirectional interface between the brain and
a computer would enable additional computational operations
to be outsourced to a computer. This includes, for instance,
possibilities ranging from decoding encrypted content using
visualized passcodes, through to the external storage of memories
(Berger et al., 2011). However, the development of such
applications requires human subjects, and is thus unlikely to
achieve ethical approval for these applications alone. Yet, as
with electrode-based interfaces, such applications of optogenetic
brain-machine interfaces may emerge as a by-product of clinical
research.

In addition to memory, there is already some evidence
that optogenetics can successfully alter cognitive and behavioral
processing. In a recent study, it was possible to induce a negative
behavior similar to obsessive-compulsive disorder (OCD) by
targeting cortico-striatal projections, thus inducing behavior
directly (Ahmari et al., 2013). The aim of the study was to test
whether hyperstimulation of this pathway in mice would result
in OCD-like behavior, which is unable to be tested clinically,
but their success demonstrates that optogenetic intervention
can change behavioral characteristics—with changes lasting up
to weeks after the experiment ended. Similarly, another recent
report investigated the role of serotonergic neurons within
the dorsal raphe nucleus, which were already known to be
involved in signalling reward. Using optogenetics, Miyazaki et al.
(2014) established that mice extended their waiting time with
a probability that inversely correlated with the delay before
serotonergic neurons were optogenetically activated, leading
them to conclude that precisely timed stimulation of serotonin
neuron correlates with the willingness to wait—a quality they
referred to as “patience.”

From sensory and motor augmentation, through to
modification of cognitive and behavioral traits, optogenetics
uniquely has the specificity and precision to affect the neural
correlates of these processes and to improve them. Yet for all
the promise, this is still hampered by a common limitation: a
deep understanding of the topographic mapping of information
onto the relevant cortical areas and of the fine-grained neural
coding of cognitive signals. Considerable progress in optogenetic
augmentation of cognitive capacity will therefore have to wait
for a more detailed understanding of “the cognitive neural code”
before augmented neural function becomes an achievable reality.

4. CLINICAL CHALLENGES FOR
OPTOGENETIC AUGMENTATION

Despite the very clear advantages that optogenetics offers for
controlling neural activity, there are also four technical hurdles
that exist before its translation to applied clinical use. These are
opsin delivery, opsin choice, illumination strategies and optical
actuators. Additionally, the ethical and regulatory hurdles raised
by augmentation using optogenetics are manifold.
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To date, the majority of optogenetic studies use mice, due
to the large number of transgenic murine strains available
for cellular targeting (e.g., using Cre recombinase, Madisen
et al., 2012, and now intersectional genetic targeting approaches,
Madisen et al., 2015). Cre recombinase targeting is however
inapplicable in humans, thus an alternative method must be
used. The most likely remaining candidate for opsin delivery
is viral transfection, which uses viruses as carriers, such as
adeno-associated viruses (AAV) or lentiviruses. Recent studies
have confirmed that opsin delivery via AAV can be performed
in species other than mice, including rats (Bass et al., 2010;
Witten et al., 2010; Stefanik et al., 2013) and primates (Han,
2012). Furthermore, AAVs have been approved by the FDA
for use in clinical trials (1995 for the first application; 2005
for the first application within the brain; Carter, 2005), thus
removing a key hurdle for the use of optogenetics in clinical trials.
An alternative strategy uses transplantable cells deliver opsins
to marked sites (Weick et al., 2010); although this approach
can suffer from extended opsin expression time, it raises the
intriguing prospect of incorporating optogenetic addressability
into new tissue formed by stem cell approaches to brain repair.

Different opsin variants have been shown to modify neuronal
firing patterns in different ways. The insertion of CatCh,
an excitatory opsin, prevented spikes following an initial
volley spiking in fast-spiking cells, while the same cell class
demonstrated sustained spiking when another actuating opsin,
channelrhodopsin fast receiver (FR), was used instead (Mattis
et al., 2012). The improvement of opsin design is ongoing,
aiming for faster kinetics, preferred excitation wavelength,
increased sensitivity and faster recovery (Lin, 2011). Among
the newer generation of opsins are Chronos, a improved
channelrhodopsin (Klapoetke et al., 2014), and JAWS, a red-
shifted light-driven chloride pump (Chuong et al., 2014). As
exhaustively testing all combinations of opsins and neuronal
populations is impossible, this issue highlights the importance of
good opsin characterization and models for determining suitable
opsin-neuron combinations within any given neural circuit.
In this, the development of accurate computational models of
neurons, circuits (Potjans and Diesmann, 2014) and opsins
(Nikolic et al., 2009; Grossman et al., 2013; Nikolic et al., 2013)
will be vital for refining the matching of opsin to neuronal
population and illumination protocols (Lin, 2011; Mattis et al.,
2012; Jarvis et al., 2014).

A more practical concern is the light source, which can
either be externally located or implantable. Similarly to the
limitations that have troubled other biomedical devices, such as
electrical DBS or retinal implants, both external and implantable
devices have limitations: respectively, these are the need to open
a pathway through the skin, and the need to provide power,
either by an implanted battery or by transcutaneous transmission
(O’Handley et al., 2008). Further practical limitations apply due
to the need to deliver light to structures that can be located
deep within the brain. Light penetration through tissue is limited
by scattering. This is already limiting in mice (although new
redshifted opsins such as ReaChR Lin et al., 2013 and JAWS
Chuong et al., 2014, are increasing the achievable penetration
depth). This factor becomes a major hurdle upon scaling up to

human subjects. One approach to the solution of this problem
is to target deep brain structures using penetrating optrodes,
analogous to the use of penetrating electrodes in DBS. An
additional issue that may arise in larger animals is to ensure the
uniform spread of light over a wide area of tissue, i.e., ensuring
that the falloff rate for illumination is sufficiently low such that
the entirety of targeted areas are illuminated, whilst avoiding
tissue damage due to overheating (Han, 2012).

Additionally, it is currently unclear that actuating an entire
population of cells will be sufficient to provide useful input to the
brain.While population firing rate codes have been demonstrated
in some cortical areas (Georgopoulos et al., 1986), even firing rate
codes may be “labeled line” codes in which cell identity matters
(Montani et al., 2007; Schultz et al., 2009). Processing in some
brain circuits has been proposed to occur through precise phase
latencies within oscillatory activity (Engel et al., 2001), and the
mechanisms underlying coding of cognitive information within
the brain are still far from clear. For these latter schemes, whole
field illumination of neurons in even a class-specific manner will
clearly not be effective. Instead, only a specific subset of cells, such
as an orientation column, should be targeted which is currently
impossible using whole-field illumination.

This leads directly on to the last significant technical hurdle for
clinical optogenetics: how can a large number of neurons within
a population be driven with precise spatial, and defined temporal,
resolution? The majority of optogenetic experiments to date have
employed single photon excitation of opsins, typically supplied
by a light emitting diode or fibre-coupled laser. The disadvantage
with such approaches is that optogenetic activation is then not
spatially limited, and consequently all opsin-expressing cells
within an area of tissue are affected (Figure 2A). For some
optogenetic applications, this may not be sufficient. Instead, it
is critical to target subpopulations of neurons, then alternatives
are available, such as the use of techniques such as multi-site
light emitting diode arrays (Grossman et al., 2010). However,
such approaches are in practice limited to the retina or in vitro
preparations, as they provide negligible to no confinement within
the axial plane (Figure 2B).

Two further possibilities exist that exploit optical technology
to provide precise spatiotemporal patterning. The first is
multiphoton excitation (Rickgauer and Tank, 2009), typically 2-
photon (2P), which is spatially confined enough to allow the
optical activation of individual cells. By using the interaction of
two photons of longer wavelengths, which have less scatter, a
small point spread function (PSF) is created that is constrained
in the axial as well as lateral dimension (Figure 2C) and
can be relocated in space, thus activating individual neurons
throughout the tissue volume. However, as the PSF is typically
smaller than the soma, 2P excitation is insufficient to initiate
an action potential without scanning within the cell—which in
turn reduces the temporal resolution of the technique (Rickgauer
and Tank, 2009). Another recent approach uses wavefront
shapingmethods, such as digital holography or generalized phase
contrast (Figure 2D), and by manipulating the phase of light
with a spatial light modulator, create a defined spatial pattern
of light that can similarly scan multiple neurons in a volume
of tissue (Papagiakoumou et al., 2010; Oron et al., 2012). Both
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FIGURE 2 | Activating neurons to drive activity. (A) Whole field illumination via diode, either located at the cortical surface or inserted within the tissue. In both

instances, all neurons within the illuminated area are activated. (B) An array of photodiodes illuminates subpopulations in the lateral plane, illustrated here in

combination with opsin specificity for only one class of neuron. However, targeting is not constrained in the axial dimension and likewise drives multiple neurons within

a column corresponding to each individual diode. (C) Multiphoton excitation results in a spatially constrained point spread function (PSF) in lateral and axial planes.

Here, the 2P beam is targeted for the first neuron, whose soma is significantly larger than the PSF thus requiring scanning the neuron and increasing the dwell time.

Driving other selected neurons within the population (2–6) is performed sequentially. (D) Digital holography utilizes wavefront shaping, in which a spatial light modulator

alters the phase of beams in order to create multiple PSFs, allowing multiple neurons to be simultaneously but independently driven.

multiphoton excitation and wavefront shaping are limited at a
rate proportional to the population size of the neurons to be
targeted. Furthermore, despite being tested in vivo as well as
in vitro, they only exist for head-fixed subjects, thus currently
preventing its application for experiments including freely
behaving subjects. Yet, as precise spatiotemporal patterning is
likely to be necessary to take advantage of the full capabilities
of optogenetic manipulation of brain circuitry, particularly
where synaptic plasticity mechanisms are involved, this area of
technological development is one to watch closely.

In addition to technical hurdles, the regulatory requirements
for bringing optogenetics to clinical reality are also substantial.
As discussed, the FDA has already cleared the use of AAV-
delivered, providing an option for opsin delivery (Carter, 2005).
However, opsin expression application in human, in which
light-sensitive proteins are inserted into cellular membrane
via genetic manipulation, has not been cleared and would
likely require similar clearance to other gene therapies. This is
compounded with the difficulty in determining the correct levels
of opsin expression, as overexpression has been demonstrated
to have cytotoxic effects. The FDA has recently cleared an
application for optogenetic gene therapy for the treatment of
RP, which will allow clinical trials in humans to commence
(Francis et al., 2013; RetroSense, 2015). The treatment aims to
restore photosensitivity of photoreceptors, bypassing the need
for a separate light activation source. This is in contrast to
cortical optogenetic application which would additionally require
implanted optrodes, placing them in the highest band for both
the FDA and EU regulatory approval. In addition to the usual
considerations associated with implantable device, implanted
optical devices have an additional constraint of minimization
of energy via heat lost to prevent tissue damage. Determining
the distribution of energy by optical delivery devices has been
modeled (Ozden et al., 2013), however althought the FDA have
determined power limits for MRI that allow temperature changes
of 1◦C, there are, as yet, no limits for power limits for chronically
implanted optrodes (Ozden et al., 2013). For chronic usage, this
may require significantly lower limits for power, thus restricting
the range of illumination.

Finally, the ethical considerations that surround
neuroenhancement are substantial and have been discussed
elsewhere, including in this issue (Clark, 2014; Shook et al.,
2014). Many of the same arguments for enhancement of
cognitive abilities via pharamacological (Hyman, 2011),
transcranial or electrical means are similarly applicable here for
optogenetics: the development of a cognitive “arms race"; the
question of who is in control of the augmenting device; and
safety, both due to unintended consequences of manipulating
neural activity as well as from the treament itself. The latter
is particularly pertinent for the application of optogenetics, as
it is highly invasive, requiring both manipulation of genetic
material as well as the subcranial placement of devices to
provide optical activation. This raises the ethical cost of
optogenetics, such that its capacity for neuroenhancement
must be substantially higher in comparison to other treatments
to warrant its use preferentially. However, this provides
an ethical impasse: how should these critera be tested and
developed for optogenetics, while the risk and invasiveness
of clinical optogenetics remains high? It may well be that
such clinical trials may emerge as a by-product of optogenetic
therapies for treatment of existing dysfunction or BMIs, rather
than augmentation; or instead that it will ultimately require
the use of similar but separate therapies, such as targeted
nanoparticles (Carvalho-de Souza et al., 2015) which have the
same advantages as optogenetics, but with diminished risks, to
make neuroenhancement not only ethically more attractive but
also clinically attainable.

5. CONCLUSION

Optogenetics has opened up a variety of new experimental
paradigms in neuroscience. Its key advantage lies in the ability
to target neuronal populations with precise spatiotemporal
activation with immediate and reversible effect, which has
been advantageous for untangling the contribution of neuronal
populations in neural processing in both anatomical and
behavioral studies (Tye and Deisseroth, 2012). These advantages
also place optogenetics as a well-suited tool to assist in the
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development of neurological therapies and, correspondingly,
neural enhancements.

The application of optogenetics as a tool for direct use
in neural modulation itself is less certain. The technological
development of optogenetics is still in progress, with opsin
molecular engineering, opsin delivery and optical stimulation
techniques advancing rapidly, which will undoubtedly increase
the precision of optogenetics and with it, our ability to
manipulate neural circuits. However, the translation of
optogenetics from research tool to clinical application has
additional stipulations, particularly for its use in humans.
From the challenges of opsin delivery to the difficulties in
optically driving neurons with implantable devices, applying
optogenetics outside of research remains a remote possibility
in the foreseeable future. Yet in themselves, these elements
are not the most significant constraint on the application of

optogenetics for neural augmentation, which is instead our
understanding of the neural codes that we are attempting to
adapt. In the meantime, optogenetics offers a viable possibility
for the development of novel neural therapies, by providing
a robust capability to technically refine stimulation protocols
and evaluate the effect of modulating activity levels of different
neuronal populations.
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The vestibulo-ocular reflex (VOR) shows frequency-dependent behavior. This study
investigated whether the characteristics of the electrically evoked VOR (eVOR) elicited by a
vestibular implant, showed the same frequency-dependency. Twelve vestibular electrodes
implanted in seven patients with bilateral vestibular hypofunction (BVH) were tested.
Stimuli consisted of amplitude-modulated electrical stimulation with a sinusoidal profile
at frequencies of 0.5, 1, and 2 Hz. The main characteristics of the eVOR were evaluated
and compared to the “natural” VOR characteristics measured in a group of age-matched
healthy volunteers who were subjected to horizontal whole body rotations with equivalent
sinusoidal velocity profiles at the same frequencies. A strong and significant effect of
frequency was observed in the total peak eye velocity of the eVOR. This effect was
similar to that observed in the “natural” VOR. Other characteristics of the (e)VOR (angle,
habituation-index, and asymmetry) showed no significant frequency-dependent effect. In
conclusion, this study demonstrates that, at least at the specific (limited) frequency range
tested, responses elicited by a vestibular implant closely mimic the frequency-dependency
of the “normal” vestibular system.

Keywords: vestibular implant, vestibular prosthesis, neural prosthesis, bilateral vestibular areflexia, bilateral

vestibulopathy, vestibulo-ocular reflex

INTRODUCTION
Bilateral vestibular hypofunction (BVH) is most often a chronic
condition in which patients can suffer from blurred vision
(oscillopsia), impaired spatial orientation and postural instabil-
ity (Brandt et al., 2010; van de Berg et al., 2011; Hain et al.,
2013). These and other symptoms lead to an important decrease
in physical activity, social functioning and vitality that dramat-
ically impact the patients’ quality of life (Guinand et al., 2012;
Ward et al., 2013). The prognosis of BVH is poor and more than
80% of the patients do not improve (Zingler et al., 2008; McCall
and Yates, 2011). Until now, treatment options are limited and
with low yield (Porciuncula et al., 2012).

A vestibular implant, in a concept analogous to that of the
cochlear implant, has been postulated as a possible therapeutic
alternative. This idea is currently investigated by research groups
in Europe and the United States. Research both from animal and
human studies have demonstrated that electrical stimulation is an
effective means to activate the vestibular system (Fridman et al.,
2010; Guyot et al., 2011; Lewis et al., 2013; Golub et al., 2014).
Considerable research efforts have been devoted to the investi-
gation of the electrically evoked vestibulo-ocular reflex (eVOR).
Promisingly, results showed that it is possible to elicit a VOR
which corresponds to the plane of the canal which is innervated

by the electrically stimulated nerve branch (Gong and Merfeld,
2002; Della Santina et al., 2007; Merfeld et al., 2007; Wall et al.,
2007; Fridman et al., 2010; van de Berg et al., 2011; Perez Fornos
et al., 2014). Current efforts focus on optimizing stimulation
paradigms (Davidovics et al., 2011, 2012), on improving the
alignment of the eVOR (Migliaccio et al., 2011; Dai et al., 2013;
Davidovics et al., 2013), and on investigating the adaptive prop-
erties of the eVOR (Merfeld et al., 2006, 2007; Lewis et al., 2010;
Guyot et al., 2011; Dai et al., 2013). Important efforts are also
undertaken to improve surgical techniques (Feigl et al., 2009; Dai
et al., 2011a; Bierer et al., 2012; Rubinstein et al., 2012; van de Berg
et al., 2012) and to solve biomechanical issues (Wall et al., 2003;
Hayden et al., 2011; van de Berg et al., 2011; Fridman and Della
Santina, 2013).

The Geneva-Maastricht group has recently demonstrated that
it is possible to restore the VOR in patients with BVH, using a
chronically implanted vestibular implant prototype (Perez Fornos
et al., 2014). During these experiments, some frequency depen-
dent effects were observed. Frequency-dependency is a well-
known feature of the vestibular system. Gain of the semicircular
canals (peak eye velocity/peak head velocity) is high for middle
frequencies, but decreases with lower and higher frequencies, con-
sistent with the mechanical properties of the semicircular canals
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(Barnes, 1993). Interestingly, these middle frequency movements
are often encountered by individuals in daily life, for example
during voluntary head movements and locomotor activities
(Barnes, 1993; Crane and Demer, 1997). Therefore, it is impor-
tant to further investigate the frequency dependent behavior of
the eVOR and how it compares to the frequency dependent char-
acteristics of the “natural” VOR in healthy subjects. This was the
main objective of this study.

MATERIALS AND METHODS
IMPLANTED PATIENTS
Between 2007 and 2013, 11 volunteers with BVH received a
vestibular implant prototype consisting of a modified cochlear
implant (MED-EL, Innsbruck, Austria) with extra-cochlear
branches for vestibular stimulation (Guinand et al., Submitted).
The devices, inclusion criteria, and surgical techniques have
been described in detail previously (Perez Fornos et al., 2014;
Guinand et al., Submitted). Seven of them were available
for this study (age 46–68 years; mean age 61.4 years; see
Table 1). Twelve electrodes at different anatomical locations were
tested: four electrodes implanted in the vicinity of the supe-
rior ampullary nerve (SAN), three electrodes implanted in the
vicinity of the lateral ampullary nerve (LAN) and five elec-
trodes implanted in the vicinity of the posterior ampullary
nerve (PAN).

HEALTHY SUBJECTS
Seven age-matched healthy volunteers with a blank history for
vestibular disorders were selected for the comparison experi-
ments. These tests involved three men and four women (age
59–69 years; mean age 62.7 years).

ELECTRICAL STIMULATION
Electrical stimulation was delivered exclusively to one vestibular
electrode at a time. The activation procedure has been previously
described (Guyot et al., 2011; Perez Fornos et al., 2014). Briefly,
the generation of bi-directional eye movements (e.g., both left-
wards and rightwards for stimulation of the LAN) with unilateral
electrical stimulation requires first that a “baseline stimulation”
(i.e., constant amplitude) is delivered by the vestibular electrode.
Then, up- and down-modulation of this “baseline stimulation”
effectively results in the generation of smooth, bi-directional eye
movements.

Stimulation consisted of amplitude modulated,
charge-balanced, cathodic-first, biphasic pulses (200 µs/phase)

presented at a pulse rate of 400 pulses/sec. “Baseline stimulation”
amplitudes corresponded to the middle of each patient’s dynamic
range (see Perez Fornos et al., 2014; Guinand et al., Submitted;
for details on the determination of thresholds, upper comfortable
level and resulting dynamic range). Modulation strengths for
each patient/electrode were selected to correspond to 50–75%
of the corresponding dynamic range and were kept constant
throughout the experiments. Figure 1 illustrates this electrical
stimulation procedure.

STUDY DESIGN
All tests were conducted in a controlled laboratory setting and
performed in complete darkness. All participants (from both
groups) were instructed to sit still, look in front of them and keep
their eyes open during the trials. If necessary, alerting tasks were
given to improve concentration and general level of arousal, in
order to obtain as reproducible results as possible.

In order to test the eVOR as specifically as possible without
any influences of other inputs like residual vestibular function,
the eVOR-experiments were conducted in stationary conditions
(e.g., without any head or body movement). Patients sat com-
fortably in a stationary chair while the implant was activated.
Each electrode was separately tested with a fixed sequence of
approximately 60 sinusoidal cycles of amplitude modulated elec-
trical stimulation (see details in Section Electrical Stimulation).
The strength (i.e., intensity) of modulation was kept constant
throughout experimental trials and 3 modulation frequencies
(0.5, 1, and 2 Hz) were tested. Lower modulation frequencies were
intentionally excluded, since previous investigations (in exactly
the same conditions) showed only very small eVOR responses at
these frequencies (Perez Fornos et al., 2014). Furthermore, 60-
cycle trials at low modulation frequencies below 0.5 Hz resulted
in very long sessions, which severely compromised the attention
of the patients for the rest of the testing session (Perez Fornos
et al., 2014). All tests for a given electrode were performed on the
same day.

Modulation of the frequency of the electrical stimulus would
correspond in real life to modulation of the frequency of the head
velocity stimulus in dynamic situations. Therefore, the eVOR
obtained by electrical stimulation in patients with BVH was com-
pared to the “natural” VOR obtained in healthy volunteers during
velocity controlled whole body rotations. Healthy volunteers were
subjected to 60-cycle trials of horizontal whole body rotations
in a custom-made, velocity-controlled rotatory chair (Nystagliner
Pro; Erich Jaeger Gmbh). Rotations followed the same sinusoidal

Table 1 | Main characteristics of the tested patients with bilateral vestibular hypofunction.

Subject Sex Tested electrode(s) Age at implantation Etiology Year of implantation Surgical approach

BVH1 M SAN; LAN 67 DFNA-9 2012 Intra-labyrinthine

BVH2 F PAN 48 Meningitis 2012 Intra-labyrinthine

BVH3 M SAN; LAN; PAN 66 DFNA-9 2013 Intra-labyrinthine

BVH4 F SAN; PAN 68 DFNA-9 2013 Intra-labyrinthine

BVH5 F SAN; LAN 67 Traumatic 2013 Intra-labyrinthine

BVH6 M PAN 46 Idiopathic 2008 Extra-labyrinthine

BVH7 M PAN 68 Idiopathic 2007 Extra-labyrinthine
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FIGURE 1 | Illustration of the electrical stimulation paradigm. Stimulation
was delivered to one vestibular electrode at a time. Patients first received
baseline electrical stimulation that consisted of constant amplitude trains of
biphasic, cathodic-first pulses (upper-left panel). Baseline stimulation was
presented at a fixed pulse rate of 400 pulses per second. Its intensity
corresponded to 50% of each electrode’s previously measured dynamic
range (DR; current range between the vestibular threshold -THRS- and the

upper comfortable level -UCL-). Once patients were in “adapted” state, the
baseline stimulation could be modulated in amplitude using a signal with a
sinusoidal profile (see lower-left panel). The strength (i.e., intensity) of the
modulation was kept constant and its frequency was varied between 0.5 and
2 Hz. The right panel shows an example of such an amplitude modulated
stimulation signal (blue trace). The envelope of the modulation signal (red
dotted lines) has been highlighted for clarity.

profile as electrical stimuli (same frequency range of 0.5, 1, and
2 Hz) and had a peak velocity of 30◦/s.

EYE MOVEMENT RECORDING AND ANALYSIS
Bidimensional eye movements (i.e., horizontal and vertical eye
position, no torsion) were recorded with the EyeSeeCam system
(EyeSeeCam VOG; Munich, Germany) (Bartl et al., 2009; Perez
Fornos et al., 2014). Motivation for this choice, as well as the data-
processing using cycle-by-cycle analysis and calculation of gain
were described previously (Perez Fornos et al., 2014; Guinand
et al., Submitted). An example of eye movement data process-
ing is presented in Figure 2. Analysis was performed on as many
valid cycles (free of saccades and blinks) as possible (minimum
43, maximum 60).

Total peak eye velocity was calculated as the square root of the
sums of the squares of horizontal and vertical peak eye velocity.
To facilitate the analysis of the frequency-dependent behavior of
peak eye velocities of different magnitudes, peak eye velocities
per modulation frequency were normalized to the highest mea-
sured peak eye velocity per electrode. Angle of the (e)VOR (with
respect to the horizontal axis) was defined as the angle between

the horizontal and vertical peak eye velocity (Guinand et al.,
Submitted). The habituation-index was determined by the mean
peak eye velocities of the last 10 cycles, divided by the mean peak
eye velocities of the first 10 cycles. The asymmetry-index (ratio
of excitatory/inhibitory half cycle gain) of the most prominent
component (horizontal or vertical) was calculated as (excitatory
half cycle gain—inhibitory half cycle gain)/(excitatory half cycle
gain + inhibitory half cycle gain) (Dai et al., 2011b) and converted
into an absolute value.

STATISTICS
Since normality tests conducted on individual results often
failed the normality assumption, individual results (per sub-
ject/electrode) are presented as median values, as well as the
25th–75th percentiles. Group results conformed to normal dis-
tributions and are therefore presented as mean values ± standard
error of the mean (SEM).

Statistics were performed using analysis of variance (ANOVA)
modules from IBM SPSS Statistics v22 (IBM Corporation, New
York, United States of America). Raw scores were used as input
for comparative tests regarding angle, habituation-index and
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FIGURE 2 | Illustration of eye movement data processing. The figure presents eye movement data tracings for patient BVH1-LAN. Two steps are illustrated
for each modulation frequency: raw eye position (e.g., before any processing was performed) and processed eye velocity data.

asymmetry-index. For total peak eye velocity, variance differed
between the groups. Therefore, data were first normalized before
proceeding to statistical analysis. A significance level of 0.05 was
chosen to detect significant differences within and across groups.

ETHICAL CONSIDERATIONS
This study was in accordance with the Declaration of Helsinki
(amended version 2013). The testing protocol was approved
by the ethical committees of the Maastricht University Medical
Center (NL36777.068.11/METC 11-2-031) and the Geneva
University Hospital (NAC 11-080).

RESULTS
CHARACTERISTICS OF THE eVOR
The first objective of this paper was to describe the main char-
acteristics of eVOR-responses. Four main characteristics were
studied: total peak eye velocity, angle of the eVOR (with respect
to the horizontal axis), the habituation-index over 60 cycles, and
the asymmetry (ratio of excitatory/inhibitory half cycle gain) of
the response.

Total peak eye velocity results obtained per electrode are
presented in Table 2. Consistent with previous observations
(Guinand et al., Submitted), inter-subject variability was high.

The medians of the total peak eye velocity for the elec-
trodes ranged from 0.6◦/s (BVH4-PAN, 0.5 Hz) up to 21.5◦/s
(BVH5-SAN, 2 Hz).

To facilitate comparison of the results across patients and
across frequencies, total peak eye velocity results were normal-
ized to the highest values per electrode. Individual and pooled
results revealed a clear frequency-dependent behavior for the
three stimulation sites (Figure 3). In general, the lowest peak eye
velocities were obtained with a modulation frequency of 0.5 Hz.
Peak eye velocities progressively increased with increasing modu-
lation frequency, reaching a maximum at 2 Hz. Note however that
interestingly, patient BVH2 showed an opposite behavior (stimu-
lation of the PAN). There was a statistically significant effect of
modulation frequency [F(2, 27) = 16.25, p < 0.001] but not for
stimulation site. Post-hoc pairwise comparisons (Tukey) indicated
that the difference in mean normalized peak eye velocities was sta-
tistically significant (p < 0.05; 0.5 Hz: 0.53 ± 0.08; 1 Hz: 0.72 ±
0.05; 2 Hz: 0.98 ± 0.02).

Figure 4A shows individual angle results (with respect to the
horizontal axis) for each stimulation site. Results for each stim-
ulation site were very variable across subjects. No clear effect of
modulation frequency could be distinguished either. For exam-
ple, stimulation of the SAN in BVH3 (dark green triangles in
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Table 2 | Medians, 25th percentiles, and 75th percentiles of total peak

eye velocity (◦/s) for all electrodes, per modulation frequency (perc. =
percentile).

Electrode Frequency (Hz) Median 25th perc. 75th perc.

BVH1-SAN 0.5 4.2 2.4 5.3
1 5.4 3.3 7.6
2 6.9 5.2 9.1

BVH1-LAN 0.5 6.9 5.3 8.6
1 9.1 7.1 10.4
2 9.3 7.3 11.4

BVH2-PAN 0.5 8.5 6.4 9.8
1 8.3 7.8 9.0
2 6.9 6.2 7.7

BVH3-SAN 0.5 1.1 0.9 1.5
1 3.9 3.1 5.0
2 5.6 4.6 7.2

BVH3-LAN 0.5 0.9 0.6 1.2
1 1.8 1.4 2.5
2 3.6 2.2 4.8

BVH3-PAN 0.5 2.0 1.5 2.5
1 5.7 5.2 6.4
2 8.6 8.0 9.7

BVH4-SAN 0.5 0.8 0.5 1.1
1 1.4 1.0 1.7
2 3.6 2.4 4.4

BVH4-PAN 0.5 0.6 0.5 0.8
1 1.0 0.6 1.3
2 1.5 1.0 2.3

BVH5-SAN 0.5 12.4 10.8 14.1
1 13.5 10.8 17.4
2 21.5 16.6 24.9

BVH5-LAN 0.5 6.8 6.0 8.1
1 8.0 6.8 9.5
2 11.1 9.0 12.9

BVH6-PAN 0.5 10.2 8.1 13.5
1 12.5 10.6 14.7
2 12.0 9.8 14.6

BVH7-PAN 0.5 4.0 3.5 4.4
1 4.0 2.8 5.0
2 5.7 4.6 7.5

Figure 4A) showed, as expected, angles with a predominantly
vertical component ranging from 59 to 83◦. The eye move-
ment response progressively shifted toward the vertical axis (the
angle increased) as modulation frequency increased. However,
results for the same stimulation site were completely different
in the case of patient BVH5 (purple triangles in Figure 4A).

Surprisingly, this patient showed median angles with a predom-
inantly horizontal component, ranging from 12 to 14◦ during
stimulation of the SAN. Furthermore, median angles remained
relatively stable across modulation frequencies for this patient.
Similar inter-subject variability was observed for stimulation of
the LAN and the PAN.

Mean results across stimulation sites (gray plots in Figure 4B)
showed that overall, the stimulation site with the most vertical
eVOR response was the PAN (58.6 ± 5.5◦). There were only very
small differences in angles between stimulation of the SAN and
the LAN (respectively 46.8 ± 6.1◦ and 40.4 ± 7.1◦). Differences
across modulation frequencies were small, both when each stim-
ulation site was considered separately and when data from all
stimulation sites was pooled (black plot in Figure 4B). There was
no statistically significant main effect of modulation frequency or
stimulation site.

Figure 5A shows individual median habituation-indexes per
patient and for each stimulation site. Results across subjects
and across stimulation sites were again quite variable. Results
were very variable from one stimulation site to another in the
same patient (e.g., results for patient BVH3, dark green plots in
Figure 5A). Habituation could also be very different when com-
paring the same stimulation site between patients (e.g., compare
results for stimulation of the PAN, squares in Figure 5A).

No clear effect of modulation frequency could be distinguished
either. While in some cases habituation seemed to be more
important (i.e., indexes became lower) at higher modulation fre-
quencies (e.g., BVH4-SAN, olive green triangles in Figure 5A),
in other cases the inverse trend was observed (e.g., BVH1-SAN).
Mean results across stimulation sites and for all stimulation
sites together showed a clearer picture (Figure 5B). Habituation-
indexes for stimulation of the PAN were in general higher (1.08 ±
0.09), reflecting less adaptation than stimulation of the SAN and
the LAN (respectively 0.72 ± 0.11 and 0.78 ± 0.12). This differ-
ence was only statistically significant between stimulation of the
SAN and the PAN (p < 0.05). Another interesting observation
from pooled results was that in general, habituation was more
important for the 2 Hz modulation frequency than for 0.5 and
1 Hz. However, the effect of modulation frequency, as well as the
interaction effect between modulation frequency and stimulation
site, were not statistically significant.

Figure 6 displays asymmetry-indexes for each patient and each
stimulation site. Values were <0.3 in all cases. The patient show-
ing the most asymmetrical responses was BVH5 (purple plots in
Figure 6A) and the one with the most symmetrical responses was
BVH4 (olive green plots in Figure 6A), particularly for stimula-
tion of the SAN. No systematic frequency-dependent behavior
was observed in individual results. Group results (Figure 6B) con-
firmed that asymmetry was in general low, and some variability
between stimulation sites was also observed. There were no sig-
nificant effects of modulation frequency or stimulation site. The
interaction effect between modulation frequency and stimulation
site was not statistically significant either.

THE eVOR vs. THE “NATURAL” VOR
The second goal of this study was to compare the previously
described eVOR-characteristics with those of the “natural” VOR
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FIGURE 3 | Normalized total peak eye velocity (PEV) vs.

modulation frequency. (A) Each panel represents individual results
obtained during stimulation for each stimulation site (SAN, LAN,

PAN). (B) Mean results (±SEM) calculated across patients for each
stimulation site (gray plots) and for all electrodes together (black
plot).

observed in the group of healthy volunteers. The results of this
comparison are summarized in Figure 7.

Figure 7A compares the frequency-dependent behavior of the
normalized total peak eye velocity of the eVOR to that of the “nat-
ural” VOR. From this figure it is clear that both show a strikingly
similar frequency-dependent behavior, with the lower peak eye
velocities measured at 0.5 Hz (0.53 ± 0.08 for the BVH-group and
0.54 ± 0.05 for the group of healthy volunteers). Peak eye veloc-
ities increase progressively with increasing frequency reaching a
maximum at 2 Hz (BVH-group: 0.72 ± 0.06 at 1 Hz and 0.98 ±
0.01 at 2 Hz; Group of healthy volunteers: 0.73 ± 0.08 at 1 Hz
and 0.99 ± 0.003 at 2 Hz). A Two-Way between-groups ANOVA
confirmed a significant effect of frequency [F(2, 51) = 29.39, p <

0.001], but no significant difference between both groups. The
interaction between both variables was not significant either.

Figure 7B compares eVOR angles to those of the “natural”
VOR. The angles of the “natural” VOR are close to zero (i.e.,
practically horizontal) and remained relatively stable across
modulation frequencies, consistent with the direction of applied
whole body rotations. As described previously, mean eVOR
angles were much higher, with a predominantly vertical com-
ponent and also remained relatively stable across modulation
frequencies. A Two-Way between-groups ANOVA confirmed
a significant difference between both groups [F(1, 51) = 84.91,
p < 0.001], but no significant effect of frequency. The interaction
effect was not significant either.

Figure 7C compares the habituation-index of the eVOR to
that of the “natural” VOR. Habituation-indexes were close
to one (i.e., meaning very little adaptation) for both groups

at 0.5 and 1 Hz and only slightly decreased at 2 Hz. There
was no significant difference between groups or across mod-
ulation frequencies. The interaction effect was not significant
either.

Finally, Figure 7D compares the asymmetry-indexes of the
eVOR to those of the “natural” VOR. Mean asymmetry for the
eVOR ranged between 0.10 (0.5 Hz) and 0.13 (2 Hz). Mean
asymmetry for the “natural” VOR was much lower and close to 0,
although values slightly increased at 2 Hz. A Two-Way between-
groups ANOVA confirmed a significant difference between both
groups [F(1, 51) = 37.64, p < 0.001], but no significant effect of
modulation frequency. The interaction effect was not significant
either.

DISCUSSION
The goal of this study was to investigate how the characteristics
of the eVOR change as a function of modulation frequency in the
first group of patients implanted with a vestibular implant proto-
type, and to compare these results to the “natural” VOR responses
obtained in healthy age-matched volunteers.

These results demonstrate that at least in this specific (limited)
frequency range, the vestibular implant closely mimics the nat-
ural frequency-dependency of the vestibular system. Frequency
showed a significant effect on the total peak eye velocity: total
peak eye velocity increased with increasing frequency for both
groups, without any significant effect between the groups. No
significant frequency-dependent changes were observed in angle,
habituation-index or asymmetry. This behavior was similar in the
eVOR and in the “natural” VOR.
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FIGURE 4 | Angle of eye movements vs. modulation frequency. (A) Each panel represents individual results obtained during stimulation for each stimulation
site (SAN, LAN, PAN). (B) Mean results (±SEM) calculated across patients for each stimulation site (gray plots) and for all electrodes together (black plot).

The increase of peak eye velocity with frequency has already
been well documented in normal subjects (Barnes, 1993), but it
had never been systematically evaluated in human patients with a
vestibular implant. It is reasonable to hypothesize that this effect
probably reflects the properties of vestibular afferents, which are
the main target of electrical stimulation by a vestibular implant
(Goldberg et al., 1984; Kim et al., 2011). However, it cannot be
excluded that a small residual population of hair cells and more
central connections can contribute to this effect (Aw et al., 2008).

The eVOR angle (with respect to the horizontal axis) was very
variable across the BVH-group for the whole tested frequency
range. The resulting misalignment has already been described
in animals as well as humans and is attributed mainly to cur-
rent spread or imprecise electrode placement (Fridman et al.,
2010; Lewis et al., 2010, 2013; Dai et al., 2011c, 2013; Davidovics
et al., 2011; van de Berg et al., 2011; Guinand et al., Submitted).
Current spread is particularly relevant in the case of the LAN and
the SAN (Figure 4A) because of their close anatomical position

relative to each other (van de Berg et al., 2012). Many strategies to
minimize misalignment have been investigated, such as different
stimulus waveforms, precompensation (vector summation), cur-
rent steering and improving electrode design, but none of these
seem totally infallible (Fridman et al., 2010; Dai et al., 2011c,
2013; Davidovics et al., 2013). Fortunately, chronic stimulation
experiments in animals have shown that the brain is very adap-
tive: it is able to significantly improve eVOR alignment, making it
possible to develop an ocular response which is aligned with the
axis of head motion, even when stimulating the nerve branch of
a canal that is orthogonal to the axis of motion. This phenomon
is called “cross-axis adaptation.” (Lewis et al., 2003, 2010, 2013;
Della Santina et al., 2007; Dai et al., 2011c; van de Berg et al.,
2011; Guinand et al., Submitted). Therefore, taking the adapt-
ability of the brain into account, it should still be determined
to which extent complex stimulation strategies to improve eVOR
alignment will have to be incorporated into a device suited for
human clinical use.
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FIGURE 5 | Habituation-index vs. modulation frequency. (A) Each panel represents individual results obtained during stimulation for each stimulation site
(SAN, LAN, PAN). (B) Mean results (±SEM) calculated across patients for each stimulation site (gray plots) and for all electrodes together (black plot).

FIGURE 6 | Asymmetry-index vs. modulation frequency. (A) Each panel represents individual results obtained during stimulation for each stimulation site
(SAN, LAN, PAN). (B) Mean results (±SEM) calculated across patients for each stimulation site (gray plots) and for all electrodes together (black plot).

Repeated exposure to the same sinusoidal stimulus can cause
a long-lasting decrease in VOR gain in animals and humans.
This habituation can be frequency-specific (Dow and Anastasio,
1999). While significant habituation has been observed for

low-frequency stimuli (Buettner et al., 1981; Jäger and Henn,
1981a,b; Dow and Anastasio, 1997, 1999; Clément et al., 2002),
repeated stimulation at higher modulation frequencies shows lit-
tle or no change in VOR gain (Ito et al., 1974; Jäger and Henn,
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FIGURE 7 | Comparison of the main characteristics of the eVOR to the

“natural” VOR. The eVOR is represented as mean group results of the
BVH-group (gray bars and circles ±SEM). The “natural” VOR is represented
as mean group results of the group of healthy volunteers (white bars and

circles ±SEM). (A) Normalized total peak eye velocity (PEV) vs. modulation
frequency. (B) Angle of the VOR responses vs. modulation frequency. (C)

Habituation-index vs. modulation frequency. (D) Asymmetry-index vs.
modulation frequency.

1981a; Dow and Anastasio, 1999). Consequently, some authors
suggest sinusoidal oscillations should be limited to a few cycles or
having a delay between two series of tests (Clément et al., 2002).
Other key factors involved in the result of vestibular tests are gen-
eral level of arousal and instruction set (Wall and Furman, 1989;
Weissman et al., 1989; Barnes, 1993; Zee and Leigh, 2006). For
example, it is well known and documented that results can be
compromised during long testing trials. In this study, low mod-
ulation frequencies that would result in long testing times were
excluded. Sixty-cycle trials were used and a delay between tests
was obeyed. In these testing conditions, no significant habituation
was observed. It is therefore reasonable to assume that habitua-
tion does not constitute a limiting factor in the tested frequency
range.

No significant frequency-dependent changes in asymmetry
were observed. However, the BVH-group showed significantly
more asymmetry than the group of healthy volunteers. This
could be expected, since acute unilateral vestibular stimulation

(BVH-group) was compared to bilateral vestibular stimulation
(group of healthy volunteers). However, it is interesting to note
that the asymmetry index in the BVH-group remained rela-
tively low (maximum 0.27) compared with previous data in
unilaterally implanted monkeys (Dai et al., 2013; Guinand et al.,
Submitted). The major difference between both studies was the
level of baseline stimulation used. Baseline stimulation in this
study was set supranormally at 50% of the dynamic range, while
the animal study used a lower baseline in order to mimic the
physiology of normal rhesus monkey vestibular afferent fibers
(Sadeghi et al., 2007; Dai et al., 2013). With a supranormal base-
line, the decrease in excitatory response is counterbalanced by
the increase in inhibitory response, which should improve the
symmetry of the response. In other words, using a supranor-
mal baseline corresponding to 50% of the total dynamic range,
allows an equal range of stimulation currents to code head move-
ments toward the implanted side and toward the unimplanted
side. Consequently, head compensation in all directions should
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be enhanced (Davidovics et al., 2012). At this point it is important
to point out that it is still not clear yet whether asymmetry will be
an issue of clinical relevance for vestibular implants. Results on
patients with a unilateral vestibular loss show that response asym-
metry is generally well compensated (Curthoys and Halmagyi,
1995; Black et al., 1996; van de Berg et al., 2011). It is therefore
reasonable to hypothesize that even an asymmetric eVOR might
be enough to restore useful vestibular function.

Knowing the minor frequency effects on angle, habituation
and asymmetry could open doors for future research. It allows
these eVOR-parameters to be determined at only specific frequen-
cies, without the need for testing the whole frequency range. This
is likely to result in more precise measurements, since (1) some
modulation frequencies which have specific drawbacks (i.e., low
gain for low-frequencies or challenging head stabilization dur-
ing rotatory tests at higher-frequencies) could be left out of the
analysis and (2) time is saved in the already long testing sessions,
resulting in improved patients’ concentration which has to be
optimal for all tests.

The fact that a vestibular implant can closely mimick the
“natural” frequency-dependency of the vestibular system, is also
a promising finding for device development. Since the VOR
is appropriately compensated in a frequency range which is
important for every-day activities (Crane and Demer, 1997),
there might be no need of implementing complex stimu-
lus processing strategies that consider frequency-dependent
characteristics.

ADDITIONAL CONSIDERATIONS
In this study, the threshold for vestibular activation was the cur-
rent where the first vestibular symptom was reported or observed
(Guinand et al., Submitted). This could be a change in nystagmus
slow peak eye velocity or a clearly vestibular related sensation that
could be below the threshold of activation of the VOR-pathway.
This latter case suggests that other pathways can be activated
before the VOR-pathway. These sub-VOR-threshold perceptions
deserve to be investigated more in the future (Guinand et al.,
Submitted).

Some healthy volunteers were unable to adequately stabilize
their heads at 2 Hz. This resulted in an increase in the vertical peak
eye velocity component, which is in accordance with clinical expe-
rience that effectively stabilizing the head above a certain rotation
frequency becomes challenging. A bite bar could be added to
improve head stabilization. However, it was decided not to use
a bite bar since we considered that this would impose an addi-
tional unnecessary burden to subjects. Furthermore, adding a bite
bar would hinder communication with subjects. Both these con-
siderations are particularly relevant for our long, repeated testing
sessions performed in complete darkness.

Finally, a potential caveat of this study is that results are based
on a small number of subjects. This suggests that results of sta-
tistical tests should be interpreted with caution. Nevertheless,
the trends reported were similar across subjects and inter-subject
variability was smaller than the observed effects. In these condi-
tions, adding more subjects to the study would certainly give more
statistical power to the results, but it would not fundamentally
change the observed trends.

CONCLUSION
A strong and significant frequency-dependency effect in total
peak eye velocity was observed in the tested frequency range
(0.5–2 Hz). This effect was comparable to the one observed for
the “natural” VOR. (e)VOR-angle, habituation-index and asym-
metry showed no significant frequency-dependent effect in any
group. This study demonstrates that, at least in the specific (lim-
ited) frequency range tested, the vestibular implant closely mimics
the natural frequency-dependency of the vestibular system.
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Meaningful and repeatable tactile sensations can be evoked by electrically stimulating
primary somatosensory cortex. Intracortical microstimulation (ICMS) may thus be a
viable approach to restore the sense of touch in individuals who have lost it, for example
tetraplegic patients. One of the potential limitations of this approach, however, is that
high levels of current can damage the neuronal tissue if the resulting current densities
are too high. The limited range of safe ICMS amplitudes thus limits the dynamic range
of ICMS-evoked sensations. One way to get around this limitation would be to distribute
the ICMS over multiple electrodes in the hopes of intensifying the resulting percept
without increasing the current density experienced by the neuronal tissue. Here, we
test whether stimulating through multiple electrodes is a viable solution to increase the
dynamic range of ICMS-elicited sensations without increasing the peak current density.
To this end, we compare the ability of non-human primates to detect ICMS delivered
through one vs. multiple electrodes. We also compare their ability to discriminate pulse
trains differing in amplitude when these are delivered through one or more electrodes.
We find that increasing the number of electrodes through which ICMS is delivered only
has a marginal effect on detectability or discriminability despite the fact that 2–4 times
more current is delivered overall. Furthermore, the impact of multielectrode stimulation
(or lack thereof) is found whether pulses are delivered synchronously or asynchronously,
whether the leading phase of the pulses is cathodic or anodic, and regardless of the
spatial configuration of the electrode groups.

Keywords: neuroprosthetics, intracortical microstimulation, discrimination task, detection performance, non-
human primates

Introduction

One approach to restoring sensorimotor function to patients with upper spinal cord injury consists
of measuring signals from motor areas of their brains to control anthropomorphic robotic arms
(Hochberg et al., 2012; Collinger et al., 2013). However, our ability to use our limbs relies heavily on
somatosensory signals, which convey information about the consequences of our movements and
about the objects with which we interact. With this in mind, it is necessary not only to re-establish
the ability to send commands to the limb but also to restore the ability to receive sensory signals
back from the limb. One strategy to restore somatosensation consists of electrically stimulating
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neurons in somatosensory cortex through chronically implanted
electrode arrays in the hopes of eliciting meaningful tactile and
proprioceptive sensations (London et al., 2008; O’Doherty et al.,
2011; Berg et al., 2013; Tabot et al., 2013b, 2014; Thomson et al.,
2013; Bensmaia andMiller, 2014; Dadarlat et al., 2014). One limi-
tation of intracortical microstimulation (ICMS) is that high levels
of current can damage neuronal tissue if the resulting current
densities are too high. However, ICMS has been found to have a
negligible effect on tissue over a range of current densities (up to
about 1.0 mC/cm2; Rajan et al., unpublished observations), unless
it is applied continuously for long periods of time (McCreery
et al., 2010). One strategy to expand the dynamic range of elicited
sensations without increasing the current density experienced by
any one population of neurons, and thus to avoid damaging the
brain, is to distribute the injected current over multiple electrodes
(Zaaimi et al., 2013). That way, we might be able to achieve a
wider dynamic range of sensations without subjecting neurons
to higher peak current densities.

To investigate this possibility, we had two non-human pri-
mates perform detection or discrimination tasks in a two-
alternative forced choice paradigm (Figure 1A) to probe their
sensitivity to ICMS delivered through one or more electrodes.
Electrodes in each group were chosen such that their recep-
tive fields were largely overlapping to ensure that the sen-
sations evoked resulted in tactile sensations that were local-
ized to a single location on the skin (cf. Tabot et al., 2013b).
We wished to determine the degree to which stimulation
through multiple electrodes (1) reduces the minimum ampli-
tude required to achieve a percept (the absolute threshold) and
(2) increases the number of discriminable amplitude increments
[just noticeable differences (JNDs)] that can be achieved between

absolute threshold and the maximum current per electrode
(100 μA).

To these ends, we first investigated whether animals could bet-
ter detect pulse trains delivered simultaneously through multiple
electrodes (2 or 4) than they could the same pulse trains deliv-
ered through a single electrode. We also compared the animals’
sensitivity to multi-electrode stimulation when pulses were deliv-
ered synchronously or asynchronously within each stimulus cycle
(Figure 1B). Moreover, we probed the effect on sensitivity of
polarity (that is, whether the leading phase is cathodic or anodic)
and of the spatial configuration of the electrodes on the array
(Figure 1C). Finally, we investigated how multi-electrode stimu-
lation affects the discriminability of ICMS pulse trains that differ
in amplitude. We conclude that multi-electrode stimulation only
provides a modest improvement in the dynamic range and does
not justify its energetic cost.

Results and Discussion

Effect of Multi-Electrode Stimulation on
Detectability
We compared detection performance for ICMS pulse trains
delivered through 1, 2, or 4 electrodes with cathodic phase-
first current pulses delivered synchronously across electrodes
(Figure 1B, left). In these experiments, two and four times as
much current was delivered in the double and quad conditions
as was delivered in the single electrode condition, respectively.
We found that the absolute threshold – defined as the ICMS
amplitude that yielded 75% detection performance – decreased
as the number of stimulated electrodes increased (Figures 2A,B;

FIGURE 1 | Experimental design. (A) Structure of a trial. The red dashed
circle denotes the animal’s direction of gaze; on this example trial, the animal
responded right. (B) Timing of synchronous and asynchronous ICMS for a quad

of electrodes. (C) Spatial configuration of electrode quads from one monkey.
Each square represents an electrode; electrodes that share a color were part of
a quad (some electrodes were used in two quads).
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FIGURE 2 | Detectability of ICMS delivered through varying number of
electrodes (20,577 trials from 54 electrodes). In these experiments, pulses
occurred synchronously (Figure 1B, left). (A) Psychometric functions, averaged
across single electrodes, electrode pairs, and electrode quads. (B) Measured
and theoretically calculated thresholds. The bars and error bars denote the
mean and SEs, respectively, and each point corresponds to a different single

electrode, electrode pair, or quad. The dashed lines denote the expected
threshold assuming that each electrode independently contributes to
detectability. (C) Comparison of the most sensitive single electrode, best pair of
electrodes, and the quad with pulses delivered synchronously in the
multi-electrode conditions (9,520 trials from 24 electrodes). Error bars denote
the SE of the mean. ∗p < 0.05, ∗∗p < 0.01.

Kruskal–Wallis test, χ2
(2,51) = 14.8, p < 0.001), as might be

expected given that more current was delivered to the brain
(see Ghose and Maunsell, 2012; Zaaimi et al., 2013). A post
hoc analysis revealed that, while single-electrode thresholds were
not significantly different from electrode-pair thresholds (rank-
sum test, Bonferroni corrected, p = 0.07), single thresholds were
significantly higher than quad thresholds (p = 0.003), and dou-
ble thresholds were significantly higher than quad thresholds
(p = 0.04). Furthermore, thresholds measured in the multi-
electrode conditions closely matched theoretical predictions
based on the assumption that each electrode exerts an indepen-
dent effect on detectability (signed rank test, p > 0.5, dashed lines
in Figure 2B).

Next, we wished to assess the extent to which stimulation
through multiple electrodes improves detectability beyond that
achieved through stimulation of the most sensitive electrode.
To this end, we compared performance with four electrodes to
that with the best (most sensitive) electrode and with the best
pair of electrodes in the quad. We found that, while not com-
pletely eliminated, the apparent advantage of multi-electrode
stimulation was substantially reduced. Indeed, while detection
performance remained significantly different between single elec-
trodes and multiple electrodes (Friedman test, χ2

(2,14) = 9.25,
p < 0.01, Figure 2C), the mean difference in threshold between
groups was less than 3 μA (mean ± SEM: single vs. double:
0.50 ± 0.50 μA, single vs. quad: 2.76 ± 1.02 μA, double vs.
quad: 2.26 ± 0.82 μA, mean ± SEM), representing a decrease
of less than 10%. Importantly, the detectability of subthresh-
old stimuli (5 and 10 μA) did not improve significantly with
multiple electrodes (Friedman test, χ2

(2,30) = 1.94, p = 0.4),
which stands in contrast with previous findings (Zaaimi et al.,
2013).

Synchronous vs. Asynchronous Stimulation
In the multi-electrode conditions described above, electrical
pulses were delivered synchronously through different electrodes.

We wished to determine whether the effect of multi-electrode
stimulation on sensitivity might be different when pulses are
staggered rather than synchronous. To this end, we repeated
the experiments described above, but interleaved trials in which
pulses were delivered synchronously across electrodes with tri-
als in which pulses were staggered (Figure 1B). First, we found
that synchrony did not have a significant overall effect on thresh-
olds [paired t-test, t(23) = 1.03, p = 0.31] (Figure 3A), con-
sistent with previous findings in optogenetic experiments with
mice (Histed and Maunsell, 2014). Second, asynchronous multi-
electrode ICMS had a similar effect on detectability as did
its synchronous counterpart, with thresholds decreasing with
more electrodes (Friedman test, χ2

(2,18) = 14.6, p < 0.001);
a post hoc analysis revealed significant differences across all
three groups (signed rank test, Bonferroni corrected, p < 0.05;
Figure 3B). Additionally, as was the case with synchronous
stimulation, measured thresholds were indistinguishable from
theoretically estimated thresholds assuming independent con-
tributions of each electrode to detection performance (signed
rank test, double: p = 0.063, quad: p > 0.5). Again, the
mean difference in threshold was small (single vs. double:
1.35 ± 0.32 μA, single vs. quad: 2.96 ± 0.43 μA, double vs.
quad: 1.61 ± 0.38μA) and the detectability of subthreshold stim-
uli did not improve significantly (Friedman test, χ2

(2,38) = 1.85,
p = 0.40).

Effect of Pulse Polarity on Detectability
Next, we investigated whether changing the polarity of the pulses
might modulate how stimulation through multiple electrodes
affects detectability. That is, we compared the effect of multi-
electrode stimulation when the leading phase was anodic to that
when leading phase was cathodic. First, as has been previously
shown (Ranck, 1975; Schmidt et al., 1996; Koivuniemi and Otto,
2011), detection thresholds were significantly higher for anodic-
first pulses than for cathodic-first pulses [Figure 4A; t-test:
t(70) = 12.2, p < 10−18]. As was the case for cathodic-first pulses,
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FIGURE 3 | (A) Detection performance with synchronous and asynchronous stimulation (13,202 trials from 48 electrodes). (B) Comparison of the most sensitive
single electrode, best pair of electrodes, and the quad with pulses delivered asynchronously in the multi-electrode conditions (19,400 trials from 30 electrodes). Error
bars denote the SE of the mean. ∗p < 0.05, ∗∗p < 0.01.

thresholds for anodic-first stimulation decreased as the num-
ber of electrodes increased (Kruskal–Wallis test, χ2

(2,45) = 6.68,
p = 0.036). However, the increase in sensitivity with increas-
ing number of electrodes was eliminated when the best sin-
gle electrode and the best pair were compared to the quad
[Friedman test, χ2

(2,10) = 2.33, p = 0.31, single/double/quad:
23.6 ± 1.70 μA/28.9 ± 1.08 μA/27.2 ± 1.64 μA; Figure 4B].
Thus, results using multi-electrode ICMS with anodic phase
leading did not conform with theoretical predictions based on the
assumption of independence.

Effect of Electrode Spacing on Detectability
Electrodes that formed each quad were selected to have largely
overlapping receptive fields. In some cases the electrodes were
physically adjacent, but in others they were not (Figure 1C). We
wished to assess whether the spatial configuration of the electrode
groups might impact how stimulation through these is com-
bined to culminate in a behavioral outcome. Using ICMS with
cathodic phase leading, we found that spatial configuration had
no impact on sensitivity tomulti-electrode stimulation: threshold
decreased as the number of electrodes increased, whether these

FIGURE 4 | (A) Distribution of thresholds for anodic phase leading and cathodic
phase leading ICMS (56,021 trials from 97 electrodes). The distribution of
thresholds for the best electrodes is shown in the lighter hue. (B) Comparison of

the most sensitive single electrode, best pair of electrodes, and the quad with
pulses in the multi-electrode conditions with anodic phase leading (12,661 trials
from 18 electrodes). Error bars denote the SE of the mean.
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were adjacent (Friedman test, χ2
(2,18) = 18.2, p < 0.001) or not

(χ2
(2,14) = 6.75, p = 0.03). In both conditions (adjacent vs. non-

adjacent), observed thresholds were consistent with the assump-
tion of independence; that is, these were not significantly different
from predicted ones regardless of spatial separation (signed rank
test, p > 0.1). The effect of separation was similar whether stimu-
lation was presented synchronously or asynchronously, as might
be expected from Figure 3.

Multi-Electrode Stimulation for
Discrimination
Based on results from the detection experiments, we concluded
that the detectability of ICMS improves only slightly when stim-
ulation is delivered through multiple electrodes despite the fact
that more current is injected. Next, we wished to examine
whether the discriminability of ICMS pulse trains differing in
amplitude increased when these were delivered through mul-
tiple electrodes simultaneously. To this end, we had animals
discriminate ICMS that differed in amplitude, with stimuli deliv-
ered through single electrodes, pairs, or quads of electrodes.
That is, we compared discrimination performance when both
stimuli were presented through one, two, or four electrodes. In
these experiments, pulses were anodic phase leading. We found
that there was no significant difference in discrimination perfor-
mance across the three conditions with either the 30-μA standard
[Friedman test,χ2

(2,59) = 0.03, p = 0.99] or the 100-μA standard
(χ2

(2,59) = 1.12, p = 0.57; Figure 5).

Implications for Neuroprosthetics
The results of our detection experiments are consistent with the
hypothesis that each electrode exerts an independent effect on
sensitivity, except perhaps when the anodic phase leads, where
no effect was observed (though the sample was relatively small for
that condition). As such, the advantage of multi-electrode stimu-
lation is relatively modest when compared to the “best” electrode,
with four electrodes yielding a mean decrease in threshold of
less than 10%. There was no effect of multi-electrode stimulation
on discrimination, likely reflecting the fact that discrimination is

generally less sensitive to stimulus parameters than is detection.
The lack of effect on discrimination performance was probably
exacerbated by the fact that these experiments were carried out
with anodic phase leading.

At first glance, our results seem generally inconsistent with
those reported in a previous study (Zaaimi et al., 2013), in which
a supra-additive effect of multi-electrode stimulation on sen-
sitivity was reported. Furthermore, in this previous study, the
synergistic effects of multi-electrode stimulation were observed
even for subthreshold stimuli, which was not the case here.
However, in that study, the supra-additive effect was strongest
when five or more electrodes were simultaneously stimulated, so
perhaps we did not stimulate a sufficient number of electrodes
in the present study to observe it. The discrepancy regarding
the effect of multi-electrode stimulation on subthreshold stim-
uli may be attributable to differences in somatosensory areas that
were stimulated (areas 3b/1 vs. area 2), in the relevant sensory
modalities (tactile vs. proprioceptive), or in the behavioral proto-
cols (one stimulus interval vs. two, 360-ms vs. 1000-ms stimulus
duration, etc.).

Whether pulses were delivered synchronously or asyn-
chronously did not affect their detectability, a result that is consis-
tent with previous findings in mice using optogenetic stimulation
(Histed and Maunsell, 2014). At peri-threshold, amplitudes, the
current may spread to a volume with a radius of 200–300 μm
or less (Stoney et al., 1968; Tehovnik et al., 2006; Zaaimi et al.,
2013), so the different electrodes may have activated mostly non-
overlapping populations of neurons. Even if the fields do interact,
it may be that both synchronous and asynchronous stimulation
have their respective advantages: with synchronous stimulation,
the fields interact, allowing intervening neurons to experience
stronger stimulation, thereby increasing their probability of
firing; with asynchronous stimulation, neurons experience more
continuous stimulation, thereby increasing their probability of
firing; the two effects may then be approximately equivalent.

Given its limited effect on sensitivity, stimulation through
multiple electrodes is not a very promising way to extend
the dynamic range of sensations achievable through ICMS, at

FIGURE 5 | Effect of multi-electrode stimulation on the discriminability of ICMS. (A,B) Psychometric functions with a 30-μA and 100-μA standard,
respectively (9,280 trials from 12 sets of electrodes). (C) JNDs with different standard amplitudes. Error bars denote the SEM.
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least for artificial touch and given current electrode technolo-
gies. Indeed, stimulating through the “best” electrode yields
nearly equivalent results and requires a fraction of the cur-
rent as does stimulating through four electrodes. One might
argue that, given an independent contribution of each elec-
trode, performance should improve as the number of stimu-
lated electrodes increases. However, more electrodes will likely
evoke more diffuse percepts (cf. Tabot et al., 2013b), so gains
in dynamic range will be at the expense of spatial localiza-
tion. On the other hand, for more distributed representa-
tions, such as proprioceptive ones, multi-electrode stimulation
may be more practical (cf. Zaaimi et al., 2013). As technol-
ogy develops, and implanted electrodes get closer together, the
multi-electrode approach may be viable for touch as well. In
the meantime, manipulations of phase width, pulse frequency,
and pulse train duration may be more promising avenues to
extend the dynamic range (Tabot et al., 2013a; Kim et al.,
2014).

Materials and Methods

Animals
Procedures were approved by the University of Chicago Animal
Care and Use Committee. Each of two male Rhesus macaques
(6 years of age, around 10 kg in weight) was implanted with
three electrode arrays: one Utah electrode array (UEA; Blackrock
Microsystems, Inc., Salt Lake City, UT, USA) in the hand repre-
sentation of areas 1 and 2 in the right hemisphere, flanked by two
FMAs (Microprobes for Life Science, Gaithersburg, MD, USA) in
area 3b (For more detail, see Berg et al., 2013; Tabot et al., 2013b).
We mapped the receptive field of each electrode by identifying
which areas of skin evokedmultiunit activity (monitored through
speakers).

Experimental Design
Each trial consisted of two sequentially presented stimulus inter-
vals, one (detection) or both (discrimination) of which contained
a stimulus (Figure 1A). In the detection task, the animal indi-
cated which of the two stimulus intervals contained the stimulus;
in the discrimination task, the animal indicated which of the two
intervals contained the more intense stimulus. In both tasks, the
animals responded by making a saccade to one of two visual
targets. Animals were first trained on these tasks with mechan-
ical indentations delivered to their skin until their performance
leveled off. Mechanical stimuli were then replaced with ICMS;
importantly, the animals performed at a high level on the very
first block of ICMS, suggesting that the ICMS detection and
discrimination were very similar to their mechanical counter-
parts.

Intracortical microstimulation consisted of 1-s long trains of
symmetric biphasic pulses with a phase duration of 200 μs,
an interphase interval of 53 μs, and a frequency of 300 Hz
(Figure 1B). In the multi-electrode conditions, ICMS was
either delivered synchronously (with all pulses in a given
cycle occurring simultaneously) or asynchronously, such that
pulses were evenly distributed throughout the cycle (that is,

with an interpulse interval of 1667 μs for pairs and 833 μs
for quads of electrodes; Figure 1B). In each experimental
block, trials with a single electrode were interleaved with tri-
als with pairs or quads of electrodes. In all cases, all of the
electrodes in a quad had largely overlapping receptive fields
on the palmar surface of the hand. Each quad was broken
down into pairs, so that we could compare performance with
quad stimulation to that with stimulation through electrode
pairs or through single electrodes using repeated measures
statistics.

In the detection experiments, ICMS amplitude was 5, 10,
15, 20, 30, 40, 50, or 80 μA and varied from trial to trial
in pseudorandom order. In the discrimination experiments,
the same number of electrodes was used in both intervals of
each trial; the animal was comparing ICMS delivered through
one, two, or four electrodes. On each trial, the amplitude of
the standard stimulus was 30 or 100 μA. The 30-μA stan-
dard was paired with comparison stimuli at 40, 50, 60, 80,
or 100 μA. The 100-μA standard was paired with compari-
son stimuli at 30, 40, 50, 60, or 80 μA. The standard stimulus
was presented in either the first or the second interval and tri-
als with both standards were interleaved so the animal would
have to pay attention to both intervals to perform the task
correctly.

Analysis
In the detection task, we estimated the detection threshold as the
stimulus amplitude that yielded a performance of 75% correct.
Similarly, in the discrimination task, we estimated the JND as
the difference between comparison and standard amplitude that
yielded a performance of 75% correct. Thresholds and JNDs were
estimated using a standard sigmoid function. To compare sen-
sitivity across conditions, we used parametric tests (e.g., t-tests)
or non-parametric ones (e.g., Kruskal–Wallis test, Friedman test
and signed rank test) depending on the sample size and variance
of the data.

We also wished to quantify the expected performance if we
assume that each electrode independently contributes to percep-
tion (cf. Zaaimi et al., 2013):

PD = 1 − (1 − PS1)(1 − PS2)

PQ = 1 − (1 − PS1)(1 − PS2)(1 − PS3)(1 − PS4)
(1)

Where PD and PQ indicate the probability of detection with
pairs and quads of electrodes, respectively, and PS1, PS2, PS3, and
PS4 denote the detection probability with each of the individual
electrodes in the pair or quad. The proportion correct observed in
the detection task, Pobs, is related to the probability of detection,
Pdet , as follows:

Pobs = Pdet + 0.5(1− Pdet) (2)

So the probability of detection is given by Pdet = 2Pobs − 1.
We computed Pdet for each electrode and plugged the resulting
value into Equation 1 to obtain the theoretical detection proba-
bility for double and quad electrodes. Finally, we used Equation 2
to convert the probabilities back to task performance metrics.
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Given that our ability to remember is
inherently limited, one “solution” is to
artificially enhance memory. Here I discuss
four general approaches that have been
developed to augment human long-term
memory: nootropics agents, brain stim-
ulation, mnemonic strategies, and exter-
nal aids. The former two have only been
recently developed in the field of sys-
tems neuroscience, and have become the
focus of ethical debate. For example, some
ethicists question the propriety of artifi-
cial memory enhancement in healthy indi-
viduals. As I demonstrate here, all four
methods have been considered ethically
suspect at one time or another. In medieval
times, the use of mnemonics was consid-
ered immoral by many, and even the use
of written texts as memory aids has been
suggested as producing the appearance of
knowledge, void of actual knowledge. Here
I present a summary of each approach,
beginning with those that fall within the
scope of systems neuroscience, and dis-
cuss considerations critical to each of their
respective ethical debates.

NOOTROPICS
Nootropics are pharmacological agents
consumed solely for the purpose of cog-
nitive enhancement, sometimes referred
to as “cosmetic use.” Most nootropics
are prescription drugs developed to treat
a disorder, but are instead taken off-
label for cognitive enhancement. However,
nootropics by the broadest definition can
also include well-accepted psychoactive
compounds including caffeinated drinks
and energy drinks. Currently there is

some evidence that caffeine can enhance
memory (Jarvis, 1993; Hameleers et al.,
2000; Borota et al., 2014), however, results
are not conclusive (Nehlig, 2010). Active
ingredients used in energy drinks, such
as taurine and guaraná, can also enhance
memory (Alford et al., 2001; Haskell et al.,
2007). There is also evidence that nicotine
and sage have beneficial effects on mem-
ory (Tildsley et al., 2005; Heishman et al.,
2010). In general, nootropics can enhance
memory encoding, but also may influence
retrieval processes.

Numerous drugs are taken off-label
for their nootropic properties (see Lannii
et al., 2008, for a review). Piracetam is
credited as the first nootropic (Winblad,
2005; Winnicka et al., 2005; Margineau,
2011) and has demonstrated memory
enhancing effects (Dimond and Brouwers,
1976). Unlike most drugs, piracetam has a
very weak affinity to receptors (Winblad,
2005; Margineau, 2011) and its mech-
anism of action is unclear. Since the
initial report of piracetam’s memory facil-
itation in 1976, pharmacology research
has attempted to identify other com-
pounds with memory enhancing abili-
ties. Modafinil, marketed as a treatment
for sleep disorders, has been found to
enhance memory (see Repantis et al.,
2010, for a review). Of particular inter-
est, Kohli et al. (2009) found modafinil to
enhance both quality and speed of mem-
ory. Additionally, memory enhancements
were sustained after continued adminis-
tration. Recent research with ampakines
in non-human primates have also yielded
promising results (e.g., Porrino et al.,

2005). While many other nootropics also
exist, such as adderall and ritalin, these
drugs do not enhance memory directly,
but can effect other cognitive abilities (de
Jongh et al., 2008; Lannii et al., 2008).

Recent studies have shown that uni-
versity students around the world are
taking nootropics to improve academic
performance (e.g., Eickenhorst et al., 2012;
Dietz et al., 2013; Kudlow et al., 2013;
Mazanov et al., 2013; Partridge et al., 2013;
Sattler and Wiegel, 2013), though preva-
lence rates vary greatly between studies.
Eickenhorst et al. (2012) surveyed stu-
dents to determine the motivations for
using nootropics and found that improv-
ing concentration, vigilance, and cogni-
tive potential ranked the highest, though
enhancing memory was also a major
motive. However, it can be argued that
nootropics lead to an uneven playing field,
where wealthier individuals, who have
access to nootropics, can perform better
academically. While the ethics of nootrop-
ics is an emerging topic, the consump-
tion of drugs to enhance performance
is a time-worn topic within the field of
athletics, where such drugs are consid-
ered cheating. Additionally, it is unclear
what would constitute enhancement ver-
sus therapy—consider an older adult with
gradually decreasing memory, is it “fair”
to use nootropics to perform at the same
level as a young adult, or would this be
cheating?

BRAIN STIMULATION
Brain regions can be non-invasively
stimulated using transcranial magnetic
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stimulation (TMS) or transcranial direct
current stimulation (tDCS). Briefly, both
of these techniques modulate the excitabil-
ity of neurons in the targeted regions. See
Sparing and Mottaghy (2008) for a techni-
cal review of TMS and tDCS methodology.
As both of these methods have limited
depth of penetration, the main memory-
related regions (i.e., the medial temporal
lobe) cannot be targeted. However, the
dorsolateral prefrontal cortex (DLPFC)
has been shown to be important to mem-
ory encoding and is often the target of
TMS or tDCS in memory studies (e.g.,
Marshall et al., 2004; Gagnon et al., 2011;
Javadi and Walsh, 2012; Javadi et al., 2012).
As both of these methods are unlikely to
globally enhance cognitive function, but
instead increase activity in one region
while decreasing activity in another (net
zero-sum model; Brem et al., 2014), it is
important to consider the role of DLPFC
in memory. The DLPFC is often associated
with attention and working-memory (e.g.,
Lebedev et al., 2004). Though the afore-
mentioned studies focused on DLPFC
stimulation, other regions of the PFC
have also been related to memory func-
tion (Blumenfeld and Ranganath, 2007).
The PFC in general has been associated
with several facets of higher-level cogni-
tion (see Wood and Grafman, 2003, for a
review), with an emphasis on goal plan-
ning (Passingham and Wise, 2012). One
view of the relation between attention
and episodic memory is that informa-
tion must first be attended to before it
can be successfully encoded into mem-
ory. Along with this, working memory can

serve as an intermediate process between
attending to the information and the
encoding of it.

To stimulate a brain region using TMS,
pulses need to be applied concurrent with
the memory task (also see Walsh and
Cowey, 2000). As a result, TMS can only
be effectively used within a controlled (i.e.,
laboratory) setting and cannot be read-
ily used as a memory enhancement tech-
nique by one’s self. In contrast, though
not done in conjunction with a memory
task, changes in cortical excitability due to
tDCS stimulation have been shown to per-
sist 90 minutes after stimulation (Nitsche
et al., 2003, 2005), and in some cases can
have persisting after-effects even 30 days
later (Boggio et al., 2008). Additionally,
tDCS devices are becoming available to the
public (Nature Editorial, 2013), targeted
at improving attention and reaction time
in gamers. Of particular concern, this also
allows parents to use tDCS in-home with
their children to hasten learning (Kadosh
et al., 2012), despite the effects of tDCS on
development being unclear. Kadosh et al.
(2012) suggest that using tDCS to enhance
learning may be viewed as cheating as
it can confer an “unearned,” and thus
unfair, advantage to the user. However, hir-
ing a tutor could be similarly unfair as
the tutor’s guidance would make learning
easier.

Memory can also be enhanced through
invasive stimulation. Of course, invasive
methods cannot be ethically conducted on
the same scale and with the same con-
trol measures as with non-invasive meth-
ods. Hamani et al. (2008) describe a case

where a patient was implanted with a
deep brain stimulation (DBS) device tar-
geted at the hypothalamus to treat morbid
obesity. Through post-operative CT scans,
the researchers estimated that the elec-
trodes were located in the hypothalamus,
but two were notably proximal to the
fornix. Initial stimulation of one electrode
evoked an autobiographical memory from
decades prior. Of particular relevance,
the patient developed enhanced memory
function. Hamani et al. found that DBS led
to greater activation in the patient’s hip-
pocampus and parahippocampal gyrus.
Suthana et al. (2012) implanted DBS elec-
trodes in the entorhinal cortex of epilepsy
patients and found enhanced spatial mem-
ory. Generally, such DBS studies are only
conducted with patients that have already
been implanted with electrodes for non-
memory reasons (e.g., localizing epilepsy
foci), but recent successes may soon lead
DBS to be used as a treatment for patients
with memory impairments. Laxton et al.
(2010) implanted DBS electrodes in the
fornix in Alzheimer’s patients. Stimulation
drove activity in entorhinal and hip-
pocampal regions and improved memory.

Recent research in non-human pri-
mates has also lead to the develop-
ment of a neuroprosthetic device that
enhances memory through task-specific
activity (Hampson et al., 2013). In con-
trast to DBS, where fixed frequency stim-
ulation is used to activate regions, this
neuroprosthetic device is built using a
nonlinear systems approach that computes
multiple-input-multiple-output (MIMO)
associations with CA3 spike trains as

FIGURE 1 | Graphical representation of the mathematical model developed by Berger et al. (2011) to simulate connectivity between CA3 and CA1 of

the hippocampus. Figure adapted from Berger et al. (2013).
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inputs and CA1 spike trains as out-
puts (see Figure 1; Berger et al., 2011,
2013). More recent developments with
this model have allowed for the trans-
ference of memories between individu-
als (Deadwyler et al., 2013). Converging
with non-invasive methods, the MIMO
device has also been implanted in the PFC
and shown to enhance memory (Hampson
et al., 2012).

Invasive stimulation techniques involve
a myriad of additional ethical issues that
are not present with non-invasive meth-
ods. For instance, it is unethical to implant
stimulation devices purely for research, an
upcoming ethical issue will be the option
to opt for elective brain implants. As peo-
ple are already able to opt for cosmetic
surgery in the absence of any medical
issues, it seems reasonable that one should
also be able to elect for cognitive enhance-
ments without a medical need. Along these
lines, individuals who get cosmetic surgery
can still compete in a beauty pageant with-
out being considered “cheaters.” Simply
put, assuming no significant risks, should
an operation to improve attractiveness
be more ethical than improving cogni-
tion? That being said, further research is
needed before one can ask their family
physician for a referral to get a “memory
implant.”

MNEMONICS
The least controversial approach to
enhancing one’s memory is to use a strat-
egy (i.e., mnemonics), sometimes referred
to as internal aids. Countless strategies
exist to improve memory encoding, sev-
eral of which can be used spontaneously,
such as rote repetition, making a sentence
or story, imagining the to-be-remembered
words, and forming a mnemonic using the
first letters of the words (Harris, 1980;
Intons-Peterson and Fournier, 1986).
Additionally, everyday memory experts
such as waiters (Ericsson and Polson,
1988; Bekinschtein et al., 2008), taxi
drivers (Maguire et al., 2000), and chess
masters (Chase and Simon, 1973; Gobet
and Simon, 1996) use more specialized
strategies.

For more generalizable strategies it
is most useful to focus on individuals
who have trained themselves to have
superior memory. Maguire et al. (2003)
compared superior memorizers, those

who placed highly in the World Memory
Championships, to controls. Most supe-
rior memorizers reported using the
method of loci, a strategy first developed
by ancient Greeks, and sometimes referred
to as a “memory palace.” In this strategy,
one imagines a familiar environment (usu-
ally their home) and walks through this
imagined environment, placing the to-be-
remembered items at various locations
(loci). To recall the items, the individual
imagines walking through the environ-
ment and sees the items once again (also
see Yates, 1966; Raz et al., 2009; Legge
et al., 2012; Madan and Singhal, 2012).
Importantly, superior memorizers have
been found to exhibit differences in func-
tional activations in the hippocampus
and retrosplenial cortex (Maguire et al.,
2003). Other techniques can also be used
to achieve extraordinary memory, such
as chunking, where information is hierar-
chically grouped (e.g., Chase and Simon,
1973). The primary flaw of mnemonics is
that effective use often requires extensive
practice.

Considering the ethics of mnemonic
use, some Christians in the middle ages
viewed mnemonics as immoral, consider-
ing them to be magic, in part due to their
pagan roots (Yates, 1964, 1966). However,
others embraced it and used it as a tool for
the remembrance of Biblical text.

EXTERNAL AIDS
External aids such as written lists can
artificially improve memory (see Harris,
1980, and Intons-Peterson and Fournier,
1986, for a comprehensive list of aids),
and are primarily used as retrieval cues.
Modern technology has vastly increased
the capacity and convenience of external
aids, particularly due to the advent of cell
phones (Wilson et al., 1999; Wade and
Troy, 2001; Svoboda et al., 2012). While
the use of external aids is relatively innocu-
ous, it is not free of debate. In Phaedrus,
Plato (360 BC, 275a) recounts a conver-
sation where Socrates cautions Phaedrus
against being too dependent on written
texts:

Trust in writing will make them remem-
ber things by relying on marks made by
others, from outside themselves, not on
their own inner resources, and so writ-
ing will make the things they have learnt
disappear from their minds. [Writing]

is a potion for jogging the memory,
not for remembering. You provide your
students with the appearance of intelli-
gence, not real intelligence. Because your
students will be widely read, though
without any contact with a teacher, they
will seem to be men of wide knowledge,
when they will usually be ignorant.

This passage still rings true and may even
be more relevant today. With ready access
to the Internet, people have even less
reason to remember information directly,
instead remembering where to find the
information, but not the information itself
(Sparrow et al., 2011). However, infor-
mation stored using external aids is less
susceptible to memory biases (e.g., false
memories, primacy and recency effects).
Future neuroimaging research comparing
cued versus uncued memories using exter-
nal aids may provide additional insight
into the neuronal mechanisms of memory.

CONCLUSION
Recent advances in systems neuroscience
have provided new approaches to artifi-
cially enhancing memory; however, these
have not come without controversy. While
it is not possible to resolve these debates
without further discussion, it is impor-
tant to acknowledge that although other
approaches to artificially enhancing mem-
ory appear innocuous now, this has not
always been the case. One direction for-
ward is to draw parallels with other fields
that have observed similar debates in the
past, such as in the case of performance-
enhancing drugs for athletes and cosmetic
surgery for beauty competitions, and ben-
efit from the discourse that has already
surrounded their own ethical disputes.

MEMORY AUGMENTATION AS AN
INTERVENTION
While the focus of this article is the use
of augmentation to enhance memory in
healthy individuals, it is important to
acknowledge that these methods should
be equally, if not more, beneficial to indi-
viduals with diminished memory func-
tion (e.g., older adults and Alzheimer’s
patients). Additionally, it is possible that
diminished function can be a form of
enhancement (Earp et al., 2014). With
respect to impaired memory as an inter-
vention, one such case would be patients
with post-traumatic stress disorder.
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There is a growing demand for new brain-enhancing technologies to improve mental
performance, both for patients with cognitive disorders and for healthy individuals.
Transcranial direct current stimulation (tDCS) is a non-invasive, painless, and easy to
use neuromodulatory technique that can improve performance on a variety of cognitive
tasks in humans despite its exact mode of action remains unclear. We have conducted a
mini-review of the literature to first briefly summarize the growing amount of data from
clinical trials assessing the efficacy of tDCS, focusing exclusively on learning and memory
performances in healthy human subjects and in patients with depression, schizophrenia,
and other neurological disorders. We then discuss these findings in the context of the
strikingly few studies resulting from animal research. Finally, we highlight future directions
and limitations in this field and emphasize the need to develop translational studies to
better understand how tDCS improves memory, a necessary condition before it can be
used as a therapeutic tool.

Keywords: tDCS, neuromodulation, prefrontal cortex, cognitive enhancement, memory

Non-invasive neuromodulatory techniques including tDCS have
been shown to improve performance on a variety of cognitive
domains. tDCS is a painless stimulation method that delivers sub-
threshold electrical currents to the brain and manipulates the
resting membrane potential of cortical neurons (e.g., Stagg and
Nitsche, 2011). Since the dorsolateral prefrontal cortex (DLPFC)
is a crucial element in the neural network subserving executive
functions (i.e., working memory, planning, goal-oriented behav-
ior, attention, and inhibitory control ),
targeting this area with neuromodulatory techniques represents
a promising therapeutic option for improving cognition. In this
mini-review, we summarize data obtained from clinical trials
(see Tables 1A, B) and animal models focusing on tDCS-induced
memory enhancement in healthy subjects and in subjects with
psychiatric and neurological disorders known to induce mild to
severe cognition impairments. Limitations and perspectives are
then discussed.

HUMAN STUDIES
tDCS FOR COGNITIVE ENHANCEMENT IN HEALTHY SUBJECTS
To date, most studies conducted in healthy individuals have
assessed the effect of tDCS in enhancing verbal and visuospatial
components of working memory (WM) and learning processes.
Fregni et al. found that online anodal tDCS at 1 mA applied
over the left DLPFC enhances accuracy in a three-back letter task
compared with cathodal stimulation of the same area or anodal
stimulation of the primary motor cortex (Fregni et al., 2005).
Based on the same paradigm, Ohn et al. investigated the time-
dependency of tDCS and found an increased number of correct

responses starting 20 min after the beginning of active stimula-
tion compared to sham, whereas earlier measurements did not
reveal any stimulation effects (Ohn et al., 2008). More recently,
Lally et al. confirmed these results in a larger cohort, but only
when subjects were tested during the stimulation session (online),
without a persisting effect 48 h later (Lally et al., 2013). Mulquiney
et al. obtained discordant results in a sample of 10 healthy volun-
teers, with no improvement in accuracy but in speed performance
after anodal tDCS (Mulquiney et al., 2011). However, Marshall
et al. reported increased reaction time in the same task during
both anodal and cathodal bilateral intermittent stimulation over
the DLPFC (Marshall et al., 2005). Andrews and collaborators
investigated the impact of 1 session of anodal tDCS delivered
during a WM task (n-back task) on performances on a sub-
sequent WM task (digit span forward) (Andrews et al., 2011).
Upon completion of the n-back task, they observed a signifi-
cant improvement in performance on the digit span forward task.
Berryhill and Jones enhanced WM by application of anodal tDCS
over the left or right DLPFC in subjects with a high educational
level, whereas tDCS provided no benefit in WM performance to
a less educated group (Berryhill and Jones, 2012). Interestingly,
Teo et al. found that WM performances are influenced by current
strength of anodal tDCS (Teo et al., 2011). Gladwin et al. explored
the impact of anodal left DLPFC tDCS on Sternberg task comple-
tion when distractor stimuli were presented during the retention
period. tDCS improved reaction time only when the incorrect
choice had been a distractor suggesting stimulation might have an
effect on selective attention. In a subsequent study, they showed
that tDCS improves reaction time in an implicit association test
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Table 1A | Studies investigating the cognitive effects of tDCS in healthy subjects.

Study tDCS parameters Results

Author Design n Task A/C I (mA) D (min) E (cm2)

Fregni et al.,
2005

Cross over
Single blind

15 n-back task Online F3/FP2 1 10 35 Improvement in accuracy (more correct
responses)
No improvement in reaction time

Ohn et al., 2008 Cross over
Single blind

15 n-back task Online
Offline

F3/FP2 1 20 35 Increased number of correct responses after
30 min of stimulation with anodal stimulation

Lally et al., 2013 Cross over
Double blind

21 n-back task Online
Offline

F3/cheek 1 10 35 Improvement of performance during the first
stimulation phase with active stimulation

Mulquiney et al.,
2011

Cross over 10 Cogstate
Sternberg
task

Online
Offline

F3/FP2 1 10 35 2-back task: no effects of session or time in
accuracy; improvement in reaction time
Sternberg task: no effect of session or time

Marshall et al.,
2005

Cross over
Double blind

12 Modified
Sternberg
task

Online F3/F4 0.26 15 64 No improvement in accuracy
Slower reaction time after anodal and cathodal
tDCS

Andrews et al.,
2011

Cross over 10 n-back task
Digit span
tasks

Online
Offline

F3/FP2 1 10 35 Previous application of tDCS during the n-back
task resulted in increased performance on digit
span forward

Berryhill and
Jones, 2012

Cross over 25 n-back task Offline F3/cheek
F4/cheek

1.5 10 35 Low education group: unchanged or impaired
performance
High education group: improved performance

Teo et al., 2011 Cross over
Double blind

12 n-back task
Sternberg
task

Online
Offline

F3/FP2 1 or 2 20 35 n-back task: decrease reaction time during the
last 5 min of 2 mA session.
Sternberg task: no difference in reaction time
and accuracy between 1 mA, 2 mA, or sham
stimulation

Gladwin et al.,
2012a

Cross over 14 Sternberg
task

Online
Offline

F3/FP2 1 10 35 Improvement in reaction time, influence of
interference

Gladwin et al.,
2012b

Cross over 20 Modified
version of
the IAT

Offline F3/FP2 1 10 35 Improvement in reaction time in the congruent
rather than in the incongruent condition

Kincses et al.,
2004

Cross over 14 PCL Online F3/Cz 1 10 35 Improvement of implicit learning by anodal but
not cathodal stimulation

Hammer et al.,
2011

Cross over
Single blind

36 Recognition
memory
task

Online
Offline

F3/FP2 1 30 35 Cathodal stimulation hampered memory
performance after errorful learning, whereas
anodal stimulation did not alter encoding and
memory retrieval

Manenti et al.,
2013

Cross over
Single blind

64 Episodic
memory
task

Online F3/F4 1.5 6 35 Improvement of verbal episodic memory with
anodal tDCS applied during the retrieval phase
Better performances in young subjects

Zwissler et al.,
2014

Cross over
Double blind

85 Episodic
memory
task

Online F3/con-
tralateral
musculus
deltoideus

1 15 35 Anodal tDCS increased whereas cathodal
stimulation decreased the number of false
alarms to lure pictures in subsequent
recognition memory testing

Cz, midline central (international 10/20 EEG system); F3, left dorsolateral prefrontal cortex; F4, right dorsolateral prefrontal cortex; FP2, supraorbital right; IAT, Implicit

Association Test; PCL, probabilistic classification learning; I, intensity; D, duration; E, electrodes size.
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Table 1B | Studies investigating the cognitive effects of tDCS in psychiatric diseases.

Study tDCS parameters Results

Author Design n Task A/C I (mA) D (min) E (cm2)

DEPRESSION

Brunoni et al.,
2013

Double blind
RCT

28 UP Probabilistic
classification learning

Online F3/F4 2 30 25 No improvement in implicit
learning after real stimulation

Fregni et al.,
2006

Double blind
RCT

18 UP Digit span forward
and backward test

Online F3/FP2 1 10 35 Improvement in working
memory

Oliveira et al.,
2013

Double blind
RCT

28 UP n-back task Online F3/F4 2 30 25 Enhancement of working
memory
Increase rate of correct
responses
Increase ability to discriminate
between correct responses and
false alarms

Wolkenstein and
Plewnia, 2013

Double blind
RCT

22 MDD Delayed- response
working memory
task

Online F3/Right
upper arm

1 20 35 Enhancement of working
memory performance and
elimination of attentional bias

Ferrucci et al.,
2009

Open label 8 MDD Sternberg Task
Word recognition
task
Posner paradigm

Offline F3/F4 2 20 32 Cognitive tasks showed no
significant difference between
active or sham stimulation

Loo et al., 2012 Double blind
RCT

64 MDD RAVLT, Stroop Test,
COWAT, Digit span,
SDMT

Offline F3/F8 2 20 35 Improvement of working
memory performances, indexed
by the SDMT, after 1 tDCS
session
No improvement in cognitive
performances after 15 sessions

Palm et al., 2012 Double blind
RCT

22 MDD VLMT, RWT LNSWAIS Offline F3/FP2 1 or 2 20 35 Cognitive tasks showed no
significant difference between
active or sham stimulation

SCHIZOPHRENIA

Vercammen
et al., 2011

Single blind
Cross over

20 Probabilistic
classification learning

Online F3/FP2 2 20 35 Improvement in implicit learning
after real stimulation in a subset
of patient

Hoy et al., 2014 Double blind
RCT

18 nback Offline F3/FP2 1 or 2 20 Improvement in working
memory at 2 mA

Goder et al.,
2013

Cross over 14 RAVLT Offline F3/F4 0–0.3 During
sleep

64 Improvement in working
memory

ALZHEIMER

Boggio et al.,
2009

Double blind
RCT

10 Digit span test
Visual recognition
Memory task
Stroop test

Online F3/ FP2
T7/FP2

2 30 35 Improvement in working
memory after prefrontal and
temporal stimulation
No effect on digit span and
Stroop performance

Cotelli et al.,
2014

Double blind
RCT

36
(mild to
moder-
ate)

Face-name
association memory
task
Memory training

Offline F3/Right
deltoid
muscle

2 24 No additive effects of anodal
tDCS on memory performance
when combined with memory
training

(Continued)
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Table 1B | Continued

Study tDCS parameters Results

Author Design n Task A/C I (mA) D (min) E (cm2)

PARKINSON

Boggio et al.,
2006

Double blind
RCT

18 n-back task Online F3/ FP2 1 or 2 20 35 Improvement in accuracy
No improvement in reaction
time
No effect at 1 mA

Pereira et al.,
2013

Cross over 16 Semantic fluency
task phonemic task

Offline F3/FP2
P3-T5/FP2

2 20 35 Improvement in the phonemic
fluency task after DLPFC tDCS

POST-STROKE

Kang et al., 2009 Double blind
RCT

10 Go/No-Go Offline F3/FP2 2 20 25 Improvement in response
accuracy at 1 and 3 h
post-stimulation

Jo et al., 2009 Double blind
RCT

10 n-back task Offline F3/FP2 2 30 35 Improvement in the two-back
task after DLPFC tDCS

Park et al., 2013 Double blind
RCT

11 Seoul computerized
neuropsychological
test

Offline F3/F4 2 30 25 Improvement in attention when
combined with cognitive
rehabilitation

COWAT, Controlled Oral Word Association Test; F3, left dorsolateral prefrontal cortex (international 10/20 EEG system); F4, right dorsolateral prefrontal cortex; FP2,

supraorbital right; F8, lateral aspect of the right orbit; LNSWAIS , Letter Number Sequencing Task of the Wechsler Adult Intelligence Scale; MDD, Major Depressive

Disorder; RAVLT, Ray Auditory Verbal Learning Test; RCT, Randomized Controlled Trial; RWT, Regensburg Word Fluency Test; SDMT, Symbol Digit Modalities Test;

UP, Unipolar Depression; I, intensity; D, duration; E, electrodes size; VLMT, Verbal Learning Memory Test, P3-T5, left temporo-parietal cortex.

without affecting the subjects’ ability to overcome bias (Gladwin
et al., 2012a,b).

In addition, tDCS has been recently used as an investigative
tool in other memory domains. With regard to implicit memory
(probabilistic classification learning), Kincses et al. first demon-
strated that anodal tDCS performed over the left DLPFC at
1 mA in healthy volunteers resulted in immediate improvement
in implicit learning (Kincses et al., 2004). Hammer et al. showed
that cathodal stimulation hampered memory performance after
errorful learning, whereas anodal stimulation did not alter encod-
ing and memory retrieval (Hammer et al., 2011). Manenti et al.
found that anodal stimulation enhances the long-term episodic
memory capacities of young and older subjects with more robust
effects in young participants (Manenti et al., 2013). Plewnia
and collaborators also reported that tDCS shapes accuracy of
episodic memory via polaritiy-specific modulation of false recog-
nition. When applied during encoding of pictures, anodal tDCS
increased whereas cathodal stimulation reduced the number of
false alarms (i.e., responses to highly similar distracter images) in
subsequent recognition memory testing (Zwissler et al., 2014).

tDCS FOR COGNITIVE ENHANCEMENT IN PSYCHIATRIC AND
NEUROLOGICAL DISORDERS
Bifrontal tDCS has been shown to prevent procedural learning
in depressive states, possibly by inducing a decrease in the activ-
ity of the right DLPFC (Brunoni et al., 2013). Beneficial effects
of online stimulation applied over the left DLPFC have been
reported for working memory, attentional performances, and
information processing in depressed patients (Fregni et al., 2006;

Oliveira et al., 2013; Wolkenstein and Plewnia, 2013). However,
two randomized controlled trials and one open-label trial failed
to replicate this finding with offline stimulation, suggesting that
multiple tDCS sessions do not have cumulative cognitive enhanc-
ing effects (Ferrucci et al., 2009; Loo et al., 2012; Palm et al.,
2012).

Only a small number of studies have examined the impact
of tDCS on selective cognitive domains altered in schizophrenia.
Focusing on working memory, Vercammen et al. reported that a
single session of anodal tDCS to the left DLPCF improves proba-
bilistic association learning in a specific subset of schizophrenic
patients (Vercammen et al., 2011). These findings were inter-
preted as an enhancement of DLPFC function primarily in indi-
viduals with relatively higher neural and cognitive reserve. Hoy
et al. observed the same tDCS effects on a working memory task
after a 2 mA stimulation (Hoy et al., 2014). Göder et al. showed
improved sleep-associated memory consolidation in patients with
schizophrenia when anodal tDCS oscillating at a frequency of
0.75 Hz was applied during sleep (Goder et al., 2013).

Cognitive enhancing properties of tDCS have also been
explored in a number of neurological diseases. For example, in
Alzheimer disease, Boggio et al. (2009) reported short-term facil-
itation effects on visual recognition memory after prefrontal and
temporal anodal tDCS applied 30 min at 2 mA, with no changes in
attention. More recently, Cotelli et al. demonstrated that repeated
sessions of anodal tDCS to the left DLFPC plus computerized
memory training led to an increase in performance in a face-
name association task (Cotelli et al., 2014). However, combined
treatment failed to ameliorate the memory performance more
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than memory training alone suggesting an absence of effects of
tDCS in this paradigm. It has also been shown that a single
tDCS session can ameliorate memory deficits in Parkinson’s dis-
ease. Boggio et al. enhanced WM by application of anodal tDCS
over the left DPFC at 2 mA, whereas stimulation with intensities
of 1 mA or of other area (motor cortex) provided no benefit in
WM performance (Boggio et al., 2006). Pereira et al. found that
anodal tDCS (at 2 mA) applied over the left DLPFC enhanced
performance and functional connectivity in task-related net-
works in a verbal fluency task tested during fMRI (Pereira et al.,
2013).

Kang et al. reported increased response accuracy in a Go/NoGo
task tested 1 and 3 h after anodal stimulation at 2 mA over the
DLPFC in 10 patients with post-stroke cognitive decline (MMSE
≤ 25) (Kang et al., 2009). Jo et al. also reported that 10 patients
with subacute stroke achieved a significant improvement in the
accuracy of verbal two-back working memory after receiving the
tDCS to the left prefrontal cortex at an intensity of 2 mA for
30 min (Jo et al., 2009). Park et al. found that the concomitant
use of anodal tDCS with a computer-assisted cognitive rehabil-
itation program had a significant effect on improving attention
in post-stroke patients with mild-to-moderate cognitive dysfunc-
tion (Park et al., 2013).

In spite of the increasing number of clinical studies showing
beneficial effects of prefrontal tDCS on the domains of learning
and memory, its mechanism of action remains unclear. Recent
clinical studies have started to tackle this question (e.g., Keeser
et al., 2011a,b; Amadi et al., 2013; Dayan et al., 2013; Palm et al.,
2013; Plewnia et al., 2013; Stagg and Johansen-Berg, 2013); how-
ever, the cellular mechanisms underlying tDCS will likely require
the use of animal models.

ANIMAL MODELS OF tDCS
Animal models provide a powerful tool to identify the mech-
anisms by which tDCS modulates neural network function to
support improved cognition. In rats, tDCS was first used to eval-
uate the safety limits of cathodal stimulations (Liebetanz et al.,
2009) and to map brain activation patterns after tDCS (Takano
et al., 2011). In the latter study, the authors observed significantly
increased fMRI signal intensities in the frontal cortex and nucleus
accumbens of rats after anodal tDCS (of the frontal lobe), suggest-
ing that tDCS induces neuronal activation both in cortical and
subcortical areas. To date, few animal studies have addressed the
impact of tDCS on learning and memory processes.

tDCS FOR COGNITIVE ENHANCEMENT IN HEALTHY ANIMALS
Similar to humans, the prefrontal cortex (or more generally
speaking, the frontal lobe) has been the main target of animal
studies for its implication in working memory. In a recent paper,
Dockery et al. performed experiments in rats using the Allothetic
Place Avoidance Alternation Task (APAAT), a behavioral model of
visuospatial working memory and skill learning (Dockery et al.,
2011). In this paradigm, a recent memory is engaged by the
necessity to remember the location of a to-be-avoided sector
(punished by an electric shock), which is alternated daily. tDCS
on the frontal lobe (30 min/day before the APAAT task [3 days
in total], 200 µA, epicranial electrode: 3.5 mm2 over the frontal

lobe, counter electrode: 10.5 cm2 placed between the shoulders)
had no measurable short-term effect on on-going place avoidance
learning. However, in a follow-up session (18 days after the last
APAAT session), the rats previously treated with cathodal (but not
anodal) tDCS showed significantly more efficient place avoidance
and skill retention compared to controls. Other types of mem-
ory, such as associative learning processes, can also be affected by
tDCS (Marquez-Ruiz et al., 2012). In this case, tDCS was applied
to behaving rabbits via four silver-ball stimulating electrodes
(1 mm in diameter, placed symmetrically above the skull 3 mm
from the right S1 vibrissa area on the somatosensory cortex) with
a saline-soaked sponge (35 cm2 surface area) attached to the con-
tralateral ear serving as the counter electrode. The authors found
that the acquisition of classical eyeblink conditioning is potenti-
ated or depressed by the simultaneous application of anodal or
cathodal tDCS, respectively, when stimulation of the whisker pad
was used as a conditioned stimulus. These results suggest that
tDCS modulates the sensory perception processes necessary for
this type of associative learning (Marquez-Ruiz et al., 2012).

Recently, we have adapted a model of tDCS in mice and tested
its validity in a wide range of behavioral paradigms (Pedron
et al., 2014). We applied repeated anodal tDCS over the left
frontal cortex of the mouse (see, Figures 1A,B) and used a
2 × 20 min/day stimulation paradigm at 200 µA for 5 consecu-
tive days. In agreement with human studies, our data suggest
that repeated anodal tDCS improves long-term spatial memory
(in the Morris water maze, Figure 1C) and working memory
(object recognition, Figure 1D) without affecting behaviors such
as locomotor activity and anxiety-related behaviors (Pedron et al.,
2014).

Finally, Marshall and collaborators have investigated the
interaction of tDCS with hippocampo-neocortical rhythms and
reported that a transcranial slow oscillation stimulation during
sleep enhances memory consolidation in rats (anodes: bilaterally
over the prefrontal cortex; return electrodes: over the cerebellum;
sinusoidal constant current fluctuating between 0 and 5.6 µA at
a frequency of 1.5 Hz applied during non-rapid eyes movement
sleep) (Binder et al., 2014a,b).

COGNITIVE ENHANCEMENT IN ANIMAL MODELS OF NEUROLOGICAL
DISORDERS
To the best of our knowledge, tDCS has yet to be tested for
enhancing cognition in animal models of psychiatric disorders,
but it has been shown to facilitate recovery from cognitive impair-
ments induced by stroke or status epilepticus in rats. After
cerebral ischemia, Yoon et al. employed a cup-shaped anodal
stimulation electrode positioned at the ischemic borderline, and
a rectangular rubber cathodal electrode (80 × 60 mm) fixed on
the anterior chest (Yoon et al., 2012) to inject a direct current
at an intensity of 200 µA for 20 min, once a day for 5 consec-
utive days. Both early (1 day) and late (1 week after ischemic
injury) treatment had a beneficial outcome on cognition (spatial
memory evaluated in the Barnes maze test) without exacerbat-
ing ischemic volume. Interestingly, this effect was not present
1 day after tDCS, but began to appear 2 weeks after the stim-
ulations and was maximal after 4 weeks. Therapeutic effects
of tDCS on cognition were associated with an increase in the
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FIGURE 1 | Illustration of the tDCS device used to deliver the electrical

stimulation in mice (Pedron et al., 2014) and main results obtained on

cognition. (A) The center of the stimulation electrode (anode) is
positioned over the left frontal cortex 1 mm anterior to the coronal fissure
and 1 mm left of the sagittal fissure (Paxinos and Franklin, 2001). The
cathode (rubber-plate electrode, 9.5 cm2) is placed onto the ventral thorax
(not shown). (B) Anode: A tubular plastic jacket (internal diameter: 2.1 mm)
is surgically fixed onto the skull and filled with saline solution before the
stimulation. The stimulation electrode is screwed into the tubular plastic
jacket and immersed in the saline solution. Only the saline solution is in
contact with the skull. (C) Four month-old Swiss female mice were

subjected to repeated anodal tDCS for 5 consecutive days (2 × 20 min/day
constant current, 0.2 mA). Long-term spatial memory was evaluated 2
weeks after the last stimulation in the Morris water navigation task
(training: left; test: right). tDCS significantly improved long-term spatial
memory. (D) Effect of repeated anodal tDCS on working memory
evaluated in an object recognition task (inter-trial interval: 2 min) 4 weeks
after the last stimulation. The novel object exploration (score in %) was
significantly higher than 50% in the tDCS group, reflecting a better
working memory performance compared to sham group for which the
score was not significantly different than 50%. &p < 0.05 and &&p < 0.01
vs. 25%, ∗∗p < 0.01 vs. sham, §§§p < 0.001 vs. 50%; N = 8 per group.

expression of Map-2 (a stabilizer of microtubules growth) and
Gap-43 (a neuronal growth-promoting gene) in the early treat-
ment group and in the late treatment group, respectively, in both
peri-lesional and contra-lesional cortex. Kamida et al. used catho-
dal tDCS (1.5 mm to the right, 2 mm anterior from bregma;
counter electrode: 1 cm needle electrode inserted into the back
of the neck, 30 min per day for 2 weeks at 200 µA) to evalu-
ate its effect on seizures and spatial memory deficits following
pilocarpine-induced status epilepticus in immature rats (Kamida
et al., 2011). Repeated cathodal tDCS reduced seizures, spatial
memory impairments, status epilepticus-induced hippocampal
cell loss, and supragranular and CA3 mossy fiber sprouting.

POTENTIAL MECHANISMS OF ACTION AND PERSPECTIVES
CANDIDATE MECHANISMS UNDERLYING tDCS ACTION ON COGNITION
To date, it is known that tDCS modifies the resting membrane
potential when online and induces prolonged offline after-effects
similar to long-term potentiation/depression (Paulus, 2004), con-
sidered to be the cellular mechanisms of learning and memory.
For example, in humans the long-lasting effects of tDCS (both
anodal and cathodal) on the primary motor cortex are suppressed
after NMDA-receptor blockade indicating a dependence on glu-
tamatergic activity (Liebetanz et al., 2002). Moreover, previous

experiments in rats have shown that anodal polarization directly
applied to the cortex has the ability to modulate neural plasticity
(i.e., c-Fos activation) via activation of NMDA receptors (Islam
et al., 1995).

Our team has started to investigate the role of adult neuro-
genesis as a mechanism involved in tDCS action. Neurogenesis
in the hippocampus is of particular interest as tDCS induces
both antidepressant effects and enhances cognition in humans
and mice, two phenomena critically linked to the generation
of new neurons in the adult dentate gyrus (Deng et al., 2010;
Eisch and Petrik, 2012). In addition, the time course for the
onset of long term tDCS effect on depression-related behav-
ior and on cognition in our animal model (after several weeks,
Pedron et al., 2014) is consistent with the delay necessary for
newly generated cells in the hippocampus to be functionally
integrated (Klempin et al., 2010). Of particular interest is the
impact of tDCS on brain-derived neurotrophic factor (BDNF)
levels. This growth factor is important for long-term memory
(Bekinschtein et al., 2008), is involved in depressive-like behaviors
and antidepressant drug action, and can modulate neurogene-
sis levels (Castren and Rantamaki, 2010; Vithlani et al., 2013).
A recent study has shown that BDNF activation is necessary
for DCS-induced long-term potentiation in mouse M1 slices
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(Fritsch et al., 2010). Enhancement of motor skill acquisition by
anodal tDCS also seems to be related to BDNF, as the BDNF
val66met polymorphism in humans is associated with decreased
proclivity to tDCS-induced benefits on skill learning (Fritsch
et al., 2010). Other indirect mechanisms cannot be ruled out, such
as the impact of tDCS on cortical blood perfusion (Wachter et al.,
2011; Stagg et al., 2013).

LIMITATIONS AND FUTURE DIRECTIONS
One outstanding question in the above-mentioned studies is:
where does the current flow? Considering that tDCS has poor spa-
tial resolution on brain tissue, it is important to acknowledge the
limitation on the precision with which tDCS is able to target spe-
cific areas of the brain. A main issue is the difference between the
electrodes used in animals and those used in clinical applications,
preventing direct comparisons of current density and voltage dis-
tributions between experimental models (higher current densities
are often reported in animals). Because in humans the outcome of
stimulation depends of the amount of current delivered, it would
be necessary to test whether similar dose-response curves occur in
animals and attempt stimulation parameters more closely related
to clinical studies. Another limiting factor is the considerable pro-
tocol variations particularly among animal models. This lack of
standardization is deleterious and could contribute to the discrep-
ancy sometimes observed in the literature. The standardization
of physical parameters, namely the current density and shape,
electrodes size, shape and localization (2 epicranial electrodes
vs. 1 epicranial/ 1 outside the skull), the duration and number
of stimulations, and the state of animals during the stimulation
(awake or anesthetized) would greatly aid in the elucidation of
the mechanisms and efficacy of tDCS.

Another often overlooked point is the population on which
tDCS is used. The interaction of stimulation polarity, cognitive
domain and other intra- and interindividual variables such as
anatomic or genetic factors (Plewnia et al., 2013; Kim et al., 2014),
personality (Pena-Gomez et al., 2011; Pripfl et al., 2013), cogni-
tive strategy (Berryhill and Jones, 2012) and baseline neuronal
activation state (Jacobson et al., 2012) need to be taken into con-
sideration. Likewise, the age at which electrical stimulation occurs
(Kessler et al., 2013) might be a key determinants for the physio-
logical and behavioral outcomes of the stimulation. tDCS effects
might for example be stronger/different and possibly harmful if
applied to the brain during a critical stage of development such
as during adolescence when the prefrontal cortex is still not fully
mature.

Finally, further basic research is needed to elucidate the dura-
tion of the effects of tDCS on memory, which require evaluations
at different time-points. The eventual necessity to re-stimulate
the brain to maintain the beneficial effects of tDCS has yet to be
investigated.

In conclusion, the data reported here are very promising and
show that electrical stimulation of the brain is able to improve
cognition in humans, in both healthy and in patients with psychi-
atric or neurological disorders. However, before it can be applied
as a therapeutic tool, there is a clear need for method standardiza-
tion and for a better understanding of its mode of action through
the combined use of clinical research and animal models.
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Can we create engaging training programs that improve working memory (WM) skills?
While there are numerous procedures that attempt to do so, there is a great deal of
controversy regarding their efficacy. Nonetheless, recent meta-analytic evidence shows
consistent improvements across studies on lab-based tasks generalizing beyond the
specific training effects (Au et al., 2014; Karbach and Verhaeghen, 2014), however, there is
little research into how WM training aids participants in their daily life. Here we propose that
incorporating design principles from the fields of Perceptual Learning (PL) and Computer
Science might augment the efficacy of WM training, and ultimately lead to greater learning
and transfer. In particular, the field of PL has identified numerous mechanisms (including
attention, reinforcement, multisensory facilitation and multi-stimulus training) that promote
brain plasticity. Also, computer science has made great progress in the scientific approach
to game design that can be used to create engaging environments for learning. We
suggest that approaches integrating knowledge across these fields may lead to a more
effective WM interventions and better reflect real world conditions.

Keywords: working memory, video games, brain training, perceptual learning, game design

INTRODUCTION
As long as scientists have explored memory, they have strived,
and often failed, to improve it. Most approaches to improve
memory implement strategies, such as creating mnemonic
devices (for example, the method of loci). However, despite
evidence these techniques improve memory performance, they
do not target underlying memory processes, and while they
do have some influence on memory systems in the brain
(Maguire et al., 2003), they typically fail to broadly general-
ize to untrained activities (Verhaeghen et al., 1992; Maguire
et al., 2003; St Clair-Thompson et al., 2010). Recent research
on “brain training” renews promise for improving memory
and other cognitive skills. Here, we focus on working memory
(WM), a limited-capacity system for storing and manipulating
information in a given moment. WM underlies performance in
virtually all complex cognitive tasks (Shah and Miyake, 1999).
Recent approaches targeting skills related to WM (Klingberg
et al., 2002, 2005; Jaeggi et al., 2008, 2010; Anguera et al.,
2013; Goldin et al., 2014) have shown generalizing benefits to
a wide number of non-trained cognitive tasks that are thought
to rely on WM, including executive control and fluid reasoning
(c.f. Au et al., 2014; Karbach and Verhaeghen, 2014 for recent
meta-analyses).

Here we review recent WM training approaches discussing
their strengths and limitations and suggest methods that are based
on the principles of perceptual learning (PL) and game design
to make them more effective. Off-the-shelf computer games and
standard cognitive approaches each contain component proper-
ties that can benefit WM. We propose that integrating knowledge

from psychology and neuroscience along with the science of video
game design could critically inform the development of engaging,
cognitively immersive challenges that will more optimally train
WM memory processes.

SPAN TRAINING
Span training targets WM capacity (Klingberg et al., 2002, 2005)
typically relying on two types of tasks, simple and complex.
Simple span tasks present sequences of stimuli that vary in set-
size with participants typically reporting the items in (reverse)
order of presentation. Research has shown that training on simple
span tasks results in transfer in a variety of measures, such as non-
trained WM tasks, response inhibition, and even fluid reasoning
(Klingberg et al., 2002, 2005; Thorell et al., 2009).

In contrast to simple span tasks, which focus predominantly
on WM storage, complex span tasks involve a secondary process-
ing task. An example of a complex span task is Reading Span
(Daneman and Carpenter, 1980) where participants judge the
semantic content of a series of sentences and then later recall
the last word of each sentence in order. Simple and complex
span tasks used as interventions are typically adaptive, where
the number of items to be recalled increases as training pro-
gresses. Adaptive complex span training leads to both near and
far transfer in a variety of populations. Chein and Morrison
(2010) showed that training on verbal and spatial complex span
tasks improves verbal and spatial short-term memory, response
inhibition, and reading comprehension in young and older adults
(Richmond et al., 2011). In another series of studies, typically
developing children (Loosli et al., 2012; Karbach et al., 2014)
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and older adults (Buschkuehl et al., 2008) were trained on
complex span (see Figure 1B) demonstrating improved read-
ing performance (Loosli et al., 2012; Karbach et al., 2014)
and improved visual WM and episodic memory (Buschkuehl
et al., 2008). Other groups have found similar effects from com-
plex span training in older adults that were maintained several
months after training completion (Borella et al., 2010, 2013,
2014).

N-BACK TRAINING
Among the best known WM tasks used for training is the n-back
task (Jaeggi et al., 2008; Smith et al., 2009; Buschkuehl and Jaeggi,
2010). Here, participants memorize and constantly update the
serial positions “n steps back” in a continuous stimulus stream
and report whether or not the current stimulus matches the stim-
ulus n-items back in a sequence (Figure 1A). Task difficulty (equal
to level of n) is adaptively adjusted in response to participants’
performance. N-back training-related improvements are wide-
ranging, including non-trained WM functions (e.g., Lilienthal
et al., 2013), executive functioning (e.g., Salminen et al., 2012),
episodic memory (e.g., Rudebeck et al., 2012), and even fluid
reasoning (Stephenson and Halpern, 2013). Effects are observed
across the lifespan ranging from typically developing children
(Jaeggi et al., 2011) to older adults (Stepankova et al., 2014). Both
the amount of training (Stepankova et al., 2014) and achievement
on the training task (Jaeggi et al., 2011) have been related to con-
sequent improvements in the untrained fluid intelligence tasks.
However, findings of far transfer (e.g., that WM training leads to
improved performance on tasks unrelated to the training), are not
ubiquitous in the literature (Shipstead et al., 2012). Some of these
inconsistencies across studies may be explained by variations in
training schedules, outcome measures, or individual differences
(Jaeggi et al., 2012, 2014; Shah et al., 2012).

MECHANISMS THAT PROMOTE LEARNING
While there is growing evidence that WM training impacts per-
formance in a wide variety of tasks, the mechanisms driving
plasticity in WM systems remain unclear. However, research
of PL has identified numerous mechanisms that promote the
magnitude and generalization of learning. PL refers to a long
lasting improvement in perceptual abilities as a result of expe-
rience. Interestingly, key approaches to working WM training,
such as extended practice and adaptive procedures (the latter is
to use computer algorithms to customize the challenge to each
participant), were originally modeled after successful approaches
in PL (Klingberg et al., 2002, 2005). Classically, a translational
barrier to PL has been its high degree of specificity to trained
stimulus features (Fahle, 2005), such as orientation (Fiorentini
and Berardi, 1980), retinal location (Karni and Sagi, 1991) or
the eye trained (Poggio et al., 1992; Seitz et al., 2009). This
specificity to the training task and stimuli mirrors issues that
face modern WM training. However, recent research illustrates
how to overcome this “curse of specificity” with approaches
that integrate many techniques (Deveau et al., 2014a,b) showing
greater generalization of learning.

A key question is what mechanisms gate learning? Seitz and
Dinse (2007) proposed a model of PL in which mechanisms

including attention, reinforcement, optimal stimulation proto-
cols, and multisensory facilitation interact to boost sensory
signals over a learning threshold. This model and a host of
empirical research on PL demonstrate that learning generalizes
best when: (1) a larger set of stimulus features are trained
(Xiao et al., 2008; Hung and Seitz, 2014); (2) using multi-
sensory stimuli (Shams and Seitz, 2008); (3) using motivat-
ing tasks (Shibata et al., 2009); (4) participants are confident
in their performance (Ahissar and Hochstein, 1997); and (5)
consistent reinforcement to the training stimuli is used (Seitz
and Watanabe, 2009). Combining these approaches increase the
magnitude and generality of learning (Deveau et al., 2014a,b).
In the following, we review some of the mechanisms that
promote PL and discuss how they could be applied to WM
training.

ATTENTION AND REINFORCEMENT
Attention refers to a set of mental processes that selectively
modulate the processing of relevant information over irrelevant
information; attention influences decisions, guides memory pro-
cesses and our executive functions to direct resources to act upon
the world. Numerous studies show that attention gates learning
(Shiu and Pashler, 1992; Ahissar and Hochstein, 1993; Schoups
et al., 2001; Leclercq and Seitz, 2012b). For example, Schoups
et al. (2001) found neuronal plasticity of V1 cells corresponding
to attended stimuli but no plasticity for cells with receptive fields
overlapping unattended stimuli, suggesting that attention selects
what is learned and what is not. A key aspect of WM capacity
entails the ability to avoid distraction and is positively correlated
with performance on a variety of attention tasks (Engle, 2002;
Hutchison, 2007). Furthermore, WM capacity is highly predictive
for scholastic achievement (Gathercole et al., 2003) and it is
among the major cognitive deficits of children with attention
deficit hyperactivity disorder (ADHD; Klingberg et al., 2002).
Using casual games found on the Internet, Baniqued et al. (2013)
found that playing games focusing on attention/object tracking
improved WM abilities, on the other hand, playing games that
focused on WM did not improve measures of attention. These
and other findings suggest a key role of attention in WM, and
that proper engagement of attention during training may be a key
factor in WM training success.

Also, reinforcement processes (rewards, punishments, moti-
vation, etc.) have fundamental importance in guiding learning.
For example, Seitz et al. (2009) found improved discrimination
of orientation stimuli masked in noise after temporal-pairing
between a liquid reward and a subliminal presentation of that
orientation stimulus. Seitz and Watanabe (2005) suggested a
model where learning is gated by reinforcement signals that
trigger learning of aspects of the environment (even those for
which the organism is not consciously aware) that are predictive
or co-vary with the reinforcing event. They suggested that both
attention and reinforcement operate in part through the release of
neuromodulatory signals in the brain. For example, the orienting
of attention, in the direction of the target-arrow, has been linked
with the acetylcholine neuromodulatory system (Davidson and
Marrocco, 2000). Of interest, cholinergic enhancement through
the use of donepezil improves both the attentional processing
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FIGURE 1 | (A) Diagram of an n-back task presented as a 2-back task
(Jaeggi et al., 2008, 2010). Here, visual and auditory stimuli are presented
simultaneously and participants have to respond to both modality streams
independently. (B) Diagram of a complex span training task (Buschkuehl

et al., 2008; Loosli et al., 2012). Animal pictures are presented sequentially,
and participants respond to the orientation of each picture, and then
reproduce the sequence in which the animals were presented.
(C) Schematic of gamified n-back training task.

(Rokem et al., 2010) as well as the magnitude (Rokem and Silver,
2010) and longevity (Rokem and Silver, 2013) of PL. Other
neuromodulatory systems, such as dopamine and norepinephrine
have also been linked to attention (Posner and Petersen, 1990; Fan
et al., 2003), learning (Kilgard and Merzenich, 1998; Bao et al.,

2001; Dalley et al., 2001; Blake et al., 2006) and WM (Brehmer
et al., 2009; Bellander et al., 2011). These studies suggest that
a good training approach should involve the direction of both
attention and reinforcement in a coordinated manner to promote
learning.
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MULTISENSORY FACILITATION
The human brain has evolved to learn and operate opti-
mally in natural environments in which behavior is guided
by information integrated across multiple sensory modalities.
Crossmodal interactions are ubiquitous in the nervous sys-
tem and occur even at early stages of perceptual processing
(Shimojo and Shams, 2001; Calvert et al., 2004; Schroeder
and Foxe, 2005; Ghazanfar and Schroeder, 2006; Driver and
Noesselt, 2008). For example, recent research shows that sub-
jects trained with auditory-visual stimuli exhibit a faster rate
of learning and a higher degree of improvement than found
in subjects trained in silence (Seitz et al., 2006; Kim et al.,
2008).

Both memory storage and retrieval involves multiple senses.
For example, the smell of a loved one’s perfume (olfaction) can
invoke memories of their face (vision), and so on. However, exist-
ing memory tasks, such as the dual n-back, often employ multiple
(stimulus) modalities that are not coordinated, which research
shows does not promote learning, and may in fact interfere with
it (Seitz et al., 2005). Instead, we suggest a different approach
where multisensory objects are incorporated into WM training.
By defining objects through multi-modal feature sets, each sense
can boost learning in the other. For example, an individual
with limited visual capabilities will benefit from training utilizing
concordant auditory stimuli.

MULTISTIMULUS TRAINING
One way to overcome specificity of learning is by training with
multiple stimuli, as demonstrated in PL (Dosher and Lu, 1998;
Yu et al., 2004; Xiao et al., 2008; Deveau et al., 2014a,b). For
example, the recently developed technique of “double training”
found that classically specific learning effects can show broad
transfer when more than one stimulus attribute is trained. Xiao
et al. (2008) trained participants on a Vernier discrimination task
at a specific orientation at a specific location in the visual field,
which normally yields location and orientation specific learning
(Poggio et al., 1992). However, subsequently training subjects a
second orientation at a different spatial location, the training-
induced changes for the second orientation transferred to the
first location. This data suggests that WM training with a diverse
stimulus set might lead to a greater degree of transfer to untrained
tasks than training on a narrow set (Estes and Burke, 1953;
Schmidt and Bjork, 1992).

Furthermore, PL shows that the arrangement of multiple task
elements in space and time can play a pivotal role in determining
learning. Poor arrangements, such as when different stimuli are
presented in a random order, as opposed to fixed order (Zhang
et al., 2008), lead to poor learning (Seitz et al., 2005). Similar rules
operate in guiding memory where sudden onsets of task-related
stimuli can disrupt memorization of objects paired with those
images (Leclercq and Seitz, 2012a). This may explain the recent
counter-intuitive finding of WM training where the addition of
motivational features in a simple gamification of n-back training
led to impaired learning (Katz et al., 2014; see Figure 2), by inad-
vertently leading to greater distraction. We suggest that greater
congruence between training stimuli and motivational factors will
lead to greater and broader learning from WM training. In the

FIGURE 2 | Interference of learning by gamification. Motivational
features such as scores, prizes, and scene-changes seem to interfere with
learning. Specifically, training with all these features led to a lesser degree
of learning compared to training without motivational features over the
course of three sessions of n-back training (adapted from Katz et al., 2014).

next section we describe how this may be achieved through game
design principles.

VIDEO GAMES
There are many examples of off-the-shelf video games leading to
substantial improvements in a variety of perceptual and cognitive
abilities. For example, Green and Bavelier (2003) found that
training novices for 10 h on an action video game improved
performance on enumeration, useful field of view, and attentional
blink tasks when compared to participants trained with a non-
action video game. Basak et al. (2008) found that playing a
real-time strategy game improved executive control as measured
by task switching, visual short-term memory, and reasoning in
older adults. Another recent study (Shute et al., 2015) showed
that an off-the-shelf video game (Portal 2) led to substantial
improvements on measures of problem solving, spatial skills,
and persistence (in fact, even more so than training with the
popular brain training games of Lumosity). Furthermore, dyslexic
children improved reading speed and attentional abilities after
playing an action video game (Franceschini et al., 2013). Finally,
Goldin et al. (2014) employed several computer games target-
ing executive control, and found improvements in attention,
inhibitory control, and planning, which also translated to school
performance (Goldin et al., 2014). Together these studies suggest
that video games include important attributes that contribute to
learning.

Given the attractive motivational features of video games,
recent research in cognitive science is increasingly moving towards
adding game-like elements to their assessments. However, with-
out proper design these can impair task performance, and even
weaken test quality and learning (Hawkins et al., 2013; Katz et al.,
2014). We suggest a better approach is to create training software
that will dovetail, and/or implement non-competing concepts
from game design that support learning. The video-game field is
maturing, proper design rules and constraints are becoming more
refined and the practices of coordinated design are becoming
better understood and documented (Rabin, 2005). For example,
in order to optimally engage players games must establish clear
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goals and allow players to realize those goals through meaningful
actions (Salen and Zimmerman, 2004). Successful game design
has critical aspects that make software engaging, including its
mechanics, interaction, visual/sensory experience, and progres-
sion (Gee, 2007).

Many game design criteria mirror components found to
improve learning from the PL literature, and literature on delib-
erate practice (Ericsson et al., 1993). For example, consistent
reinforcement to training stimuli (Seitz and Watanabe, 2009)
maps directly to consistent player feedback, a key part of player-
centric interface design (Adams, 2009). Adams says (of players)
“most critically, they need information about whether their efforts
are succeeding or failing, taking them closer to victory or closer
to defeat”. Likewise, motivating tasks (Shibata et al., 2009) and
ensuring subjects are confident of their performance (Ahissar and
Hochstein, 1997) are consistent with good game-design principles
such as establishing clear goals (Salen and Zimmerman, 2004) and
balancing games challenges (related to the adaptive approaches
used in PL and WM training) to match player performance
(Adams, 2009). Applying video-game techniques purposefully
into WM training can inject the cognitive benefits found from
off-the-shelf video games into principled cognitive training, while
also being fun to play.

INTEGRATING LEARNING AND GAMING PRINCIPLES
Two relevant lines of research have made significant break-
throughs in brain training: (1) Studying incidental benefits of off-
the-shelf video games; and (2) Transforming standard cognitive
tasks into training tasks. We suggest that the most success will
come from integrating knowledge of memory systems with that
of brain plasticity and modern game-design principles.

As a first attempt to implement this approach, we created a
prototype game that incorporates mechanics of the n-back into
an engaging 3D space-themed game1 (see Figure 1C). Typically,
the n-back task is very basic, e.g., selecting matches from a grid
or a picture series. In contrast, our prototype is a space-themed
“collection” game with navigation challenges and obstacles,
multi-layered progression through levels, and rich, thematic
visual and sound effects. The n-back task is integrated into
the game mechanics, where players select the “right” fuel cells
while avoiding decoys. Levels are designed to get progressively
harder through increasing cognitive challenge (n-level) and other
game challenges (such as obstacles). While the game is more
difficult and attention is spread over more elements than the
conventional n-back, participant’s control over their environment
is anticipated to increase their engagement with the game.

The game also incorporates principles from PL, where partic-
ipants are trained on multisensory (auditory and visual) features,
where sounds and visuals are designed to facilitate each other,
and where attention and reinforcement are carefully sculpted to
lead to the best learning. While much work is still required to
maximize the game’s efficacy, e.g., by incorporating a broader
stimulus set, adding other memory tasks, and creating an even
more compelling game framework, we put it forward as a first
example of how to build such an integrative game. Initial piloting

1https://itunes.apple.com/us/app/recall-the-game/id890271623?mt=8

with our prototype indicates participants are engaged in the game
and improve performance (n-level) across training sessions. How-
ever, more research is needed to make firm conclusions regarding
its transfer potential.

In summary, we suggest that more integrative approaches will
lead to better learning outcomes. We suggest that the general
mechanisms that promote PL are shared across brain regions
and will also promote WM. Furthermore, there is enough known
about the aspects of conventional video games that lead to pos-
itive learning outcomes that these principles can be applied to
achieve more effective WM training. Additionally, there are other
principles, that were beyond the scope of the present review,
such as deliberate practice (Ericsson et al., 1993), and many
aspects of healthy lifestyles (Walsh, 2011; Sigman et al., 2014)
that also promote cognitive fitness. Integrating these approaches
with good design could lead to a more comprehensive impact
on WM function that might ultimately transfer to real-world
conditions.
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INTRODUCTION
The idea that working memory train-
ing can enhance general cognitive abil-
ities has received a lot of attention in
the last few years. Some studies have
demonstrated far transfer to other cogni-
tive abilities after training, whereas oth-
ers have failed to replicate these findings
(see Melby-Lervåg and Hulme, 2013, for
a meta-analytic review). These setbacks
have had unfortunate effects on the field of
cognitive training, sometimes raising con-
cerns regarding methodology and analyses
in concurrent labs. Although constructive
skepticism is often healthy in fields based
on peer-review, the current dynamic has
created a climate of hostility detrimental to
the advancement of science. In this paper,
I show that some of these differences can
simply emerge from population parame-
ters underlying cognitive growth curves.
Based on a Monte Carlo simulation, I
demonstrate that unbalanced samples are
bound to arise by chance when individ-
uals differ in their ability to learn, and
propose a few remedies to circumvent this
problem. Finally, I discuss the impact of
cognitive training studies in refining theo-
ries of cognition and suggest directions for
future research.

WORKING MEMORY TRAINING AND
INDIVIDUAL DIFFERENCES
Working memory capacity (WMC) is
at the core of numerous mental opera-
tions, including reasoning, problem solv-
ing and decision-making. In line with this
idea, recent advances using computational
modeling have shown that WMC corre-
lates highly with a wide range of cognitive
constructs, including g (Süß et al., 2002;

Kane et al., 2004), an idea further sup-
ported by common neural correlates for
WMC and g, particularly regions of the
prefrontal cortex (Kane and Engle, 2002;
Gray et al., 2003). Although a strong cor-
relation between constructs does not guar-
antee that they will covary with training
(Moreau and Conway, 2014), the relation-
ship between WMC and g was the start-
ing point for a vast enterprise aimed at
increasing the fluid component of intelli-
gence (Gf) via working memory training
(Jaeggi et al., 2008). However, since early
studies showing improvements in tasks
tapping Gf after working memory train-
ing (Jaeggi et al., 2008, 2010; Jaušovec
and Jaušovec, 2012), others have consis-
tently failed to replicate these findings
(Chooi and Thompson, 2012; Harrison
et al., 2013; Redick et al., 2013). These
contradicting results created a dichotomy
between labs interested in the same trend
of research but reaching different conclu-
sions. As of today, many would say that the
jury is still out concerning the effectiveness
of working memory training to improve
Gf, and that previous shortcomings need
to be addressed.

One factor of particular importance
in this debate concerns individual differ-
ences in learning curves. This point has
been emphasized recently, with researchers
suggesting that understanding differential
effects is critical to better assess and design
cognitive training programs (e.g., Jaeggi
et al., 2014). This is a healthy depar-
ture from dichotomized claims about the
effectiveness of working memory train-
ing, illustrating the importance of more
nuanced statements—the same training
does not work for everyone, and it is

critical to determine what components are
required for successful transfer and what
components need to be adapted to indi-
vidual needs. Until we can successfully
identify these parameters, training pro-
grams will yield differential effects that are
difficult to predict.

Yet how and to what extent do indi-
vidual differences influence training out-
comes? In the following section, I argue
that individual differences in rates of
improvement can induce differences in
the measured outcomes simply due to
random sampling from heterogeneous
populations—assuming such a scenario,
a non-trivial number of experiments will
already be biased at the onset. Regardless
of the presence of a true effect of training,
sampling errors can obscure comparisons
between conditions because of unbalanced
samples, which in turns can create the illu-
sion of an effect or of the absence of an
effect when in fact the opposite is true.

A MONTE CARLO APPROACH
A Monte Carlo simulation helps to
understand this idea. A typical training
experiment aims for an N of about 20 sub-
jects per cell, so we will consider the case
of training experiments with two groups,
experimental and control, with a total of
40 subjects. Experimenters usually sample
the population until the desired number
of subjects is reached, at which point they
are randomly assigned to either an exper-
imental or a control group. Recruiting
all subjects before random assignment
allows starting training at the same time
for all, often to provide more control over
external factors, and ensuring that group
samples are equivalent on the tasks of
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interest measured at pre-test. An alternate
solution is to assign subjects to a group
at the recruiting stage, in order to start
training at each subject’s earliest conve-
nience. This is often more practical when
experimenters have to deal with time con-
straints, but it can potentially introduce
additional confounds. Because the present
simulation does not constrain sampling
hierarchically, its results will not be influ-
enced by the sampling strategy one might
favor.

A simulation with 10,000 draws was
performed for each of these scenar-
ios: uniform population, population with
two subpopulations, and population with
three subpopulations. In the first step
of the simulation, all subpopulations
were equally represented in the overall
population—the only variation allowed in
the model was at the random sampling
stage.

Assuming the overall population we
are sampling from is uniform, dividing a
sample into two groups (experimental vs.
control) has no effect on how balanced
a design is. This is what was is mostly
assumed in training studies that are not
focused on individual differences, either
explicitly or implicitly, because of the
nature of the design itself. When assuming
such an underlying population, random
assignment to experimental conditions
never produces unbalanced samples—the
population is uniform, and so are the two
samples.

Recent evidence, however, suggests
different learning curves, or rates of
improvement, between individuals, based
on distinct neural changes (e.g., Kundu
et al., 2013). This is a completely differ-
ent scenario. Let us assume the general
population we are sampling from includes
two subpopulations with different rates of
improvement (high and low). In this case,
a Monte Carlo simulation with 10,000
draws shows that random sampling from
the population will yield unbalanced sam-
ples 1.74% of the time (Figure 1A). This
percentage might seem trivial, but when
the population includes three subpopu-
lations of learners (high, medium, low),
a simulation with 10,000 draws yield
unbalanced samples 5.18% of the time
(Figure 1B). The probability rises quickly
when more subpopulations are included
in the model: the more individuals differ

in their ability to learn, the more likely
a training experiment is to be affected
by sampling error. In fact, ecological
populations are likely to be even more
heterogeneous, therefore exacerbating this
effect. In training experiments, individual
differences matter.

Such sampling errors are substantial,
especially given that the model proposed
here did not assess the probability for a
sample to represent adequately the over-
all population, but only the probability
for two samples drawn from the same
population to be equivalent. Moreover,
sampling errors and other limitations
common with the analyses of training data
(e.g., correlated gains and dichotomiza-
tion; Tidwell et al., 2014) are not mutu-
ally exclusive, arguably increasing the risk
for experimental confounds. The under-
lying rationale in training experiments is
that sampling error is random, and that
it therefore averages with large enough
samples. However, despite inferential tools
available to estimate the size of sampling
error (e.g., standard error), unbalanced
samples often go undetected, because no
effort is made to test for homogeneity and
the distribution of the population is rarely
known a priori.

One should also note that the
percentages presented here are
conservative—subpopulations within the
overall population were always equally
represented in the model, but this is
not necessarily the case in real settings.
In fact, it is plausible that individuals
with different trends of improvement
are not equally represented in the overall
population. In this case, the probabil-
ity to draw unbalanced samples rises
quickly. In the two-subpopulation sce-
nario, unbalanced overall population
with the following ratios (high = 60%;
low = 40%) yields unbalanced samples
across groups 4.23% of the time with
10,000 draws (Figure 1C). In the three-
population scenario with the following
ratios (high = 55%, medium = 35% and
low = 10%), the probability surges to
37.87% (Figure 1D). Given an unequal
percentage of each subpopulation within
the overall population, it can be more
accurate to use a stratified sampling
method to improve representativeness
of the samples; however, this requires
knowing a priori the percentage of each

subpopulation in the overall population
to be accurate, which is often difficult in
practice.

POTENTIAL REMEDIES
There are a few remedies to circumvent
this problem. First, the simulation pre-
sented in this paper demonstrates the
importance of assessing learning rates
before training starts. In this regard, spe-
cific tasks could be used to define a
growth rate in the ability of interest (e.g.,
WMC), allowing experimenters to intro-
duce specific constraints in a pseudo-
random assignment to groups, such as
forcing matched samples. This additional
step would ensure balanced samples across
experimental conditions at the onset of
the study to reduce the potential biases
emphasized in this paper. In addition, and
because they would be measured before
any experimental treatment, initial growth
profiles could be used as covariates in the
final analyses to refine the interpretation of
significant effects.

Testing for differences in learning rates
also emphasizes the importance of sam-
ple size. All other parameters being equal,
a larger sample size increases the proba-
bility to detect differences in growth pro-
files between experimental groups (i.e.,
power). For example, increasing the sam-
ple in the Monte Carlo simulation to 40
subjects per cell allows detecting unbal-
anced samples in 3.47% of cases in the
two-subpopulation scenario (11.05% with
unequal subpopulations), and in 5.20% of
cases in the three-subpopulation scenario
(69.47% with unequal subpopulations).
Obviously, the cost of training experi-
ments combined with the desire to publish
findings quickly represent strong incen-
tives for experiments with smaller sample
size, but the field of cognitive training
needs more statistically powered designs to
reach more definitive claims.

Finally, predefining a one-sided
hypothesis at the onset of a study
allows reducing the probabilities defined
in previous scenarios by half, since
half the time the discrepancies aris-
ing spuriously will contradict a specific
hypothesis. Preregistering is now made
easier by online projects such as the
Open Science Framework (http://
openscienceframework.org), which keeps
time stamps on project submissions and
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FIGURE 1 | Distributions of χ -squared contingency table test p-values

for a Monte Carlo simulation with 10,000 draws of two samples (N = 20

per cell) in four different scenarios: (A) 2 subpopulations—Equal ratios,

(B) 3 subpopulations—Equal ratios, (C) 2 subpopulations—Unequal

ratios (60–40%), and (D) 3 subpopulations—Unequal ratios (55–35–10%).

Histograms represent distribution frequencies; the orange line depicts
density estimates. The blue line represents the threshold for p = 0.05 (all
p-values to the left of the line are significant, indicating unbalanced samples).

allows choosing an appropriate level
of privacy for a preregistered project.
Furthermore, top-tier journals in psychol-
ogy and neuroscience are now encourag-
ing such preregistrations, by approving
particular designs and hypotheses before
an experiment is conducted, therefore
guaranteeing publication regardless of the
outcome. Clearly, these initiatives reach far
beyond solving the problem of ambiguous
hypotheses—for example, they also rep-
resent a first step toward eradicating the
file-drawer problem—and in that regard
they should be widely applauded and
further encouraged.

CONCLUDING REMARKS
The field of cognitive training is an excit-
ing one, with tremendous potential appli-
cations. In this regard, inconsistencies in
experimental findings should not be inter-
preted as failures to advance knowledge
but as inevitable consequences of explor-
ing a field still in its infancy. Importantly, I
do not argue that sampling error explains
all discrepancies in working memory
training outcomes; rather, the rationale for
this opinion piece is to encourage caution
when interpreting seemingly incompatible

findings. Moreover, the limitation pre-
sented herein, as well as its potential reme-
dies, are equally valid to other types of
training designs not based on working
memory—in fact, I do hope that the paper
contributes to an already ongoing shift
of focus from general training contents
to more individualized programs, taking
into account individual differences in cog-
nition. Following this idea serves a dual
purpose—it allows designing more effec-
tive training programs with applications to
clinical and non-clinical populations, par-
ticularly important in our aging societies,
but also provides suitable environments
to test empirical claims and refine current
models of cognition.
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Superior memorizers often employ the method of loci (MoL) to memorize large amounts
of information. The MoL, known since ancient times, relies on a complex process
where information to be memorized is bound to landmarks along mental routes in a
previously memorized environment. However, functional magnetic resonance imaging
data on groups of trained superior memorizer are rare. Based on the memorizing
strategy reported by superior memorizers, we developed a scheme of the processes
successively employed during memorizing and recalling digits and relate these to brain
activation that is specific for the encoding and recall period. In the examined superior
memorizers several regions, suggested to be involved in mental navigation and digit-
to-word processing, were specifically activated during encoding: bilateral early visual
cortex, retrosplenial cortex, left parahippocampus, left visual cortex, and left superior
parietal cortex. Although the scheme suggests that some steps during encoding and
recall seem to be analog, none of the encoding areas were specifically activated during
the recall. Instead, we found strong activation in left anterior superior temporal gyrus,
which we relate to recalling the sequential order of the digits, and right motor cortex that
may be related to reciting the digits.

Keywords: superior memorizers, method of loci, mental navigation, encoding, recall

Introduction

In the last two decades, functional magnetic resonance imaging (fMRI), with its capability to
non-invasively localize activated brain areas, led to many studies investigating different aspects
of memory-related processes. Although neuroimaging studies on encoding and retrieval have
focused on prefrontal cortex (PFC) and the medial temporal lobe (MTL) memory system (Scoville
and Milner, 1957; Squire and Zola-Morgan, 1991), several other regions have been found to
play important roles as well (Kim, 2011). For one, varying paradigms were used to examine
episodic memory, such as successful encoding, successful retrieval, and objective and subjective
recollection. A major meta-analysis of the results, with a focus on the use of pictures, words, or
faces as memoranda, was published by Spaniol et al. (2009). Furthermore, although enhancing
memorization capabilities has always received attention, mind-enhancing techniques appear to
be gaining increasing interest. This may be partially due to efforts to counteract a decline in
memory capacities of elderly persons, especially those suffering from Alzheimer disease. However,
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it remains debatable whether training strategies can have a
long-lasting ameliorating effect on memory capabilities. While
emotional episodic memories tend to be easy to retain over
long periods, abstract data such as numbers, long lists of words,
or chemical formulas are usually harder to keep in mind.
However, it is well known that trainedmemory experts [“superior
memorizers” (SMs)] can achieve extraordinary results when
memorizing long lists of numbers, sequences of images, or other
data in a short time. In this study we wanted to compare the brain
areas specifically activated by SMs using the method of loci (MoL)
on digits during encoding with those activated during recall.

The essence of their strategy consists in visualizing simple
or abstract data, such as numbers, as concrete objects and
subsequently placing them on landmarks along an internal route
that was previously memorized. Those landmarks can be actual
objects, like a chair or a tree, but also the empty space between
two buildings. The far most popular version of this is the MoL
(locus means place in Latin), a technique from ancient art of
mnemonics (Yates, 1966). The transformation of the digits into
visual objects can be done by using a phonetic system (Worthen,
2010). For recall, the internal route is walked through mentally
and the objects transformed back into the original data.

Up to now, only one study analyzed the brain networks
employed in SMs when encoding data (Maguire et al., 2003)
and one studied subjects who received short-term training
in the MoL (Kondo et al., 2005). Furthermore, there are
only two other studies that investigated how SMs encode
and recite digits. Both studies were performed with only
one subject (Hu et al., 2009; Raz et al., 2009). However,
applying this method to abstract data such as digits is a
very complex, poorly described process. For that reason we
developed a detailed scheme of the sub-processes of memorizing
and recalling digits by using introspective information from
superior memorizers. We then used fMRI to identify and
compare the brain areas that are selectively activated by
trained memorizers when encoding and recalling a sequence
of digits while applying a phonetic system and the MoL.
Moreover, we present some hypotheses whether the activated
regions might be connected to the presumably underlying
internal processing chains, which were described in the detailed
scheme.

We suggest that the memorizing of digits, while using theMoL
in combination with a phonetic system, not only encompasses
visuo-spatial and memory-related components, but also recruits
several language-related processes such as word generation and
internal speech. Thus, in addition to speech- and language-
related visuo-spatial areas, auditory brain networks may be
activated. We expected to replicate the findings of Maguire et al.
(2003), who described brain areas that are active in SMs when
encoding items (including digits). However, Maguire et al. (2003)
did not analyze the brain areas that were active during the
recall phase. Consequently, we did not have a specific hypothesis,
except that, since successful retrieval in normal subjects is
suggested to be accompanied by processes similar to those
involved in encoding, one could expected at least some overlap of
brain areas specifically active during recall and encoding (Rugg
et al., 2008).

Scheme for Encoding and Recall
According to the first author, who is one of the best trained
superior memorizer in the world and expert on the practical
use of the mnemonic methods since more than 10 year, during
encoding, SMs usually perform an intricate chain of nested
language-related, visual-related, and spatial navigation-related
processes. Before encoding, SMs choose a previously learned
internal route that they are familiar with. The actual encoding
process is then a repetition of the process shown in (Figure 1). To
emphasize which intermediate steps of the process are related to
previously learned information, we divided the process into two
columns. The encoding process starts with mental visualization
of the first landmark from the chosen route. Then, a subset
of items (here two or three digits, individual to each superior
memorizer) is transformed into letters using a previously learned
digit–letter encoding table. Subsequently, these letters are used
to generate key words according to previously learned rules.
Usually the key words encode objects that can easily be visualized
internally (e.g., the digit sequence “5 0 4” corresponds to “lsr”
which is expanded to “laser”). A similar approach is described
in (Yin et al., 2015). Finally, the imagined objects are placed on
the particular landmark along the internal route. To increase
efficiency, the connections between the landmarks and placed
items are composed into a small story, often within an emotional
context. This process is repeated until all numbers arememorized
(Figure 1). The detailed scheme in Figure 1 separates the sub-
processes reported and confirmed by SMs when initially learning
to encode digits using a phonetic system and the MoL. Note
that—depending on the performance level and experience of each
superior memorizer—the mental effort differs between subjects
for the sub-processes involved in translating the digits into
words (e.g., recall of the letter table, search for words, and silent
speaking of the word). This reportedly requires less effort for
experienced memorizers than for naïve subjects or when learning
the mnemonic strategies.

Similar to the encoding process, recall (Figure 2) begins by
mentally visualizing the first landmark from the used route. Now
the previously created story or object pops into mind and the
memorizer decodes the related key word, using the digit–letter
table. After recalling this subset of digits, the memorizer moves
on to the next landmark.

According to the first author, the described method seems to
be used by almost everybody in the world of ranked memory
championships. Anyway there may be other memory experts who
uses different approaches, like shown by Richman et al. (1995).

Materials and Methods

Subjects
Eleven SMs (eight male, three female; mean age 30.8 years) and
eleven control subjects (six male, five female; mean age 26.3 years)
participated in the study. All of the SMs were highly trained in
the MoL and have proven their abilities in public competitions
of memory performance. They all had perfectly memorized at
least 100 digits in 5 min and thus belong to a very exclusive
group of SMs worldwide. To give an impression about the group
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FIGURE 1 | Encoding: schematic view of a typical processing chain when encoding a sequence of digits using the method of loci (MoL). See text for
further details.

size, it should be mentioned that at the time of the experiment
only about 200 people worldwide had proved that capability.
The performance variability for the subjects in that study was
between 100 and 320 perfectly memorized digits in 5 min. All
subjects confirmed to use the strategy, including the digit–letter
transformation and the MoL, as shown in Figure 1. The reported
time of experience with the methods was between 3 and 8 years.
None of the control subjects reported having experience in the
MoL or any other mnemonic technique and they where not
provided with those strategies or any other method. The data
from four SMs and four control subjects had to be excluded
from the fMRI analysis due to excessive head motion (>2 mm
and/or 2◦). This large number of participants that has to be
excluded is possibly due to the overt speech response required
during the recall and rest condition. The mean age was 32.3 years
for the remaining seven SMs (five male, two female, and one
left-hander) and 25.1 years for the seven control subjects (four
male, three female, and all right-handed). All subjects gave their
written informed consent to the study, which was approved
by the Local Ethics Committee of the Medical Faculty of the
University of Magdeburg in compliance with national legislation
and the Code of Ethical Principles forMedical Research Involving
Human Subjects of the World Medical Association (Declaration
of Helsinki).

Experimental Paradigm
The experiment was performed using a block design of eight
blocks for the encoding condition (60 s duration) and eight blocks
for the attention condition (20 s duration). During the encoding
condition a complete 5 × 8 matrix of 40 digits was presented
visually, and the subjects were asked to memorize as many items
as possible (first row from left, then second row, etc.). This
encoding condition was followed by a 20-s attention condition,
where a matrix with different digits was visually presented
(Figure 3). Here, the subjects had to indicate, by pressing one
of two buttons, whether or not each digit was even and was
marked by exactly two dashes when adding up the dashes below
and above the digit. Zero had to be treated as an even number.
The attention condition served to stop the encoding process,
and thus controlled for both the visual input and attentional
load.

These first two blocks were followed by a recall condition
(60 s duration) in which the subjects had to recall as many
digits as possible and to say the numbers aloud in the same
order as they where asked to memorize them (Figure 4). The
subjects were instructed to not move their head while talking.
The sounds were recorded with a dual channel microphone
(MR-Confon, Germany) that subtracted the scanner noise, which
enabled the experimental supervisor in the monitor room to
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FIGURE 2 | Recall: schematic view of a typical processing chain when recalling a sequence of digits using the MoL. See text for further details.

FIGURE 3 | Example of a 5 × 8 matrix of digits (A), which the subject
had to encode within 60 s. (B) Digits with dashes on top or below. The
subjects had to indicate by button press whether or not each digit was even
(zero had to be treated as even) and marked by exactly two dashes (targets in
the first row were the 2 and the 0, in the second row 0, 8, 4, 6, and in the third
row 4).

FIGURE 4 | Diagram of the trial scheme. One run consisted of a set of four
blocks (encoding, attention, recall, and rest). During the recall and rest
condition a fixation cross was presented. After an initial rest phase of 30 s
each run was repeated eight times, resulting in 695 data sets.

easily identify the spoken numbers. The recall condition was
followed by a 30-s rest condition. Here, the subjects had to
recite the alphabet in silence before the next block was started.
The visual stimuli were presented by a video projector onto
a back-projection screen, which was viewed from inside the
scanner through a mirror system. For stimulus presentation and
recording of the behavioral responses, the software application
Presentation (Neurobehavioral Systems, Albany, NY, USA) was
used.

Data Acquisition and Data Analysis
Magnetic resonance imagingwas carried out using a 3 T TrioMRI
scanner (Siemens Medical Solutions) equipped with an eight-
channel phased array coil. Anatomical data of the whole brain
were acquired with high resolution using a multiplanar rapidly
acquired gradient echo (MPRAGE) sequence with 1.0 mm3

isotropic resolution. For later alignment with the anatomical data
an additional inversion-recovery echo-planar imaging (IR-EPI)
was acquired prior to each functional run. The IR-EPI exhibited
the same geometry as the subsequent functional measurements.
695 volumes were acquired in 23 h 10 min using a gradient-
recalled echo-planar imaging (EPI) pulse sequence [echo time
(TE) = 30 ms; repetition time (TR) = 2000 ms; flip angle
(FA) = 80◦; matrix 64 × 64; field of view (FOV) = 19.2 cm; 33
slices of 3 mm, 0.3 mm gap).

The functional data were analyzed with the software
system BrainVoyagerTMQX (Brain Innovation, Maastricht,
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Netherlands). A standard chain of pre-processing steps, slice scan
time correction, 3D-motion correction, linear trend removal,
filtering with a high-pass of three cycles per scan, and spatial
smoothing with a Gaussian filter with 4 mm full width at half
maximum was applied. The functional data were projected onto
the corresponding IR-EPI images, co-registered with the 3D
dataset, and then transformed to Talairach space.

Due to the low number of subjects, a fixed effects analysis of
the group data was performed using a conservative significance
level of p < 0.01 (Bonferroni corrected) with a minimum
cluster size of eight voxels. To determine brain regions
exhibiting increased activation under specific conditions in SMs
as compared to in control subjects, a conjunction analysis was
performed that ensures that the resulting brain regions show a
positive deflection of the BOLD response during encoding or
recall vs. rest and is controlled for general attentional processes
(comparison vs. attention condition). Thus, the contrast for the
encoding-specific activation in SMs was: Encode in SMs vs. Rest
in SMs AND Encode in SMs vs. Attend in SMs AND Encode in
SMs vs. Encode in controls. The contrast for the recall-specific
activation in SMs was: Recall in SMs vs. Rest in SMs AND Recall
in SMs vs.Attend in SMsANDRecall in SMs vs.Recall in controls.

This analysis is rather conservative but it guarantees that the
BOLD response during encoding/recall in SMs is significantly
stronger. Beside the comparison between encoding in SMs and
encoding in controls and the same for recall, two additional
conditions must be fulfilled. Firstly, the activation of the SMs
during the encoding/recall phases must be significantly stronger
than during the attentional control condition of the SMs because
we do not want to discuss brain areas which are strongly activated
due to general attention differences between the SMs and the
control group. Secondly, we only want to consider brain areas
that show a positive BOLD response compared to a resting
condition in which the SMs only need to recite the alphabet. This
is especially important for the identification of areas involved
in the recall where overt reciting of numbers is required by
the memorizers. All three contrasts must be independently
significant at the p < 0.01 level.

Results

Task Performance and fMRI Data
For the behavioral analysis we calculated the mean values and
standard errors of the mean (SEM). On average, the SMs were
capable to recall 34.5 of the 40 digits (SEM = 2.37), while
the naïve subjects recalled only 10.8 digits (SEM = 1.58).
The SMs recalled significantly more digits then the controls
(t-test: p < 0.0001, t = 7.6, and effect size: d > 4). The
mean time for recalling all numbers was 37.1 s (1.2 s/digit;
SEM = 0.15 s) for SMs, and 24.3 s (2.5 s/digit; SEM = 0.41 s)
for the naïve subjects. The SMs recalled the digits significantly
faster (t-test: p < 0.01, t = 2.86, and effect size: d > 1.5).
The difference in overall duration was due to fewer digits
memorized by the control group, as well as to a high
variation in recall speed. In some cases the number of
recalled digits was too small to fill the entire recall interval.
In other cases the naïve subjects recalled the numbers so
slowly that the duration of the recall phase was used up
completely.

Figure 5 shows the results for the conjunction analysis used
to detect brain regions that were significantly more activated
during the encoding process in SMs than in naïve subjects. It
shows that a network of left hemisphere regions is involved
in encoding, consisting of left secondary visual areas (BA 18,
19), left medial superior parietal cortex (BA 7), and left middle
temporal gyrus (BA 39). The bilaterally activated retrosplenial
cortex (BA 30), and posterior parahippocampal gyrus (pHi) also
exhibited a very strong lateralization to the left hemisphere.
The details are summarized in Table 1. To demonstrate the
extent of the differences in brain activation between both groups,
the time course of the BOLD response during the 60 s of
encoding is displayed in Figure 6 for each brain area, which was
found to be significantly stronger in SMs than in naïve control
subjects.

None of these regions was significantly activated in the recall
condition of the SMs. Figure 7 shows that the beta values of
the recall condition were mostly negative and all significantly

FIGURE 5 | Encoding-specific activation in superior memorizers. Contrast: Encode in superior memorizers vs. Rest in superior memorizers AND Encode in
superior memorizers vs. Attend in superior memorizers AND Encode in superior memorizers vs. Encode in controls. Color-encoded activation maps overlaid on
group-averaged anatomical images (p < 0.01, Bonferroni corrected, minimum cluster size 8 voxel) (left x = −16, middle x = −42, and right x = −25).
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FIGURE 6 | Averaged BOLD responses of the brain areas showing encoding-specific activation in superior memorizers. Time point zero denotes the
start of the encoding condition that lasted for 60 s. The baseline (0 % BOLD response) was defined as the average response within 4 s prior to the encoding
condition. Note the different scaling of the ordinates. The BOLD response of control subjects is depicted for comparison.

lower than those of the encoding condition (Figure 7). Instead,
the left anterior superior temporal gyrus (STG) and the right
motor cortex were specifically activated (Figure 8). The BOLD
response during the 60 s when recalling the digits is displayed in
Figure 9.

Discussion

We now discuss the activated brain regions with respect to
the involved processes including information transformation
and binding processes of the suggested mnemonic procedure
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FIGURE 7 | Mean beta values of the encoding-specific areas of superior memorizers shown in Figure 5. Beta values of the encoding phase correspond to
the BOLD response of the superior memorizers depicted as blue curve in Figure 6. The beta values of the recall phase are all significantly lower than those of the
encoding phase (BA 18, BA 19, BA 7, BA 30, and pHi: p < 0.01; BA 39: p < 0.05; two sides t-test).

TABLE 1 | Regions activated to a higher degree in superior memorizers
than in naïve controls (p < 0.01, Bonferroni corrected, minimum cluster
size eight voxels).

Region Talairach coordinates BA Cluster
size

x y z

Encoding

Left visual cortex −13 −67 −3 18 1213

Right visual cortex 10 −72 −2 18 228

Left visual cortex −20 −81 34 19 615

Left angular gyrus −40 −65 24 39 2162

Left retrosplenial cortex −12 −53 8 30 3914

Right retrosplenial cortex 13 −51 8 30 1047

Left superior parietal cortex −20 −57 52 7 263

Left parahippocampus −25 −36 −7 449

Recall

Left anterior superior temporal gyrus −57 −8 7 22 346

Right motor cortex 50 −8 30 4/6 676

(Figure 1). The encoding procedure includes the activation
of long-term memory, which was found to be characteristic
of studies when experts where involved (Guida et al., 2012).
This results in mental visualization of a location on the
previously memorized internal route. This explains the strong
activation in visual brain regions (Johnson and Johnson,
2014). Other contributions to the activation of the visual
cortex may come from several sub-processes of translating
the digits into visual objects, i.e., in-depth visual perception
of digits, recall of the specific letters representing these
digits from the previously memorized table, and the search
for a correct word containing the letters. Furthermore,
several studies also suggest that BA 18 is involved in
recollection processes (Spaniol et al., 2009). The fact that
SMs use contextual information while applying the MoL

FIGURE 8 | Recall-specific activation in superior memorizers. Left
anterior superior temporal gyrus (STG) and right motor cortex are the only
regions that are specifically activated during the recall condition in superior
memorizers. Contrast: Recall in superior memorizers vs. Rest in superior
memorizers AND Recall in superior memorizers vs. Attend in superior
memorizers AND Recall in superior memorizers vs. Recall in controls.
(p < 0.01, Bonferroni corrected, minimum cluster size 8 voxel) (down left
x = −56, down right x = 48, and middle y = −8).

supports these findings. Furthermore the use of long-term
memory.

The left lateralized effect in BA 19 suggests the involvement of
the language-related system when transforming digits into letters
and subsequently into words, since a left lateralization of BA 19
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FIGURE 9 | Averaged BOLD responses of the brain areas depicted in Figure 8 showing recall-specific activation in superior memorizers. Time point
zero denotes the start of the recall condition that lasted for 60 s. The baseline (0% BOLD response) was defined as the average response within four seconds prior
to the recall condition. The BOLD response of control subjects is depicted for comparison.

was often found to play a role in phonological processing and
forming words (Dietz et al., 2005), as well as in word recognition
(Cabeza and Nyberg, 2000). One step of the proposed model in
Figure 3 involves silently speaking. However, we did not find
specific activation in, e.g., Broca’s area. One explanation is that
the control subjects also used inner speech to encode as many
digits as possible. Moreover, because the SMs in the group were
highly experienced in the encoding process, some of the sub-
processes involving covert speech may have required less mental
effort.

When connecting thementally visualized object to the selected
landmark, the visualized object becomes navigationally relevant.
This may explain why the pHi is activated (Wegman and Janzen,
2011). Moreover, the repetition of the processes depicted in
(Figure 1) automatically results in mental navigation that is
known to involve not only the pHi but also BA 7 and 30 (Ghaem
et al., 1997; Maguire et al., 1998, 2003; Kondo et al., 2005; Epstein,
2008; Auger et al., 2012). With the left-hemispheric activation of
BA 7 and BA 39 during encoding, we found two areas that have
been also found activated by other groups during recollection
(Vilberg and Rugg, 2007; Spaniol et al., 2009). Those findings
imply that the encoding process of SMs is basically a mixture of
encoding and retrieval, as suggested by the scheme of Figure 1,
where it is shown that items already learned may be used to
memorize other new items.

During recall none of the encoding-related areas was
specifically activated and the overall number of activated voxels
was much smaller than in the encoding condition. This was
surprising, since a comparison of Figures 1 and 2 leads one
to expect to find at least the same areas activated for mental
navigation as for encoding. This result seems to stand in some
contradiction to the transfer-appropriate process theory, which
proposes that successful retrieval is accompanied by neuronal
processes similar to those occurring during encoding (Rugg et al.,
2008). However such a conclusion must be considered very
carefully since due to our conjunction analyses we only analyzed
very specific activated brain regions.

During recall, the activation in the motor area may be
explained by the fact that SMs had to recite significantly more
digits. This is in part supported by the BOLD response (Figure 9)
which in control subjects falls off to baseline much earlier than
in SMs. The anterior temporal lobe has been shown to be
involved in the retrieval of proper names (Damasio et al., 2004;
Bethmann et al., 2012), which are composed of more semantic
features than common objects. The left anterior temporal lobe
has also been shown to be involved in syntactic processing,
independent of syntactic complexity (Friederici, 2002; Dronkers
et al., 2004). Hence, it has been suggested that the left anterior
temporal lobe contributes to the composition of sentence
meaning (Vandenberghe et al., 2002; Humphries et al., 2006).
Beyond that, the anterior temporal region has been proposed to
be involved in the concatenation of sentences or propositions into
stories (Mar, 2004).

Taking these suggestions together, we interpret the current
recall-specific activation in the anterior STG to be related to the
reconstruction of the exact sequence of objects along the mental
route of landmarks. Because SMs make up vivid stories of how
the visual objects, which represent the encoded information, are
related to the landmarks of their routes, recalling the sequence
of encoded information may be interpreted as reviewing a story
rather than as mental navigation along a route. Such a difference
in strategy may also explain the unexpected difference in the
recruitment of brain areas during the encoding compared with
the recall phase. Although we think that the described process
in Figure 2 is very accurate, it has to be considered that some
modifications would be appropriate. Our results show that the
process of mental movement from one location to the next seems
to be much less intense than during encoding. Thus it may be
reasonable to link directly from the last step of the process,
“recall digits related to keyword”, to the step “previously created
story pops up”. We have shown that with the dashed arrow in
Figure 2.

Although many aspects of memory-related processes have
been investigated, little is known about persons who have
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trained their capabilities to memorize abstract and emotionally
neutral data using the MoL (Maguire et al., 2003; Kondo et al.,
2005; Konrad, 2014). The regions activated during encoding
are consistent with those found by Maguire et al. (2003),
except that we found activation in the pHi instead of in the
hippocampus. The former was also found to be strongly activated
in several other encoding studies (Spaniol et al., 2009). One
explanation for the higher activation in SMs could be the fact
that they encode additional information (e.g., the connection
between landmark and object), since the pHi is also suggested
by other studies (Epstein, 2008) to be involved in the encoding
of contextual information (Davachi, 2006; Charan Ranganath,
2012) and navigationally relevant object information (Epstein,
2008;Wegman and Janzen, 2011). In another study naïve subjects
were trained to use the MoL prior to the fMRI experiment
(Kondo et al., 2005), which resulted in activation of the left
fusiform and lingual gyrus during both encoding and recall.
However, it should be noted that the subjects in this study were
trained only briefly and thus were by no means SMs.

According to the hemispheric encoding/retrieval asymmetry
model (HERA; Tulving et al., 1994) the left PFC should be
more involved during encoding and the right PFCmore involved
during retrieval. We found a strong left lateralization for a few
areas (Table 1) specifically activated by SMs during encoding
but no specific activation in the PFC during encoding or during
retrieval. The overall left dominance could indicate language-
related and sequential processing while applying the MoL
combined with a phonetic system.

In this study we aimed to interpret the fMRI data of
SMs who used the MoL combined with a phonetic system to
memorize long lists of digits. To understand which neuronal
processes may potentially be involved, a scheme was developed
of the different sub-processes that are employed when SMs
fulfill this task. Although our data show some support for
the proposition that language-related systems are involved in
addition to the brain parts already known to play a role
in encoding, this interpretation of the data is limited at the
moment by the fact that the single sub-processes of the
scheme cannot be separated within our experimental setup.
Furthermore the overt behavior during the different conditions
was different, which may cause some background noise in

the data and some lack of control over all potential sub-
processes. Thus there is a need for future studies focusing on
partial aspects of the overall process. This could be achieved
by scanning the SMs solely while they “walk” through their
mental route without creating mental images or while they
translate numbers into images without connecting them to
specific locations.

A limitation of the fixed effects analysis is that it does not allow
for inferences to the population. Nevertheless, to demonstrate the
significance of the effects, we used very conservative criteria, as
described in the Section “Materials and Methods”. Furthermore,
we show the BOLD response over time for each activated brain
area that reveals how large the difference between SMs and
controls is in terms of BOLD response amplitude. It also has
to be stated that the potential heterogeneity of strategies of the
naïve volunteers may limit the generalization of the results, which
makes more specific research necessary.

In sum, we found that SMs use different networks for
encoding and recall, with the latter process generating much
less brain activation. This is in accordance with the everyday
challenges of learning a language, playing a piece of music,
or learning movement patterns. Once a pattern is learned
it can be recalled and executed very quickly and with little
conscious effort. However, learning strategies are seldom taught
in schools or other institutions. One may speculate to which
degree learning would gain efficiency when applying optimized
strategies instead of trying to memorize data by endless
repetition. At least our behavioral results show that the strategies
of the superior memorizer are very efficient for learning digits.
It would be interesting to investigate the efficiency of their
strategies on general knowledge. Such a study could have an
important influence on how knowledge is imparted in schools or
universities.

Author Contributions

JM,ABr, and JB wrote themainmanuscript text. JM also prepared
Figures 1–4. ABr prepared Figures 5–9, was responsible for
methods and data analysis. ABr, ABe, and ML contributed to the
discussion. All authors reviewed the manuscript.

References

Auger, S. D., Mullally, S. L., and Maguire, E. A. (2012). Retrosplenial
cortex codes for permanent landmarks. PLoS ONE 7:e43620. doi:
10.1371/journal.pone.0043620

Bethmann, A., Scheich, H., and Brechmann, A. (2012). The temporal lobes
differentiate between the voices of famous and unknown people: an event-
related fMRI study on speaker recognition. PLoS ONE 7:e47626. doi:
10.1371/journal.pone.0047626

Cabeza, R., and Nyberg, L. (2000). Imaging cognition II: an empirical
review of 275 PET and fMRI studies. J. Cogn. Neurosci. 12, 1–47. doi:
10.1162/08989290051137585

Charan Ranganath, M. R. (2012). Two cortical systems for memory-guided
behaviour. Nat. Rev. Neurosci. 13, 713–726. doi: 10.1038/nrn3338

Damasio, H., Tranel, D., Grabowski, T., Adolphs, R., and Damasio, A. (2004).
Neural systems behind word and concept retrieval. Cognition 92, 179–229. doi:
10.1016/j.cognition.2002.07.001

Davachi, L. (2006). Item, context and relational episodic encoding in
humans. Curr. Opin. Neurobiol. 16, 693–700. doi: 10.1016/j.conb.2006.
10.012

Dietz, N. A. E., Jones, K. M., Gareau, L., Zeffiro, T. A., and Eden, G. F. (2005).
Phonological decoding involves left posterior fusiform gyrus. 26, 81–93. doi:
10.1002/hbm.20122

Dronkers, N. F., Wilkins, D. P., Van Valin, R. D., Redfern, B. B., and Jaeger, J. J.
(2004). Lesion analysis of the brain areas involved in language comprehension.
Cognition 92, 145–177. doi: 10.1016/j.cognition.2003.11.002

Epstein, R. A. (2008). Parahippocampal and retrosplenial contributions to human
spatial navigation. Trends Cogn. Sci. 12, 388–396. doi: 10.1016/j.tics.2008.07.004

Friederici, A. D. (2002). Towards a neural basis of auditory sentence processing.
Trends Cogn. Sci. 6, 78–84. doi: 10.1016/S1364-6613(00)01839-8

Ghaem, O., Mellet, E., Crivello, F., Tzourio, N., Mazoyer, B., Berthoz, A., et al.
(1997). Mental navigation along memorized routes activates the hippocampus,
precuneus, and insula. Neuroreport 8, 739–744. doi: 10.1097/00001756-
199702100-00032

Frontiers in Systems Neuroscience | www.frontiersin.org September 2015 | Volume 9 | Article 128

245

http://www.frontiersin.org/Systems_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Systems_Neuroscience/archive


Mallow et al. Neural networks differ for encoding and recall

Guida, A., Gobet, F., Tardieu, H., and Nicolas, S. (2012). How chunks, long-term
working memory and templates offer a cognitive explanation for neuroimaging
data on expertise acquisition: a two-stage framework. Brain Cogn. 79, 221–244.
doi: 10.1016/j.bandc.2012.01.010

Hu, Y., Ericsson, K. A., Yang, D., and Lu, C. (2009). Superior self-paced
memorization of digits in spite of a normal digit span: the structure of
a memorist’s skill. J. Exp. Psychol. Learn. Mem. Cogn. 35, 1426–1442. doi:
10.1037/a0017395

Humphries, C., Binder, J. R., Medler, D. A., and Liebenthal, E. (2006).
Syntactic and semantic modulation of neural activity during auditory sentence
comprehension. J. Cogn. Neurosci. 18, 665–679. doi: 10.1162/jocn.2006.18.4.665

Johnson, M. R., and Johnson, M. K. (2014). Decoding individual natural scene
representations during perception and imagery. Front. Hum. Neurosci. 8:59.
doi: 10.3389/fnhum.2014.00059

Kim, H. (2011). Neural activity that predicts subsequent memory and forgetting:
a meta-analysis of 74 fMRI studies. Neuroimage 54, 2446–2461. doi:
10.1016/j.neuroimage.2010.09.045

Kondo, Y., Suzuki, M., Mugikura, S., Abe, N., Takahashi, S., Iijima, T.,
et al. (2005). Changes in brain activation associated with use of a
memory strategy: a functional MRI study. Neuroimage 24, 1154–1163. doi:
10.1016/j.neuroimage.2004.10.033

Konrad, B. N. (2014). Characteristics and Neuronal Correlates of Superior Memory
Performance. Available at: http://edoc.ub.uni-muenchen.de/16636/ [Accessed
May 20, 2014]

Maguire, E. A., Burgess, N., Donnett, J. G., Frackowiak, R. S., Frith, C. D., and
O’Keefe, J. (1998). Knowing where and getting there: a human navigation
network. Science 280, 921–924. doi: 10.1126/science.280.5365.921

Maguire, E. A., Valentine, E. R., Wilding, J. M., and Kapur, N. (2003). Routes to
remembering: the brains behind superior memory.Nat. Neurosci. 6, 90–95. doi:
10.1038/nn988

Mar, R. A. (2004). The neuropsychology of narrative: story comprehension,
story production and their interrelation. Neuropsychologia 42, 1414–1434. doi:
10.1016/j.neuropsychologia.2003.12.016

Raz, A., Packard, M. G., Alexander, G. M., Buhle, J. T., Zhu, H., Yu, S.,
et al. (2009). A slice of pi: an exploratory neuroimaging study of digit
encoding and retrieval in a superior memorist. Neurocase 15, 361–372. doi:
10.1080/13554790902776896

Richman, H. B., Staszewski, J. J., Simon, H. A., Richman, H. B., Staszewski, J. J., and
Simon, H. A. (1995). Simulation of expert memory using EPAM IV. Psychol.
Rev. 102, 305–330. doi: 10.1037/0033-295X.102.2.305

Rugg, M. D., Johnson, J. D., Park, H., and Uncapher, M. R. (2008). Encoding-
retrieval overlap in human episodic memory: a functional neuroimaging
perspective. Prog. Brain Res 169, 339–352. doi: 10.1016/S0079-6123(07)00021-0

Scoville, W. B., and Milner, B. (1957). Loss of recent memory after bilateral
hippocampal lesions. J. Neurol. Neurosurg. Psychiatry 20, 11–21. doi:
10.1136/jnnp.20.1.11

Spaniol, J., Davidson, P. S. R., Kim, A. S. N., Han, H., Moscovitch, M., and
Grady, C. L. (2009). Event-related fMRI studies of episodic encoding
and retrieval: meta-analyses using activation likelihood estimation.
Neuropsychologia 47, 1765–1779. doi: 10.1016/j.neuropsychologia.2009.
02.028

Squire, L. R., and Zola-Morgan, S. (1991). The medial temporal lobe memory
system. Science 253, 1380–1386. doi: 10.1126/science.1896849

Tulving, E., Kapur, S., Craik, F. I., Moscovitch, M., and Houle, S. (1994).
Hemispheric encoding/retrieval asymmetry in episodic memory: positron
emission tomography findings. Proc. Natl. Acad. Sci. U.S.A. 91, 2016–2020. doi:
10.1073/pnas.91.6.2016

Vandenberghe, R., Nobre, A. C., and Price, C. J. (2002). The response of
left temporal cortex to sentences. J. Cogn. Neurosci. 14, 550–560. doi:
10.1162/08989290260045800

Vilberg, K. L., and Rugg, M. D. (2007). Dissociation of the neural correlates
of recognition memory according to familiarity, recollection, and
amount of recollected information. Neuropsychologia 45, 2216–2225. doi:
10.1016/j.neuropsychologia.2007.02.027

Wegman, J., and Janzen, G. (2011). Neural encoding of objects relevant for
navigation and resting state correlations with navigational ability. J. Cogn.
Neurosci. 23, 3841–3854. doi: 10.1162/jocn_a_00081

Worthen, J. B. (2010). Mnemonology: Mnemonics for the 21st Century, 1st Edn.
New York, NY: Psychology Press.

Yates, F. A. (1966). The Art of Memory. London: University of Chicago Press.
Yin, L.-J., Lou, Y.-T., Fan, M.-X., Wang, Z.-X., and Hu, Y. (2015). Neural

evidence for the use of digit-image mnemonic in a superior memorist:
an fMRI study. Front. Hum. Neurosci. 9:109. doi: 10.3389/fnhum.2015.
00109

Conflict of Interest Statement: The authors declare that the research was
conducted in the absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.

Copyright © 2015 Mallow, Bernarding, Luchtmann, Bethmann and Brechmann.
This is an open-access article distributed under the terms of the Creative Commons
Attribution License (CC BY). The use, distribution or reproduction in other forums
is permitted, provided the original author(s) or licensor are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply
with these terms.

Frontiers in Systems Neuroscience | www.frontiersin.org September 2015 | Volume 9 | Article 128

246

http://edoc.ub.uni-muenchen.de/16636/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://www.frontiersin.org/Systems_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Systems_Neuroscience/archive


ORIGINAL RESEARCH ARTICLE
published: 16 October 2014

doi: 10.3389/fnsys.2014.00200

Working memory training improves emotional states of
healthy individuals
Hikaru Takeuchi1*, Yasuyuki Taki1,2,3, Rui Nouchi4, Hiroshi Hashizume1, Atsushi Sekiguchi4,

Yuka Kotozaki4, Seishu Nakagawa5, Carlos Makoto Miyauchi5, Yuko Sassa1 and Ryuta Kawashima1,2,4

1 Division of Developmental Cognitive Neuroscience, Institute of Development, Aging and Cancer, Tohoku University, Sendai, Japan
2 Division of Medical Image Analysis, Department of Community Medical Supports, Tohoku Medical Megabank Organization, Tohoku University, Sendai, Japan
3 Department of Radiology and Nuclear Medicine, Institute of Development, Aging and Cancer, Tohoku University, Sendai, Japan
4 Department of Advanced Brain Science, Smart Ageing International Research Center, Institute of Development, Aging and Cancer, Tohoku University, Sendai,

Japan
5 Department of Functional Brain Imaging, Institute of Development, Aging and Cancer, Tohoku University, Sendai, Japan

Edited by:

Manuel Casanova, University of
Louisville, USA

Reviewed by:

Hasan Ayaz, Drexel University, USA
Ariana Tart-Zelvin, Idaho State
University, USA

*Correspondence:

Hikaru Takeuchi, Smart Ageing
International Research Center,
Institute of Development, Aging and
Cancer, Tohoku University,
4-1 Seiryo-cho, Aoba-ku,
Sendai 980-8575, Japan
e-mail: takehi@idac.tohoku.ac.jp

Working memory (WM) capacity is associated with various emotional aspects, including
states of depression and stress, reactions to emotional stimuli, and regulatory behaviors.
We have previously investigated the effects of WM training (WMT) on cognitive functions
and brain structures. However, the effects of WMT on emotional states and related
neural mechanisms among healthy young adults remain unknown. In the present study,
we investigated these effects in young adults who underwent WMT or received no
intervention for 4 weeks. Before and after the intervention, subjects completed self-report
questionnaires related to their emotional states and underwent scanning sessions in
which brain activities related to negative emotions were measured. Compared with
controls, subjects who underwent WMT showed reduced anger, fatigue, and depression.
Furthermore, WMT reduced activity in the left posterior insula during tasks evoking
negative emotion, which was related to anger. It also reduced activity in the left
frontoparietal area. These findings show that WMT can reduce negative mood and
provide new insight into the clinical applications of WMT, at least among subjects with
preclinical-level conditions.

Keywords: working memory, training, plasticity, emotion, mood, anger, fMRI

INTRODUCTION
Working memory (WM) is the limited capacity storage system
involved in the maintenance and manipulation of information
over a short time period (Baddeley, 2003). It is a functionally
important system that underlies a wide range of higher-order cog-
nitive activities such as general intelligence, reasoning and prob-
lem solving, language comprehension, learning, and response
inhibition (Osaka and Nishizaki, 2000; Baddeley, 2003). Reduced
WM capacity (WMC) is also associated with a wide variety
of emotional aspects, including mood disorders, anxiety, stress,
greater emotional responses, and fewer regulatory behaviors
(Sorg and Whitney, 1992; Klein and Boals, 2001; Weiland-Fiedler
et al., 2004; Schmeichel et al., 2008).

The dorsolateral prefrontal cortex (DLPFC) plays a key role
in the central executive system of WM (Baddeley, 2003). The
premotor cortex is closely related to DLPFC, both anatomically,
and functionally (Fuster, 2006; Takeuchi et al., 2012), and it plays
important roles in some executive functions of WM (Wager et al.,
2008). Both areas are consistently active during the execution of
WM (Reuter-Lorenz et al., 2000). They also play important roles
in emotional aspects, and an essential link exists between DLPFC
to premotor areas and mood as described below. Functional
deficits of DLPFC to dorsal premotor areas are associated with
depression (Siegle et al., 2007). DLPFC to premotor areas and

other widespread lateral prefrontal and medial prefrontal regions
are activated to control negative emotions (Phan et al., 2005;
Belden et al., 2014). Rapid-rate transcranial magnetic stimula-
tion (rTMS) over DLPFC as well as premotor areas mitigates
depression (Pascual-Leone et al., 1996; Johnson et al., 2013).
Activity changes in DLPFC to dorsal premotor areas and the
precentral gyrus have been associated with depression (Koenigs
and Grafman, 2009; Stuhrmann et al., 2011). DLPFC lesions
have been shown to cause apathy and greater vulnerability to
fatigue and depression compared with other lesions (Fuster, 2006;
Koenigs and Grafman, 2009), and structural abnormalities in
DLPFC to premotor areas are associated with fatigue (Chaudhuri
and Behan, 2004).

Physical exercise can affect the volume of DLPFC to premo-
tor areas (Colcombe et al., 2004, 2006; Flöel et al., 2010) and
improve the cognitive functions that are related to DLPFC to pre-
motor areas (Smith et al., 2010); further, it can robustly improve
mood (Arent and Landers, 2000). Other studies have shown
that WM training (WMT) can affect the outcomes of psycho-
logical measures and neural systems (Uchida and Kawashima,
2008; Klingberg, 2010; Takeuchi et al., 2010b). However, whether
WMT can improve cognitive performance is still a matter of
debate because several studies have reported different conclusions
(Jaeggi et al., 2008; Redick et al., 2013). A recent meta-analysis
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indicated that WMT has robust effects on WMC and measures
of inhibition and attention (Melby-Lervåg and Hulme, 2012).
In addition, WMT has been clinically shown to improve fatigue
in patients with multiple sclerosis (Takeuchi et al., 2010b) as
well as the symptoms of attention deficit hyperactivity disorder
(Klingberg et al., 2005), which can affect mood (e.g., impulsiv-
ity can lead to a failure in emotional regulation) (Apter et al.,
1990). Structural and functional studies that have used mag-
netic resonance imaging (MRI), positron emission tomography
(PET), and near infrared spectroscopy (NIRS), have linked WMT
to changes in brain activity during WM and other related tasks,
changes in gray and white matter structures, and dopamine D1
receptor density in prefrontal (including DLPFC and premoror)
and posterior parietal areas (McNab et al., 2009; Klingberg, 2010;
Takeuchi et al., 2010b, 2013b, 2014a; Buschkuehl et al., 2012;
McKendrick et al., 2014). In summary, as described, TMS applied
to DLPFC to premotor areas improves mood, whereas DLPFC
lesions can deteriorate mood. Similarly, deteriorated emotional
states have been associated with hypoactivity in DLPFC to pre-
motor areas. Other interventions such as aerobic exercise can
improve the structure and functioning of DLPFC to premo-
tor areas and subsequently improve mood (Lawlor and Hopker,
2001). WMT leads to changes in several mechanisms of DLPFC
to premotor areas and cognitive functions related to the areas
(Takeuchi et al., 2010b, 2013b). Further, emotional states can be
changed through a wide range of interventions in both clinical
and nonclinical samples (McNair et al., 1992).

These previous findings have led us to question whether WMT
can improve emotional states in individuals without apparent
cognitive deficits. We investigated this question in the present
study in young adults who underwent WMT. The subjects com-
pleted self-report questionnaires related to their emotional states
before and after WMT and were examined with a functional MRI
(fMRI) task to detect negative emotion-related brain activity as

they identified faces with negative emotions (angry or afraid)
(Hariri et al., 2002). Previously, this task has been used to exam-
ine whether individuals at risk for emotional problems (e.g.,
subjects with a genetic risk for impulsivity and violence) show
different activity in emotion-related areas such as the anterior
insula (Meyer-Lindenberg et al., 2006). Our primary aim was to
investigate the effects of WMT on mood and its underlying neu-
ral activity. We believe that there is no evidence that indicates
that improvements in emotional states are solely produced by
increased emotional regulation. Considering that our emotional
states contribute to our everyday well-being, it is important to
investigate the extent of their plasticity and develop new methods
to improve them, which could lead to the clinical application of
WMT. We hypothesized that WMT improves an emotional state
and alters neural activity related to negative emotions, particu-
larly in DLPFC to premotor areas and areas related to emotional
states. The increase or decrease in task-induced activity after
training or interventions depends on many factors. Even when
training leads to adaptations in performance or neural mecha-
nisms, a training-related increase in the efficiency of the involved
areas (hence, an activity decrease) or a training-related increase in
recruitment of the critical areas (hence, an activity increase) may
underlie these changes (Erickson et al., 2007). Thus, we did not
predict the direction (increase or decrease) of changes.

MATERIALS AND METHODS
SUBJECTS
Subjects characteristics in each group and experiment
We recruited 97 students and graduates to participate in experi-
ments in our laboratory. Of these 97 subjects, 81 were included
in the longitudinal intervention experiment, which involved
two intervention studies and three groups (a WMT group,
another intervention group for another longitudinal study, and
a non-intervention control group, Figure 1). The remaining

FIGURE 1 | The schema of this study’s groups, tasks, and experimental design. A figure illustrating subject flow can be seen in our previous report
(Takeuchi et al., 2014b). The measurements for day 1 and day 29 are in no particular order.
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16 subjects were included in a cross-sectional experiment that
examined brain activity during a face-matching task and com-
pleted only all other preintervention procedures [16 women;
mean age = 21.6 years; standard deviation (SD) = 1.9; age
range = 19–27]. Among the 81 subjects included in the longi-
tudinal intervention experiment, 61 were assigned to the WMT
or non-intervention control group. The WMT group consisted of
41 subjects (27 men, 14 women) with a mean age of 20.9 years
(SD = 1.6; age range = 18–24). The non-intervention group
consisted of 20 subjects (15 men, 5 women) with a mean age of
21.4 years (SD = 2.2; age range = 18–26). Among the 81 subjects
included in the longitudinal intervention experiment, the remain-
ing 20 subjects were assigned to a second intervention group
(multitasking training group) which is irrelevant to the purpose
of this study. Details of this intervention have been described
elsewhere (Takeuchi et al., 2014b).

The WMT and control groups were initially similar (P > 0.1,
two-tailed t-tests) in terms of age, sex, general intelligence scores,
WM measures (visuospatial WM and digit span tasks) that were
used as outcome measures (Takeuchi et al., 2013b), or mood
measures used in this study. Subjects who could not be followed
throughout the study because of illness (one subject in the con-
trol group) or who failed to submit the required data [one subject
in the WMT group did not submit the postintervention Profile
of Mood States (POMS) data] were excluded from the relevant
analyses. For the description of the subjects flow in the present
longitudinal experiment of 81 subjects, please see the figure from
our previous report (Takeuchi et al., 2014b).

Subjects’ inclusion and exclusion criteria
The study participants were college students at Tohoku University
or graduates from the university in the previous year, who were
recruited with advertisements posted on bulletin boards or via
email, both of which specified the inclusion and exclusion crite-
ria for participation in the study. The exclusion criteria included
left-handedness, implanted metal devices, metal around the body,
claustrophobia, the use of certain drugs, a history of psychiatric
or neurological diseases, not having a laptop personal computer
running Windows (Microsoft, USA), and previous participation
in related experiments. We provided questionnaires to all poten-
tial participants to assess for psychiatric illnesses and to request
disclosure of recent drug use. None of the patients reported a his-
tory of neurological or psychiatric illness. These questionnaires
were administered during the pre-experiment explanation and
based on voluntary self-report. Handedness was evaluated using
the Edinburgh Handedness Inventory (Oldfield, 1971). All the
subjects had normal vision.

Group assignment of participants and experimental periods
Group assignments were performed in a non-arbitrary man-
ner. As described in our previous study (Takeuchi et al.,
2013b), groups of participants completed the preintervention-
and postinterevention-MRI studies and psychological experi-
ments during different predetermined experimental periods (for
example, one group participated in the periods starting 4 weeks
from November 4th, another group participated in the periods
starting 4 weeks from November 10th, and so on). Participants in

one predetermined experimental period were randomly assigned
to one of the two groups (e.g., the WMT group or the non-
intervention control group). The two groups assigned were dif-
ferent for each predetermined experimental period. This means,
for example, that participants in the 4-week periods starting
from November 4th and November 25th were assigned to the
WMT group or the non-intervention control group, but par-
ticipants in the 4-week periods starting from November 10th
and September 2nd were assigned to the MT training group or
the non-intervention control group, yet participants in the 4-
week periods starting from November 16th and September 10th
were assigned to the WMT group or the MT training group.
The participants selected the period they wished to participate
in and were not notified that there were two intervention groups
before the experiment. Which periods have which two groups
are ordered in non-specific manner. Thus, basically, subjects were
supposed to be assigned to one of three groups without any bias
in a non-arbitrary manner.

The purpose of this study and those of other studies using the data
of WMT groups in this study
In this experiment, we aimed to investigate a wide range of
distinct research topics, including the effects of polymorphism
on cognitive training. We previously investigated the effects of
WMT on resting-state FC, regional cerebral blood flow at rest
(resting-rCBF), and gray matter structure as well as performance
on cognitive tests (Takeuchi et al., 2013b), none of which over-
lap the measures investigated in the present study. Given these
diverse aims and the possible infinite sources of variation, we
focused on the effect of WMT on emotional states. More sub-
jects were included in the WMT group to facilitate analysis of
polymorphism in WMT, as described above.

Ethical issues
Written informed consent was obtained from each individual for
the projects in which they participated. The Ethics Committee of
Tohoku University approved all procedures.

PROCEDURE
General procedures of WMT
The WMT task included four computerized tasks that were
Borland C++ programs developed in-house. Subjects trained in
the task 20–60 min a day for 27 days. We chose a 4-week interven-
tion period because the duration of WMT programs is often 4–5
weeks (Takeuchi et al., 2010b). However, the total training time
depended on the level and the time between trials. The length
of each training period varied because we did not limit training
by time to prevent subjects from finishing the training without
completing the tasks properly. Instead, task completion was based
on the number of correctly completed trials (in other words, we
controlled the length of the tasks based on how many trials each
subject completed the tasks correctly). Thus, subjects could not
finish the tasks without completing them correctly no matter how
much time they spent on them. This means that if the subject’s
condition was poor, they took longer to complete the training of
the day. However, heterogeneity in the amount of overall training
among subjects was unlikely because when the subjects recovered

Frontiers in Systems Neuroscience www.frontiersin.org October 2014 | Volume 8 | Article 200

249

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive


Takeuchi et al. Cogntive training alters emotional states

the following day they would be able to finish the tasks more
quickly (because the level of the tasks would have dropped when
the subject’s condition was poor). Subjects performed the tasks
on their personal computers and were advised to perform the
WMT task daily, with two training sessions a week conducted in
the laboratory. A log that recorded task performance and the time
when subjects completed each trial was used to determine the date
and duration of training sessions. Further details can be found
in our previous study (Takeuchi et al., 2013b). For the reasons
why we used the non-intervention group as a control group, and
possible consideration of placebo effects, please see Supplemental
Discussion.

Monetary reward
Subjects including those of the control group, received a
monetary reward based on the extent to which they par-
ticipated in the experiments. For training period, to strictly
control the amount of training and to motivate subjects to
undertake regular training, (a) the subjects received a mon-
etary reward for the training part of the experiment on the
basis of the number of sessions they completed; however, (b)
they were not given a monetary reward for excessive training
(>27 sessions), and (c) the maximum amount of monetary
reward was received when one training session was com-
pleted each day, even if 27 training sessions were completed.
If multiple training sessions were performed in a day, the
monetary reward for any second and subsequent training ses-
sions was reduced. For the consideration effects of monetary
rewards on moods, see Supplemental Discussion. Basically we
failed to find such effects as monetary reward inducement of
mood change after the intervention period in this kind of
experiment.

TRAINING TASKS
The WMT task is described in our previous report (Takeuchi
et al., 2013b). In brief, four WMT tasks were presented during
a single training session. In each task, the difficulty (number of
items to be remembered) level was modulated on the basis of
the subject’s performance. Four training tasks were used because
increasing the task variability, stimuli, and training situations
leads to a more successful transfer (Sweller et al., 1998; Yamnill
and McLean, 2001; Green and Bavelier, 2008). The four WMT
tasks were as follows: (a) a visuospatial WM task, (b) an auditory
backward operation span task, (c) a dual WM task, and (d) a dual
N-back task. Additional details are presented in Supplemental
Methods. Note that the visuospatial WM task for WMT was dif-
ferent from that used as the outcome measure (Takeuchi et al.,
2013b).

We quantified the subjects’ performance on all trained WM
tasks to analyze their training-related changes in the WM tasks
(please see our previous study for details; Takeuchi et al., 2013b).
The difference between the composite scores for the first three ses-
sions and the last three sessions was represented as performance
changes in the WMT tasks. This method was used in previous
studies (Takeuchi et al., 2010a, 2013b, 2014a,b) because it pro-
vides a stable performance measure for multiple tasks across three
training days.

PSYCHOLOGICAL OUTCOME MEASURES
Neuropsychological tests and questionnaires were administered
for preintervention and postintervention evaluation.

POMS
The shortened Japanese version (Yokoyama, 2005) of the POMS
(McNair et al., 1992) questionnaire was used to measure a partic-
ipant’s mood on the day of the experiment as well as in the pre-
ceding week. The POMS questionnaire consists of six individual
subscales: tension/anxiety, depression/dejection, anger/hostility,
vigor/activity, fatigue/inertia, and confusion/bewilderment. We
used the POMS subscale score for the preceding week to inves-
tigate whether WMT improved emotional states. Since its release,
POMS has proven to be an excellent measure of fluctuations in
affective mood states across a broad population, including psychi-
atric outpatients, medical patients, and sports subjects (McNair
et al., 1992). POMS identifies and assesses transient, fluctuating
affective mood states (McNair et al., 1992). It can be administered
on a weekly basis, which is a sufficient period for detecting the
respondent’s mood responses to his or her current life situation
but still short enough to assess acute treatment effects (McNair
et al., 1992).

State anger scale of the state–trait anger expression inventory
The State Anger scale of the State–Trait Anger Expression
Inventory (Spielberger et al., 1999) was used to measure anger.
The State Anger scale measures the subjects’ mood at the time of
the test. These questionnaires can be used to measure the mood
of healthy subjects.

Other outcome measures
Several questionnaires designed to assess traits or states related to
longer time periods were collected but are not described here. For
other performance-type psychological cognitive tests used in this
experiment, please see our previous study (Takeuchi et al., 2013b).

FACE-MATCHING TASK (fMRI TASK)
Task procedures
Subjects in the WMT and control groups participated in the
fMRI session before and after completing the intervention period.
During the fMRI session, subjects performed five blocks of the
face-matching task that were alternated with six blocks of a
control-matching task involving simple geometric shapes (there
was no rest period between blocks). The face-matching task
was used to map training-induced changes in negative emotion-
related brain activity (Hariri et al., 2002). In each trial, an image
of a face portraying anger or fear was presented at the top of a
computer screen and was presented at the bottom left and right
sides of the screen simultaneously with two additional images of
the same face. One of the two bottom images was a face portray-
ing anger, whereas the other face portrayed fear. Subjects were
instructed to select one of the faces presented at the bottom of the
screen that was identical to the target face (top). Images were pre-
sented sequentially per block. Images represented the target affect
(angry or fear) and were derived from a standard set of pictures
showing facial effects (Kamachi, 2001). In the control-matching
task, the faces were replaced with simple geometric shapes, and
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the subject was instructed to identify the two matching shapes.
The subject had to push a button with the first or second finger if
he/she selected the bottom left or right shape, respectively.

Four sets of stimuli, each with a duration of 4.0625 s, were
presented in a block, with each block lasting 16.25 s Behavioral
performance was recorded as the subject’s accuracy and reaction
time. For a schematic of the task, please refer to the study by Hariri
et al. (2002).

Development of stimuli in the previous study
The technical details of how the standard set of pictures of facial
effects (Kamachi, 2001) were developed are presented in Kamachi
(2001) and Tamamiya and Hiraki (2013). As described in a pre-
vious study (Tamamiya and Hiraki, 2013), the database contains
4 females and 6 males and 3 pictures of each model displaying
each facial expression. The database also contained the results of
a preliminary experiment in which 27 young adults evaluated the
intensity of facial expressions and classified the expressions into
the following seven categories: happiness, sadness, surprise, anger,
disgust, fear, and contempt. The results from that study were used
to validate each facial expression.

Rationale for fMRI task paradigm
The behavioral task used in this study has been widely used
to detect brain activity related to negative emotions, and it
has become the gold standard for tasks that have this purpose.
Increased activation in the relevant brain areas when viewing
angry or fearful faces indicates the induction of negative emo-
tions during the task (Hariri et al., 2002; Meyer-Lindenberg et al.,
2006). These changes simply occurred when subjects viewed the
faces without having to identify the emotions they portrayed;
thus, this is an implicit task. The emotion face task differs from
the present control task in the complexity of the stimuli; however,
there are no reasons to assume that such differences contribute
to brain activity. The reason for using geometrical shapes in the
control task was not provided in its original description. We
speculate that the aim of this task is to detect brain activity in
emotion-related areas; however, how the activity was induced and
what factors induced the activity may not be relevant. The same
principle applies to the present study.

Other types of negative emotions include sadness or disgust,
and faces showing these emotions could be used as stimuli. We
only focused on anger and fear because of time limitations, and
we chose to use the same procedures consistently among studies
(Hariri et al., 2002; Meyer-Lindenberg et al., 2006). For further
explanations of why we used this task and not a task for assessing
emotional regulation, please see Supplemental Discussion.

IMAGE ACQUISITION AND ANALYSIS
MRI data acquisition was conducted using a 3-T Philips
Achieva scanner. Forty-two transaxial gradient-echo
images (TE = 30 ms, FA = 90◦, slice thickness = 3 mm,
FOV = 192 mm, matrix = 64 × 64) covering the entire brain
were acquired at a repetition time of 2.5 s using an echo planar
sequence. For the session for negative emotion-related brain
activities, 73 functional volumes were obtained. Diffusion-
weighted data were acquired using a spin-echo EPI sequence

(TR = 10293 ms, TE = 55 ms, FOV = 22.4 cm, 2 × 2× 2 mm3

voxels, 60 slices, SENSE reduction factor = 2, number of acquisi-
tions = 1). The diffusion weighting was isotropically distributed
along 32 directions (b-value = 1,000 s/mm2). Using a spin-echo
EPI sequence (TR = 10293 ms, TE = 55 ms, FOV = 22.4 cm,
2 × 2 × 2 mm3 voxels, 60 slices), three images with no diffusion
weighting (b-value = 0 s/mm2) (b = 0 images) were acquired
from 52 subjects and one b = 0 image was acquired from nine
subjects. From the collected images, FA and ADC maps were
calculated (Takeuchi et al., 2011c). These calculated FA and
ADC images were used for preprocessing. Other imaging data
included scans obtained with fMRI during WM, scans for resting
state functional connectivity (FC), arterial spin labeling, and
T1-weighted structural images, all of which were used in our
previous study of WMT (Takeuchi et al., 2013b).

PREPROCESSING OF FUNCTIONAL ACTIVATION DATA
Preprocessing and analysis of functional activation data were
performed using SPM8 implemented in Matlab. Before their anal-
ysis, BOLD images from the preintervention and postintervention
scans were realigned and resliced to the mean image of the BOLD
images from the preintervention scans. For each subject, the
skull and skin appearing in the mean BOLD images and b = 0
images were removed through intensity thresholding of the spa-
tially smoothed images, as described previously (Takeuchi et al.,
2011b). All BOLD images of each subject were coregistered to
a skull/skin-stripped b = 0 image using the skull/skin-stripped
mean BOLD image. Because the b = 0 image was aligned with
the FA image and ADC map, the BOLD image, b = 0 image, FA
image, and ADC map were all aligned.

All images were subsequently normalized using a previously
validated two-step new segmentation algorithm of diffusion
images and the previously validated diffeomorphic anatomical
registration through exponentiated lie algebra (DARTEL)-based
registration process (Takeuchi et al., 2013a). The voxel size of
normalized BOLD images was 3 × 3 × 3 mm3.

For additional details on these normalization procedures and
their validity, please refer to our previous study (Takeuchi et al.,
2013a). In brief, we used these normalization procedures instead
of coregistering BOLD and T1-weighted structural images (fol-
lowed by normalization of the T1-weighted structural image) to
ensure precise normalization. Because of the distortion caused by
3-T MRI, the brain’s shape in BOLD and T1-weighted structural
images can differ, preventing a precise normalization.

INDIVIDUAL-LEVEL STATISTICAL ANALYSIS OF FUNCTIONAL IMAGING
DATA
A design matrix was fitted to each participant with one regres-
sor for each of the face-matching task conditions (when com-
pared with controlled task conditions) in the preintervention
and postintervention scans using the standard hemodynamic
response function (HRF). The design matrix weighted each raw
image according to its overall variability to reduce the impact
of movement artifacts (Diedrichsen and Shadmehr, 2005). Six
parameters obtained by rigid body correction of head motion
were regressed out using these variances with the regressor. We
removed low-frequency fluctuations with a high-pass filter using
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a cut-off value of 128 s. The individual-level statistical analyses
were performed using a general linear model. After estimation,
beta images were smoothed (6-mm full-width half-maximum)
and taken to the second level or subjected to random-effect
analysis.

In individual analyses, we examined changes in activation
related to negative emotion (the face-matching task vs. the
control-matching task) before and after a 4-week intervention
period. The resulting maps for each participant represented
changes in brain activity during the face-matching task condi-
tion between the preintervention and postintervention periods
as well as the preintervention brain activity during the corre-
sponding condition. The resulting data were forwarded to group
analysis.

The present fMRI tasks did not include resting states. Thus,
we were not able to determine whether neural activity was
affected by interactions among training effects (preintervention,
postintervention), task (emotional task, control task), or group
(WMT, control group). Even if we included the resting state,
fMRI paradigms for comparing individual differences, group dif-
ferences, and training effects have resting-state differences in
neural activity and suffer from the same limitations. Therefore,
we used the gold standard procedure for this fMRI task and
removed the resting states (Hariri et al., 2002). Furthermore,
because repeated exposure to the same tasks alone greatly alters
fMRI responses (Luauté et al., 2009), changes in the con-
trol group should be considered as a baseline in this type of
experiment.

STATISTICAL GROUP-COMPARISON ANALYSIS OF PSYCHOLOGICAL
DATA
Behavioral data were analyzed using SPSS 16.0 (SPSS Inc.,
Chicago, IL). Because training-related improvements were our
primary interest and the basis of our hypothesis, we compared
test–retest changes in the WMT group with those in the con-
trol group using one-tailed One-Way analyses of covariance
(ANCOVA), which is the analysis method used in previous stud-
ies of WMT (Klingberg et al., 2002, 2005; Takeuchi et al., 2011d,
2013b). The difference between preintervention and postinter-
vention measures was used as the dependent variable, preinter-
vention scores were the independent variable, and group (WMT
or control) was the fixed factor (P < 0.05). We used ANCOVAs
instead of repeated-measure ANOVAs to control for the effects
of preintervention test scores. Statistical experts strongly rec-
ommend using ANCOVA instead of repeated-measure ANOVA
in this type of study design (Dimitrov et al., 2003). With ran-
domized designs, ANCOVA can reduce error variance, whereas
with nonrandomized designs (or with analyses involving sub-
stantial preexisting group differences), ANCOVA can adjust the
postintervention test means for preintervention test differences
among groups (Dimitrov et al., 2003). One may recommend
using postintervention test scores instead of differences between
preintervention test and postintervention test measures. However,
when the preintervention test scores are included as covariates,
the two analyses return the same statistical value. Using two-tailed
tests was not appropriate in this context because statistical tests
should be performed against the hypotheses tested. In this study,

the hypotheses did not involve a training-related reduction in
mood states.

The behavioral data (accuracy and reaction time) recorded in
the face-matching and control-matching tasks were analyzed with
the same design but with two-tailed analyses because we did not
expect changes in these measures (see Results for details).

STATISTICAL GROUP-LEVEL ANALYSIS OF IMAGING DATA
In the group-level imaging analysis, we tested for group-wise dif-
ferences in functional activity changes across the entire brain
during the emotional face-matching task (compared with the
control-matching task). We performed voxel-wise ANCOVAs
with the difference in each measure between preintervention
scans and postintervention scans at each voxel as the depen-
dent variable and the preintervention scan value at each voxel
as the independent variable. Biological Parametrical Mapping
(BPM) (Casanova et al., 2007) implemented in SPM5 made it
possible for us to use these voxel-wise ANCOVAs by including
images representing regional values as covariates. We used SPM5
because BPM was not designed and it has not been thoroughly
tested against SPM8. Analysis was performed using SPM5 and
images representing preintervention to postintervention changes
in functional activity during the emotional face-matching task
and functional activity during the emotional face-matching task
in the preintervention scan. One may think that the difference
in the number of subjects in each group may lead to signifi-
cant differences in measures of preintervention to postintevention
activation changes. However, because statistical analyses tested for
differences in changes between groups and not within groups (fol-
lowed by assertions that significant differences were observed in
only one group but not in the other group), this was not possible.

Regions with significance were inferred using family-wise
error-based cluster-level statistics (Friston et al., 1996). Only clus-
ters with P < 0.05 after correction for multiple comparisons at
cluster size with a voxel-level cluster-determining threshold of
P < 0.005 (uncorrected) were considered statistically significant.
This voxel-level cluster-determining threshold has been used in
previous studies (Takeuchi et al., 2010a, 2011b), and the val-
idation study (Hayasaka and Nichols, 2003) showed that this
threshold does not cause anticonservativeness. If anything, it
appears to lead to more conservative results compared with more
stringent voxel-level cluster-determining thresholds.

We also performed ANCOVA (two-tailed) to compare group
differences between the mean beta estimates of preinterven-
tion to postintervention changes in functional activity with the
mean beta estimates of preintervention functional activity in
clusters with significant WMT-related changes in whole brain
analysis, preintervention difference of behavioral data (reaction
time, accuracy) between the face emotion task and the control-
matching task, as well as pre to post changes in difference
of behavioral data (reaction time, accuracy) between the face
emotion task and the control-matching task.

CORRELATIONS BETWEEN BEHAVIORAL DATA AND FUNCTIONAL
ACTIVITY IN SIGNIFICANT CLUSTERS
Furthermore, to reveal the nature of functional activity in
areas with significant WMT-related changes, we investigated the
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association between functional activity and psychological vari-
ables using the preintervention data and multiple regression
analyses. The dependent variables were the mean beta estimates
of functional activity in the clusters with significant WMT-
related changes identified in whole brain analysis described above.
Independent variables were age, sex, and each psychological vari-
able (scores of measures of emotional states). Data from 95
subjects were included in this analysis. Among the initial 97 sub-
jects considered for the study (see Subjects subsection), data for
one subject were not available because of a metal-related prob-
lem (Takeuchi et al., 2014b). The data from another subject were
removed because the fMRI data were unsuitable. This reduced
the number of subjects to 95. We added the data from the addi-
tional 16 subjects who only participated in the cross-sectional
experiment because they had completed the same protocols for
the preintervention period as the subjects in the present study,
which included fMRI scans for negative emotion. Excluding
these subjects was statistically harmful because it would have
reduced the statistical power. For cross-sectional analysis of the
brain images, the number of subjects analyzed to determine
the effects of WMT (approximately 60 subjects: 41 subjects in
the WMT group and 20 subjects in the control group) was
quite small; therefore, additional subjects were included in this
analysis.

Finally, we investigated whether training-related variables
(changes in the composite score of the four WMT tasks), preinter-
vention to postintervention emotional state changes, and prein-
tervention to postintervention functional activity changes in the
clusters with significant WMT-related changes identified above
were related.

RESULTS
TRAINING DATA
As described in our previous study, to investigate the effect of
WMT on resting-state FC, resting-rCBF, and regional gray mat-
ter volume using data from the same subjects (Takeuchi et al.,
2013b), subjects in the WMT group completed on average 25.87

sessions (SD = 2.18) and at least 17 sessions during the 27-day
intervention period. The performance on all four trained WM
tasks during the last three training sessions was significantly
improved compared with that during the first three training ses-
sions (paired t-test, P < 0.001). Details of the training data and
training-related changes in performance scores on cognitive tests
(such as WM tasks) have been described previously (Takeuchi
et al., 2013b). WMT task performance significantly improved
from the first three training days to the last three training days
for all tasks (Takeuchi et al., 2013b). The training-related per-
formance change presented in the previous study is illustrated in
Supplemental Table 1. Please note that these behavioral data apply
to the training tasks performed during the training period, and no
data are available for the control group. Compared with the con-
trol group, performance on the untrained verbal and visual WM
tasks conducted on the day of the MRI sessions in the WMT sig-
nificantly improved from preintervention to postintervention, as
described previously (Takeuchi et al., 2013b).

THE EFFECT OF WMT ON EMOTIONAL STATES (MAIN PSYCHOLOGICAL
ANALYSES OF THIS STUDY)
Compared with the control group, the WMT group showed sig-
nificantly greater preintervention to postintervention reductions
in POMS subscale scores for anger/hostility, depression/dejection,
and fatigue/inertia but not for the tension/anxiety, vigor/activity,
and confusion/bewilderment subscales. Compared with the con-
trol group, the WMT group also showed significantly greater
preintervention to postintervention reductions for the STAXI
score. The results for the psychological scales are shown in
Table 1. In these analyses, the statistical values were not cor-
rected for multiple comparisons, which was the case in some
previous studies (Klingberg et al., 2002, 2005). Nevertheless,
even when these values were corrected using the false discov-
ery rate (Benjamini and Hochberg, 1995), the effects of WMT
on the POMS anger/hostility subscale and the STAXI State
Anger scale remained significant (P < 0.05, corrected). There
were also tendencies toward WMT effects (P < 0.1) on the

Table 1 | Pretest and posttest scores for psychological measures (mean ± s.e.m.).

WMT Control (non-intervention) Planned contrast P-valuec

Pre Post Pre Post

POMSa –tension–anxiety 6.15 ± 4.66 6.55 ± 5.47 6.00 ± 4.03 6.95 ± 3.99 WMT < control 0.322

POMS—depression–dejection 4.50 ± 4.77 3.63 ± 4.39 3.47 ± 3.89 4.95 ± 4.03 WMT < control 0.048*

POMS—anger–hostility 3.73 ± 4.26 3.35 ± 3.85 2.63 ± 2.67 4.79 ± 4.08 WMT < control 0.009**

POMS—vigor–activity 8.28 ± 3.78 7.8 ± 4.54 9.42 ± 3.01 9.11 ± 3.05 WMT > control 0.740

POMS—fatigue–inertia 6.63 ± 4.66 6.18 ± 4.71 7.63 ± 4.34 8.53 ± 4.14 WMT < control 0.050*

POMS—confusion–bewilderment 4.85 ± 3.71 4.93 ± 3.66 4.37 ± 3.52 5.42 ± 3.85 WMT < control 0.219

STAXIb—state–anger 11.8 ± 3.7 11.1 ± 3.1 11.3 ± 3.3 12.9 ± 3.2 WMT < control 0.007**

aProfile of Mood States.
bState–Trait Anger Expression Inventory.
cOne-Way analyses of covariance with test–retest differences in psychological measures as dependent variables and pretest scores of the psychological measures

as covariates.
*P < 0.05.
**P < 0.01.
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POMS depression/dejection and fatigue/inertia subscales, which
is congruent with our hypothesis.

Comparisons with a control group are crucial in this type of
intervention study. In the present study, average changes in mood
scores were observed in the control group. In particular, the score
of the POMS anger/hostility subscale significantly increased in the
control group (P = 0.044, two-tailed paired-t). However, previ-
ous studies have shown that mood worsens in the season in which
this experiment was performed. Therefore, the changes observed
in the control groups may be expected without any interven-
tion or experimental effects. For more details related to this issue,
please see Discussion.

THE EFFECT OF WMT ON NEGATIVE EMOTION-RELATED BRAIN
ACTIVITIES (MAIN NEUROIMAGING ANALYSES OF THIS STUDY)
We compared changes in negative emotion-related brain activ-
ity in the WMT and control groups. This analysis revealed a
statistically significant decrease from preintervention measures
to postintervention measures in negative emotion-related activ-
ities in an anatomical cluster spread around the left posterior
insula (Table 2; Figure 2) and in the anatomical cluster extending
from the inferior parietal lobule to the premotor area (Table 2;
Figure 3A). The latter cluster slightly extended into Brodmann’s
area 8, which includes a small portion of DLPFC. The significance
of these results was not affected when any preexisting or postin-
tervention group differences in behavioral performance of fMRI
tasks were accounted for.

To determine whether the training-related changes in activ-
ity were lateralized to the left hemisphere, we investigated the
results using a lenient threshold (uncorrected P < 0.05). Please
note that we are not making any conclusions about significant
results for the right hemisphere using this second threshold;
we are merely showing that laterality of the results is unlikely
and that no such tendency was observed. This analysis revealed
widespread clusters in the frontoparietal area bilaterally and a
posterior insula cluster that included the abovementioned signif-
icant areas (Figure 3B). These three clusters were significant at
P < 0.05 after correcting for multiple comparisons at the cluster
level with a cluster-determining threshold of P < 0.05, uncor-
rected. Thus, the results may not necessarily be lateralized to the
left side.

The P-values for comparisons between groups with ANCOVA
(two-tailed) for the mean beta estimates for changes in func-
tional activity from preintervention to postintervention with
the mean beta estimates of preintervention functional activ-
ity in the significant clusters presented in Figures 2, 3A were

0.0001 and 0.00003, respectively. We next performed ANCOVA
(two-tailed) that added the following variables (a–d) as covari-
ates using the mean values of each cluster with significant
WMT-related changes: (a) accuracy of preintervention face-
matching task—accuracy of preintervention control-matching
task; (b) [accuracy of postintervention face-matching task—
accuracy of postintervention control-matching task]—[accuracy
of preintervention face-matching task—accuracy of preinter-
vention control-matching task]; (c) reaction time of preinter-
vention face-matching task—reaction time of preintervention
control-matching task; and (d) [reaction time of postintervention
face-matching task—reaction time of postintervention control-
matching task]—[reaction time of preintervention face-matching
task—reaction time of preintervention control-matching task].
P-values from ANCOVAs for the clusters presented in Figures 2,
3A were 0.0001 and 0.00002, respectively. These ANCOVA com-
parisons showed that preexisting group differences in reaction

FIGURE 2 | The effect of WMT on negative emotion-related brain

activity in the left posterior insula. Results are shown with the threshold
of P < 0.05, corrected for multiple comparisons at the cluster-level with an
underlying voxel-level of P < 0.005. Findings were overlaid on a
“single-subject T1” SPM5 image. Blue represents the T score. Compared
with the control intervention (non-intervention), WMT resulted in a
significant decrease in functional activity in a cluster spread around the left
posterior insula.

Table 2 | Activity related to WMT and negative emotion decreases compared with the control group.

Area MNI coordinates of T score of Corrected

the peak value the peak value P-value (cluster)

x y z

Posterior insula L −39 −15 12 3.91 0.031

Inferior parietal lobule/premotor
area/precentral gyrus/postcentral gyrus

L −39 −42 60 3.79 <0.001
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time and accuracy as well as in changes to these behavioral
measures did not affect group differences in preintervention to
postintervention changes in functional activity for these clusters.
We performed these comparisons because covariates (a–d) could
not be added to the voxel-by-voxel whole brain analyses because
of technical errors in the procedures.

BEHAVIORAL DATA FROM THE fMRI TASKS
The fMRI tasks used in the present study were not cognitively
demanding. Therefore, these values were not expected to change,
and there is no prior knowledge or theory that suggests individ-
ual differences of behavioral performance of this task are even

FIGURE 3 | The effect of WMT on negative emotion-related brain

activity in the lateral part of the brain. (A) Significant results are
P < 0.05, corrected for multiple comparisons at the cluster level with an
underlying voxel level of P < 0.005. Blue represents the T score. Compared
with the control intervention (non-intervention), WMT resulted in a
significant decrease in functional activity in a cluster spread around the left
frontoparietal area. (B) Tendencies are P < 0.05, uncorrected. Compared
with the control intervention (non-intervention), WMT resulted in a
tendency toward a decrease in functional activity in a cluster spread
bilaterally around the extensive frontoparietal areas. Please note that we
are not making any conclusions about significant results in the right
hemisphere using this second threshold; we are merely showing that
laterality of results is unlikely and that no such tendency was observed.

remotely associated with emotion-related cognition. However,
preintervetion and postintervention behavioral data for the fMRI
tasks are provided in Table 3. ANCOVAs with preintervention to
postintervention performance changes in each behavioral data set
were used as dependent variables that corresponded to the prein-
tervention performance data as covariates. The group difference
as a fixed factor revealed no significant WMT-related effects on
either accuracy or reaction time during the tasks.

CORRELATION BETWEEN RELATED PSYCHOLOGICAL VARIABLES AND
FUNCTIONAL ACTIVITY IN SIGNIFICANT CLUSTERS BEFORE THE
INTERVENTION
To reveal the nature of the functional activity in areas with signif-
icant WMT-related changes, we used multiple regression analyses
and region of interest (ROI) analysis to investigate the associ-
ations between functional activity and psychological variables
using data from the preintervention session. In these analyses, the
dependent variables were the mean beta estimates of functional
activity within the significant clusters presented in Figures 2, 3A,
while the independent variables were age, sex, and the individual
psychological variables. In particular, we tested whether activity
in the posterior insula was associated with the state of anger. We
examined data from the 95 subjects (see Subjects subsection and
correlations between behavioral data and functional activity in
significant clusters subsection of Methods).

As expected, activity in the left posterior insula cluster
was significantly and positively correlated with the POMS
anger/hostility subscale score (P = 0.019, t = 2.38; effect size
r = 0.228, Figure 4); however, no significant associations were
observed with the STAXI State Anger scale score; there was no
evidence of outliers in the scatterplot. This correlation remained
significant after excluding the 16 abovementioned subjects who
only took part in the cross-sectional experiment (P = 0.039).
The difference could be due to the higher sensitivity for POMS.
No other psychological variables, including each POMS subscale
score, showed significant correlations with activity. In addition,
no significant correlations were observed when the dependent
variable was activity in the left frontoparietal cluster.

The present analyses may appear to be slightly circular in
nature because the mean values of clusters with significant WMT
effects were used (please note that the same problems occur

Table 3 | Preintervention and postintervention behavioral data for the fMRI tasks (mean ± s.e.m.).

WMT Control (non-intervention) Planned contrast P-valuec

Pre Post Pre Post

Control task RTa (ms) 7767 ± 1294 7872 ± 1337 8299 ± 884 7905 ± 675 Two-tailedb 0.087

Emotional face task RT (ms) 12366 ± 2595 12779 ± 2927 12406 ± 1991 12632 ± 1518 Two-tailedb 0.754

Control task accuracy (%) 96.5 ± 3.9 96.8 ± 3.0 98.7 ± 2.0 97.6 ± 3.2 Two-tailedb 0.640

Emotional face task accuracy (%) 95.1 ± 6.7 94.3 ± 5.7 96.6 ± 3.7 95.8 ± 5.1 Two-tailedb 0.471

aReaction time.
bThese tasks are not something one has to perform as much as he or she can; therefore, no training-related improvements in these behavioral data have been

assumed.
cOne-Way analyses of covariance with test–retest differences in psychological measures as dependent variables and preinterveniton scores of the psychological

measures as covariates.
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FIGURE 4 | The association between brain activity related to negative

emotions and anger mood state. Scatterplot showing the relationship
between the POMS Anger–Hostility subscale score and the mean value for
brain activity during the preintervention period in a cluster in the left
posterior insula in which a significant WMT effect was observed.

even when the peak values of clusters with WMT effects are
used). However, even when the effects of group assignments were
regressed out of our multiple regression analyses by creating and
including a covariate of group assignment (WMT group = −1,
control group = +1, other subjects = 0), the significance of
the correlation between activity in the cluster in the left poste-
rior insula and the POMS anger/hostility subscale score did not
change (P = 0.030, t = 2.20). This shows that the circular nature
of the present analysis does not undermine the finding of an asso-
ciation between anger and brain activity in the anterior insula.
These results indicate that the increased activity observed during
the face-matching task in fMRI was associated with the state of
anger.

CORRELATIONS BETWEEN CHANGES IN RELATED PSYCHOLOGICAL
VARIABLES AND CHANGES IN FUNCTIONAL ACTIVITY IN SIGNIFICANT
CLUSTERS
Following this, we investigated whether training-related variables
(changes in the composite score for the four WMT tasks), emo-
tional state changes, and functional activity changes in two of
the significant clusters identified above were related. For this
analysis, we performed simple correlational analyses between (a)
each functional activity change in the two significant clusters and
changes in each score of emotional state measures; (b) each func-
tional activity change in the two significant clusters and changes
in the composite score for the WMT tasks; and (c) changes in each
score of emotional state measures and changes in the compos-
ite score for the WMT tasks among subjects in the WMT group.
We found no significant correlations; however, the changes in
functional activity in the two significant clusters were highly and
positively correlated (P < 0.001).

There could be a number of reasons for this lack of cor-
relation. One possible reason is insufficient statistical power
because we could only analyze data from subjects in the WMT
group in this analysis. On the other hand, large individual dif-
ferences were observed in the control group for emotional state
changes, indicating that much of the variance in emotional state

changes in WMT group was also unrelated to WMT. In addi-
tion, this experiment was not designed for this type of correlation
analysis. Although the amount of training is correlated with
training-related changes in neural mechanisms (Takeuchi et al.,
2010a), we strictly controlled the amount of training performed
by subjects in the WMT group (for the actual SD of the num-
ber of training sessions, please see Training data subsection of
Results). Therefore, little variance was observed among subjects
in this respect. To perform these types of correlation analyses
successfully, we should not have controlled the amount of train-
ing so strictly. Finally, although WMT is effective in decreasing
some negative emotional states, WMT is apparently a cognitively
demanding and tiring task. Thus, moderate WMT may be effec-
tive for improving mood; however, subjects who exert more effort
during training may experience an increase in negative feelings
during training and consequently have higher scores for negative
moods. This may complicate the association between training and
mood changes and negate the correlations among WMT-related
changes.

DISCUSSION
In the present study, we investigated whether WMT affected
the emotional states and corresponding brain activity in healthy
young adults. We observed that individuals who underwent WMT
showed decreases in anger, depression, and fatigue as well as
decreases in negative emotion-related brain activity in the left
posterior insula and in an anatomical cluster near the left fron-
toparietal area. As discussed below, WMT may reduce anger by
increasing the ability to cognitively manage emotional stimuli.
WMT may also reduce depressive and fatigue states through
previously reported training-induced increases in DLPFC and
premotor cortex functioning. These results cannot be entirely
explained by preexisting differences between groups because
ANCOVA corrected for any preintervention differences. These
effects are unlikely to be explained by unknown effects for the
non-intervention group, even though the moods in the non-
intervention group tended to worsen from the preintervention
to postintervention period, as discussed below. The present
findings provide new insight into the broader applications of
WMT for psychiatric problems, at least among subjects with
preclinical-level conditions.

WMT may lead to reduced anger by facilitating cognitive
control of situations arousing emotion. Although WMC is not
directly related to anger (Hofmann et al., 2008), mental health
problems often occur with impaired WMC. For example, sub-
stance abuse leads to depression, decreased anger control, suicidal
tendencies, and WM deficits (Hoffman et al., 2006). Subjects with
a high-functioning WMC are less likely to respond automati-
cally in many situations, including those that provoke emotion
(Hofmann et al., 2008). Moreover, they are more likely to cor-
rect misapprehensions that lead to anger (Cummins, 2005) and
appraise emotional stimuli in an unemotional manner. Thus, they
are able to experience and express less emotion in response to
such stimuli (Schmeichel et al., 2008). Training-related increases
in WMC may lead to decreased anger expression through these
mechanisms. Anger and WMC were not correlated despite these
previous studies as well as the present study, which may be

Frontiers in Systems Neuroscience www.frontiersin.org October 2014 | Volume 8 | Article 200

256

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive


Takeuchi et al. Cogntive training alters emotional states

because anger can lead to arousal and improve performance
(Novaco, 1976). Thus, anger and WMC may not reinforce each
other through positive feedback.

WMT-related decreases in activity in the frontoparietal region
may reflect a decreased cognitive load, which may subsequently
allow cognitive management of emotion-inducing stimuli that
affect activity in the posterior insula. Numerous studies have
shown the posterior insula is associated with pain, anger, and dis-
gust (Calder et al., 2000; Williams et al., 2005; Schultheiss et al.,
2008; Paulus et al., 2010). For example, injury to the posterior
insula seems to lead to impaired recognition of disgust (Calder
et al., 2000). In the present study, subjects performed a face-
matching task that involved faces expressing negative emotions,
and as they performed the task, activity in the posterior insula
was positively correlated with anger/hostility. Thus, the WMT-
related decrease in activity in the left posterior insula may reflect
a decrease in emotional responses such as anger or other emo-
tions evoked with negative mood-inducing stimuli. On the other
hand, the left superior frontal and parietal regions are active dur-
ing externally directed attention-demanding cognitive tasks (Fox
et al., 2005), and this increased activity may generally reflect cog-
nitive load (Takeuchi et al., 2012). Any changes in task-induced
activity depends on several factors; and we did not predict the
direction of such changes because training-related increases in
efficiency (hence an activity decrease) or increase of recruitment
of involved areas depend on multiple factors (Erickson et al.,
2007). The face-matching task used in the present study appears
to have been cognitively demanding because it required addi-
tional reaction time. Therefore, the WMT-related decrease in
activity in this region may have been related to a decrease in cog-
nitive load during the task. Considering that an increased cogni-
tive capacity allows cognitive management of emotional stimuli,
the decreased cognitive load reflected in the frontoparietal area
may facilitate cognitive management of emotion-inducing sig-
nals that affect posterior insular activity. Alternatively, DLPFC to
premotor areas, which are partially included in the frontopari-
etal area, have been associated with automatic emotion regulation
(Mauss et al., 2007). Thus, reduced activity in this area may
reflect the load associated with suppression of negative emotion.
However, in the present task, the subjects were not required to
suppress emotions. Therefore, the nature of task-related activity
changes in this area during tasks that induce negative emotion
as well as the mechanisms underlying this activity during explicit
suppression of emotion remain to be investigated.

It is not clear why after WMT, the frontoparietal area showed
activity changes when the extensive DLPFC area that is not over-
lapped with this area did not. One possibility is a lack of statistical
power, considering the right DLPFC showed the same pattern of
decreased training-related activity (Figure 3B). Further, training-
related structural changes of the bilateral DLPFC (Takeuchi et al.,
2013b) have been shown, and DLPFC is involved in the voluntary
suppression of emotion (Lévesque et al., 2003).

WMT, like other interventions that stimulate DLPFC, may
increase the baseline activity of DLPFC to premotor areas and
lead to a concomitant reduction in depressive mood. Patients with
depression are characterized by hypometabolism in the cortex,
particularly in PFC (Fuster, 2006). Loss of initiative and failure to

accurately construct thoughts and conversation are characteristics
of depression and are underlain by DLPFC dysfunction (Fuster,
2006). TMS applied to DLPFC to premotor areas can decrease
depression and increase resting-state activity in DLPFC to pre-
motor areas (Pascual-Leone et al., 1996; Catafau et al., 2001;
Knoch et al., 2006; Johnson et al., 2013). Training on complex
divided attention speed tasks, which may well recruit DLPFC
to premotor areas because divided attention and speed of com-
plex cognitive tasks are both strongly associated with activity of
DLPFC to premotor areas (Thomsen et al., 2004; Takeuchi et al.,
2012), also prevents depression (Takeuchi and Kawashima, 2012).
These findings suggest that strong cortical stimulation, particu-
larly for DLPFC to premotor areas, leads to increased baseline
activity in DLPFC to premotor areas and a concomitant reduction
in depressive mood, through TMS or cognitive training. However,
the possibility of WMT on clinically depressed subjects remains
to be clarified. In the case of abovementioned divided attention
speed tasks, the training prevents depression, but the effects of the
training on subjects who had already developed depression were
less clear (Takeuchi and Kawashima, 2012).

WMT may lead to a reduction in fatigue through training-
related activity in DLPFC and its related circuits. It was previously
shown that WMT can reduce fatigue in patients with multiple
sclerosis (Vogt, 2005). Chronic fatigue syndrome is associated
with reduced regional gray matter in the bilateral DLPFC (Okada
et al., 2004). The fatigue seems to be related to dysfunction in
the frontal–subcortical circuits (Okada et al., 2004). Consistent
with this notion, lateral PFC lesions lead to apathy (Fuster, 2006).
The present results extend the previous finding of WMT-related
reductions in fatigue in patients to healthy young adults, and
they show that training-related reductions in fatigue can occur
without substantial fatigue and cognitive impairments (Takeuchi
et al., 2010b). This change may be caused by the previously iden-
tified WMT-induced functional and structural changes in DLPFC
(Takeuchi et al., 2010b).

Although the mood states in the control group tended to
worsen, it is unlikely that the differences between groups in the
present study were caused by effects specific to the control group.
The group differences in emotional state changes appeared to
be mediated by the average aggregation of emotional states in
the control group. However, the present experiments were per-
formed in autumn and winter, and a robust increase in negative
mood states, as measured by POMS, has been reported during
this period (Harris and Dawson-Hughes, 1993). It is also possible
that such changes were strengthened because of distressing events
at the university that occurred during winter (such as examina-
tions). Even the patterns of mood changes in this study were
similar to those observed in the previous study. Although neg-
ative moods increased from autumn to winter in both studies,
the increases in depression–dejection and anger–hostility were the
most robust, and the reduction in positive mood (vigor) was not
as clear. Furthermore, we used the non-intervention group as the
control, and because of this simple effect of time-related mood
changes, this study design was a strength of our study. If cer-
tain meaningful active controls were applied, such as videogame
playing, we may not have been able to eliminate the possibility
of active control group effects on mood states. Because WMT
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was limited to less than an hour, it is unlikely that reductions in
everyday activities replaced by WMT would have strong effects.
Thus, based on the use of a control group in intervention studies
and the fact that we used a non-intervention control, it is inap-
propriate to attribute the group differences in mood change to
any specific effect associated with the control group.

There are a few potential pitfalls or limitations to this study.
While the state of anger reduction was statistically robust and was
confirmed by two different measures, the reduction in fatigue and
depression was only marginally significant. These WMT-related
reductions in mood are congruent with those observed in pre-
vious clinical studies examining WMTs or stimulation applied
to DLPFC to premotor areas during cognitive training or TMS;
however, these findings warrant further replication.

With regard to the negative findings, no significant WMT-
related changes in mood were found for anxiety or other POMS
subscales. These findings may be attributed to factors such as a
lack of statistical power and the inclusion of outliers. However,
anxiety differs from apathy and depression (Fuster, 2006).
Psychiatric problems such as anxiety and obsessive–compulsive
disorder are associated with hyperactivity in the anterior brain
regions (Fuster, 2006; Milad and Rauch, 2007), whereas exces-
sive anxiety may be associated with reduced resting-state brain
activity (Gur et al., 1987). In the case of anxiety, these anterior
regions include parts of the WM network, such as the dorsal part
of the anterior cingulate cortex (Milad et al., 2007). Surgical inter-
ventions affecting the dorsal part of the anterior cingulate can
attenuate these psychiatric problems, including anxiety (Fuster,
2006; Milad et al., 2007). Functional enhancements in certain
parts of the WM network, such as the dorsal part of the anterior
cingulate cortex, may not reduce anxiety despite other beneficial
effects, e.g., an increased cognitive capacity.
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Currently little is known about how a mechanically coupled BMI system’s actions are

integrated into ongoing body dynamics. We tested a locomotor task augmented with a

BMI system driving a robot mechanically interacting with a rat under three conditions:

control locomotion (BL), “simple elastic load” (E) and “BMI with elastic load” (BMI/E).

The effect of the BMI was to allow compensation of the elastic load as a function

of the neural drive. Neurons recorded here were close to one another in cortex, all

within a 200 micron diameter horizontal distance of one another. The interactions of

these close assemblies of neurons may differ from those among neurons at longer

distances in BMI tasks and thus are important to explore. A point process generalized

linear model (GLM), was used to examine connectivity at two different binning timescales

(1ms vs. 10ms). We used GLM models to fit non-Poisson neural dynamics solely using

other neurons’ prior neural activity as covariates. Models at different timescales were

compared based on Kolmogorov-Smirnov (KS) goodness-of-fit and parsimony. About

15% of cells with non-Poisson firing were well fitted with the neuron-to-neuron models

alone. More such cells were fitted at the 1ms binning than 10ms. Positive connection

parameters (“excitation” ∼70%) exceeded negative parameters (“inhibition” ∼30%).

Significant connectivity changes in the GLM determined networks of well-fitted neurons

occurred between the conditions. However, a common core of connections comprising

at least ∼15% of connections persisted between any two of the three conditions.

Significantly almost twice as many connections were in common between the two load

conditions (∼27%), compared to between either load condition and the baseline. This

local point process GLM identified neural correlation structure and the changes seen

across task conditions in the rats in this neural subset may be intrinsic to cortex or due

to feedback and input reorganization in adaptation.

Keywords: augmenting BMI, elastic field, point-process general linear model, exoskeleton robot model system,

motor adaptation
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Introduction

Brain Machine Interfaces (BMIs) hold the potential to provide
functions to spinal-injured patients (Hochberg et al., 2006)
or to augment normal motor functions in novel ways. The
operation of BMIs depends on reliable neural decoding during
ongoing behaviors and on a subject’s adaptation of activity to
achieve function across differing ongoing tasks. To date, most
efforts in BMI have worked in mechanically isolated contexts
and concentrated on highly-trained manipulation tasks of the
forelimb (Chapin et al., 1999; Hochberg et al., 2006; Moritz
et al., 2008; Velliste et al., 2008). They have largely neglected
locomotion or its augmentation using invasive single unit
methods, with notable exceptions (Fitzsimmons et al., 2009; Song
et al., 2009; Manohar et al., 2012; Alam et al., 2014). Further, a
future BMI application of lower limb control would likely require
the user to manage on-line motor adaptations and integrate the
lower limb BMI control with their whole body control.

The effect on neural modulation of BMI integration into
the body scheme has not been thoroughly investigated. The
stability of cortical neural responses remains controversial. Some
data showed that cells can be functionally stable and BMI
systemsmaintain performance across days with the same decoder
(Serruya et al., 2003; Greenberg and Wilson, 2004; Chestek et al.,
2007). However, significant neural plasticity was also reported in
non-BMI force-field adaptation experiments and in BMI systems
exposed to a given decoder across days (Li et al., 2001; Carmena
et al., 2005; Jackson et al., 2006; Rokni et al., 2007; Zacksenhouse
et al., 2007; Jarosiewicz et al., 2008; Ganguly and Carmena, 2009;
Song and Giszter, 2011). Even when responses become fairly
stable, and switching among BMI controls are achieved easily,
for example after over-training, issues will remain in integrating
and adapting the BMI controls to new tasks and mechanical
contexts in activities of daily living. Conceivably, highly-trained
BMI designs with complicated decoding algorithms may impede
the use of the intrinsic plasticity of the brain to adapt and
improve the BMI control in dynamic environments. Current
efforts to develop adaptive decoders must balance their potential
advantages against the potential for conflict with the user’s own
adaptation. An alternative strategy may be to provide simpler
interfaces (Moritz et al., 2008), and allow the brain’s plasticity and
processing power to adapt and incorporate the novel actions.

Using a relatively simple interface strategy to generate a neural
driven force from the robot, like Fetz and colleagues (Moritz
et al., 2008), we examined the use of the BMI in this dynamic
environment. Rats were exposed to three conditions during
treadmill locomotion:(a) control, (b) simple elastic loading (E),
and (c) BMI with elastic load (BMI/E) in which BMI lifting
control was made available in parallel with the elastic load used
in (b). Previously, we found that cells could modulate their
firing patterns differently during each adaptation in different
experimental conditions (Song and Giszter, 2011).

To understand the function of neuronal circuits and systems,
it is essential to characterize the connections between individual
neurons (Brown et al., 2004; Shigeyoshi, 2008; Stevenson and
Körding, 2010) and their dynamics across tasks or condition
changes. Correlations of cells relate to network connectivity and

common inputs and processing. The cross-correlation, coherence
and joint peri-stimulus time histogram (JPSTH) methods have
been used for pairs of cells (Gerstein and Perkel, 1969; Jarvis
and Mitra, 2001; Schneidman et al., 2006; Shigeyoshi, 2008). To
characterize the strengths and any dynamics of the connections
between neurons, variants of information based methods have
been used in computational neuroscience for analyzing spiking
neural systems (Strong et al., 1998). However, in many brain
areas, each neuron receives input from a large population, and the
generalized linear model (GLM) provides another framework to
examine connectivity based on the point process representation
of the spike trains (Brown et al., 2002; Truccolo et al., 2005;
Acharya et al., 2008; Stevenson et al., 2008; Héliot et al., 2010).
The GLM attempts to predict a neuron’s firing patterns based on
its own spikes and the spikes of other neurons, and on external
inputs. By combining a KS statistical analysis for the goodness of
fit in each model, it provides a powerful tool for neural network
functional connectivity analysis (Brown et al., 2002; Truccolo
et al., 2005; Acharya et al., 2008; Kositsky et al., 2009; Gerhard
et al., 2011). By utilizing a point process framework and GLM, we
examined the neural dynamics at the functional network level.

We examined “functional connectivity” which we here define
as an analysis and estimation of how firing of each neuron
appears to influence each other neuron in a given data set,
given the data collected and included in the analysis, with such
influences expressed in the most parsimonious way possible. This
represents a compact description of firing pattern correlations
and apparent influences on one another in the observed data.
Because the neural activity is incompletely observed, it is
necessarily limited in relation to anatomy and actual circuit
structure. Results showed significant differences in network
organization as estimated by the GLM analysis of functional
connectivity under different conditions, with some fraction of
“core connectivity” in the GLM models, and the observed firing
pattern features, preserved across the trials.

Methods and Materials

Surgical Procedure and Neural Recording
Six adult Sprague-Dawley rats, weighing 250 ∼ 300 g, were
used in these experiments. Care and treatment of the animals
conformed to protocols approved by the University Laboratory
Animal Resources and Institutional Animal Care and Use
Committee of the College of Medicine of Drexel University.
Methods are published in Song and Giszter (2011). The detailed
procedures for pelvic and cortical implantations have also been
described previously (Song and Giszter, 2011). For short, after
anesthesia using KXA (63mg/Kg Ketamine, 6mg/Kg Xylazine,
0.05mg/Kg Acepromazine), rats were implanted with a pelvic
orthosis, which allowed a PHANTOM robot (Sensable Devices)
to apply forces directly to the skeleton. Tetrode arrays, which
consisted of 6 tetrodes positioned around the neck of an etched
spear-shaped fine tungsten rod, were implanted stereotactically in
the hindlimb / trunk area of the motor cortex (2.0mm lateral of
the midline, 1.6mm caudal to bregma and 1.0–1.5mm in depth).
Recording sites of all electrodes in a rat were within from 50
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to 200 microns of one another in the cortex using our probe
design. Intracortical microstimulation of rat M1 in this recorded
region generates hindlimb/trunk movements in all rats tested. At
the end of the final recording session, strong electrolytic lesions
were made and brain slices were cut in 40µm sections to validate
electrode placement. Neural data were recorded using a Cerebus
system (Cyberkinetics, Inc. / Blackrock systems) after animals
recovered from surgery. Neural signals were band-pass filtered
(300–7.5 KHz) and digitized at a sampling frequency of 30 kHz.
Spikes were detected online using thresholding. The detected
spikes could be automatically classified on-line after setting the
templates of each waveform. The on-line sorted spikes were used
in a real time “BMI with elastic load” control. The controller and
real-time OS code were custom laboratory written code (available
on request). They implemented the algorithms in Equation (1)
below, with the parameters noted there. The detected spike trains,
as well as all the thresholded spike waveforms, were also saved for
off-line analysis. Multiple single units were isolated off-line using
Off-line Sorter (Plexon Neurotech Com.) after noise removal by
cluster cutting method (Shoham et al., 2003). This analysis uses
the offline sorted data. Up to 24 channels of neural activity at a
time in a single array could be recorded, and 1 or 2 individual
cells from most wires of the tetrodes could be recorded; around
15–38 well isolated single units were used in each trial.

Robot Controls and Training Protocols
The robotic system employed and the training protocol used
have been described in detail previously (Song and Giszter,
2011). Briefly, different force fields (linear, non-linear, isotropic,
anisotropic, piecewise discontinuities etc.) could be applied to
the pelvis of the rat using our custom control software. This was
achieved through an implanted orthosis, directly interacting with
the skeleton using the orthosis attached robot. Robot control
was updated at a frequency of 1 KHz, and these controls were
synchronized and coupled with neural recordings. Neural data
recorded could be used in the robot control scheme after a
delay of under 3ms from spike occurence. In elastic load trials
(abbrevation E), unidirectional (vertical forces only, i.e., radially
anisotropic) elastic fields were used. Elastic loading (downward)
fields Fe were applied in condition E by setting an equilibrium
point on the horizontal equilibrium plane of the elastic field
around 12.5mm under the rat’s normal pelvic height with a field
stiffness of 44 N/m, which gives around 15% of the body weight.
In trials termed here “BMI with elastic load” (abbrev. BMI/E),
a neural driven lifting elastic force Fn was combined with the
above simple elastic force Fe, and both forces were combined
and applied simultaneously. The neural driven elastic force was
calculated according to the equation

Fn = Kn × Naf × (X − Xn0) , (1)

where Naf was aggregate firing rate in the prior 100ms window,
Kn = 80 N/m was the stiffness, Xn0 = 55mm was the
equilibrium point, and X the current vertical position of the
pelvis with respect to the horizontal equilibrium plane. This
gave the rat in BMI/E trials a means to offset the elastic load
Fe using neural activity Naf to modulate an opposing force

Fn. Experiments except where noted comprised one or more
iterations of 3 conditions: 2min of baseline (BL) with no loading,
followed by 2min of elastic load (E) in which the rat experienced
Fe, and then 2min of BMI + load (BMI/E) in which the rat had
access to the BMI driven field Fn and could potentially offset Fe.

Rats were trained to walk on a treadmill at a speed ranging
from 0.1 to 0.15 m/s depending on the normal preferred walking
speed of individual rats. One daily experimental session used in
analysis below was divided into three trials as described above: (i)
the BL (baseline) trial, in which rats walked on treadmill without
any force; (ii) the E (simple elastic load) trial; (iii) the BMI/E (BMI
with elastic load) trial. Each session thus consisted of three 2-min
trials of treadmill walking (∼120 steps) with 5min intervals of
rest occurred between each trial.

Neural Network Functional Connectivity Analysis
by Using GLM Model
We follow Stevenson et al. (2009) and Okatan et al. (2005) in
defining functional connectivity: we seek to characterize how
each neuron appears to influence each other neuron in the
data sets in the most parsimonious way possible. The neural
modulation of single cells that was observed during BMI usage
and motor adaptation observed in our experimental paradigm
was previously reported (Song and Giszter, 2011).

The procedure for functional connectivity analysis was as
shown in Figure 1. Briefly, neural spiking activity is modeled as a
point process which is completely characterized by its conditional
intensity function (Daley and Vere-Jones, 2003) defined as

λ (t | Ht) = lim
1→0

P(N (t + 1) − N (t) = 1 | Ht)

1
(2)

where Ht is all the history information from 0 up to time t,
and N(t) is a counting process containing the sum of all the
spikes up to time t. The conditional intensity function can
be considered a generalization of the “rate” for a homogenous
Poisson process. Under the restriction that λ (t|Ht) 1 follows
a distribution in the exponential family, the GLM framework
can be used to fit statistical models for the conditional intensity
function (McCullagh and Nelder, 1989). Goodness of fit can be
assessed by Kolmogorov-Smirnov test (KS-test) after the time
rescaling theorem (Brown et al., 2002).

The conditional intensity function of the ith spiking neuron
was modeled with the spiking history of neighbor cells either at a
short timescale (1ms, L = 1) or long timescale (10ms, L = 10)
as Equation (3),

λi (tk | Ht) = exp



µi+

∑J

j= 1
βij · △Nj (tk)

j 6= i



 (3)

where J is the total number of neurons recorded in the current
trial; µi is the baseline level of firing rate; 1N j (tk) = Nj (tk) −
Nj

(

tk−L

)

is the number of spikes of the jth neuron between time
tk−L and tk, L = 1 or 10 for the short and long timescale model
respectively, and βij is the regression coefficient to be estimated
representing the strength of effect between the firing of the jth
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FIGURE 1 | Generalized linear model (GLM) based network

connectivity analysis. (A,B) The conditional intensity function of each

neuron was modeled with GLM by using a single step spiking history of the

whole population of neurons over two different timescales (1ms vs. 10ms).

(C) A Kolmogorov Smirnov (KS) criteria was used to test the goodness of fit

of the model. According to the time rescaling theorem for point processes,

the rescaled spike times under the true conditional intensity function would

be independent, identically distributed, exponential random variables with

unit rate. (D) For neurons which showed a significant nonzero contribution in

the GLM model, the nonzero modeling strength was used to construct an

element in the connectivity matrix (map) in (E). Parameters whose confidence

interval crossed zero (the horizontal red line) in (D) were deemed not

significantly different from zero and were set to zero in the connectivity maps

in (E).

neuron in the short or long timescale and the current firing rate
of the ith neuron. We term the βij as the functional connectivity
coefficient of neuron j to neuron i. Note that with this definition,
βij 6= βji in general and both that both short and long timescale
models have the same number of parameters. We define the
functional connectivity map, β , as the matrix containing βij in
the ith row and jth column. The structure of β is one measure
of the connections between neurons or a representation of the
functional network between the neurons.

The activity of each neuron was modeled by its neighboring
neurons’ immediately preceding history within a 10ms window
(type A in Equation 3) and in a small number of test models by
its own history (type B, self-history included - i.e., remove the
j 6= i constraint in Equation 3). The Type B model (with neural
self history) was evaluated in 2 rats. Models with the self history
inclusion on the timescales tested here differed little in their
network neighbor interactions. They showed significant overlap
of network connections with the similar networks identified and
estimated without self history. However, they generally showed
some reduction of external network connections (22% in BL,
11% in E, and 15% in BMI, when using 1ms time bins) with
increasing history parameters but also a decreasing quality metric
(see below). Here we present data from the network models
without self-history, consistent with our quality metric used
(see below).

Statistical Methods
After GLM fitting (glmfit, MATLAB) for each neuron, a
Kolmogorov-Smirnov (KS) test was applied to test the goodness
of fitting. If the fitting was within the 95% confidence interval,
we classified the neuron as well fitted. Then, the significant
parameters that were nonzero (p < 0.05) were used to construct
the functional connectivity map as in Figure 1.

In order to test the functional connectivity map changes
between two conditions, and their significance, the functional
connectivity map identified and estimated in each was converted
to a binary functional connectivity matrix by setting the
significant nonzero elements to one and the others to zero as in
Figure 4. Connection density was defined as the percentage of
significant connected links, in relation to the total possible links
and used as a criterion for analysis and comparison of model
structures and conditions. In a first pass analysis we modeled
all recorded neurons as stationary Poisson processes to test for
non-Poisson behavior. In a second pass analysis (type II models),
we modeled those neurons whose firing was not fitted by a mean
rate parameter, and thus non-Poisson by our test criterion used
for model fit assessment (time rescaling theorem/Kolmogorov
Smirnov tests with p < 0.05). Such cells could not be well-
predicted simply by using a mean rate parameter (type I model)
and were thus firing based on locomotion variables or one
another. The number of such non-Poisson cells found differed
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in the data sets, varying based on binning. We found such “non-
Poisson patterned” cells using both 1ms and 10ms binning.
In total 573 neurons were analyzed. Cell numbers that were
non-Poisson were as follows: 1ms binning: 287 (BL), 328 (E),
303(BMI/E); 10ms: 348 (BL), 368 (E), 361 (BMI/E). The first pass
analysis was equivalent to an assumption of the possible presence
of neither locomotion task information nor neural interaction
information in the cell firing. Cells not fitted in this way would
need a more complex fitting, which could further improve
conditional intensity function fit and KS statistic if modeled
correctly, using neural or locomotion variable effects. The
second pass analysis we used examined neural interactions alone.
Effectively, we assumed that the first pass Poisson fitted cells were
unrelated to the motor tasks, and were simply noise sources in
the cortical network, though potentially important predictors of
other neural firing. We ignored the external covariate effects,
focusing on neural correlation alone. We compared GLM model
structures to capture the non-Poisson population of neurons at
a short timescale using 1ms binning and at a longer timescale
using 10ms binning based on the parsimonious selection of GLM
fitting. We sought models that captured the most neurons with
the best levels of individual neuron parameter parsimony. To
assess this model quality we calculated a model parameter Q,

Q = n/N (4)

where n is the percentage of neurons with non-Poisson firing
that were well fitted using the model, N is the square root of the
significant connection density (number of possible connections
growing as the square of neurons recorded). High Q values
indicate good parsimonious fitting of the (non-Poisson) activity
in the network, and the sparsest possible connectivity description
of firing. If two models had the same numbers of well-predicted
neurons total in a data set but one fitting had higher Q (i.e.,
fewer connections/ parameters required) it was considered a
better model form. If two models fitted different numbers of
neurons in a data set, but the model fitting of larger number
of neurons had a much lower Q this would indicate a more
complex individual neural functional connectivity was necessary
in the model to capture the greater number of neurons and
achieve fitting. When the activity of each neuron was modeled
from its neighboring simultaneous firing neurons, but not using
self history and recursive self connections, the overall parsimony
and Q value obtained was significantly lower, so we only present
data using the history effects of neighbor neurons not self history
(Equation 3).

From the binary functional connectivity matrix of significant
parameters found using models with the best Q, we could then
test the significance of functional connectivity maps changes. We
did by using a binomial distribution test. That is, by assuming the
probability of keeping or changing the original link had the same
chance, then if the probability of the pattern of change observed
was less than 0.05, then a significant change had occurred. In
practice this statistical test was likely unnecessary, since we found
that only about 15–27% of model connections persisted across
different conditions in an animal. Nonparametric signed rank
tests (signrank, MATLAB) were used to compare the significance
of such individual changes and differences across sessions and

rats. All the tests were set to a significance level of 0.05. All
data analysis was performed using custom software written
in MATLAB. A suite of refined and related MATLAB tools
including these is freely available (Cajigas et al., 2012).

Results

In total 21 robot and BMI interaction sessions were collected in 6
normal rats that were implanted with multi-electrode recording
probes. Rats performed treadmill locomotion in three conditions:
(1) unloaded baseline (BL), (2) a robot driven elastic load
condition (E) in which rats experienced a vertical elastic load,
and (3) a robot driven elastic load and BMI condition (BMI/E),
see Figure 1A. In the last condition the rat could in principle
offset elastic load using neural activity. In BMI/E the recorded
neural activity of the rat regulated the stiffness of a second “BMI
elastic field.” This could potentially be employed to offset the
elastic load, as was described in Song and Giszter (2011).We have
reported previously that rats do quite quickly begin to adjust and
to offset the load (Song and Giszter, 2011). We sought to assess
changes in functional connectivity as rats proceeded from BL to E
to BMI/E conditions. In order to do this we compared functional
connections in GLM fitted networks for the data (Figures 1A–E)
in each successive test condition. We thus separately fitted each
condition. 21 fitted networks were here obtained and compared
for each condition (BL, E, and BMI/E) using GLM models. We
tested fits of the GLMmodels at two different binning timescales:
1ms and 10ms. In total 573 neurons were analyzed in the 21
sessions. Cell numbers that were non-Poisson and supported
network connection modeling were as follows: 1ms binning:
287 (BL), 328 (E), 303 (BMI/E); 10ms: 348 (BL), 368 (E), 361
(BMI/E). In addition to these sessions, in control experiments
we tested repetitions of the baseline, and repetitions of the full
sequence of tests in a rat, to assess the connection and network
drift (gradual network functional connection changes within a
condition), relative to the measures of change we saw between
conditions.

Network Fitting Procedures and Network
Characteristics
We first modeled each neuron in each task condition (BL, E, and
BMI/E) by using a 1 step spiking history of the ensemble neurons
using either short timescale (1ms bin) or longer timescale (10ms
bin) steps. Type I models ignored interactions, simply fitting
cells independently as point processes to discover non-Poisson
pattern cells. Type II models used cell interactions. We found
that about 60% of recorded cells were well fitted at the short
timescale. However, the number of well-predicted non-Poisson
firing cells was not high. About 15% of such non-Poisson pattern
cells were well-predicted using the short timescale. Significantly
less cells were well-predicted in the long timescale, matching the
total cell fitting patterns. The numbers of total and non-Poisson
firing pattern cells that were well fitted at each timescale were
not significantly different between the three different adaptation
conditions. We used a measure Q of fitting complexity to
compare the models and binnings (see Methods). The numbers
of cells that were well-predicted and the Q statistic in both the
shorter timescale (1ms) and longer timescale (10ms) analyses are
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FIGURE 2 | Numbers of cells fitted with GLM model and Q-measure.

(A) Percentage of total cells from the whole population (n = 573) fitted in

each model and adaptation condition. The model II with 1ms timescale

had the highest capture of cells and best Q (indicated with the red dotted

box). Note that despite good overall fits, only about 15% of neurons with

firing interval statistics not captured by a mean rate parameter

(non-Poisson firing) were well-predicted in the GLM networks here. More

total and non-Poisson cells were fitted in the E condition than in the other

two conditions (BL or BMI/E) at both short timescale (1ms binning) and

long timescale (10ms binning). (B) The Q-measure. This was defined as

the ratio of the percentage of neurons with non-Poisson firing that were

well-predicted using the model, to the square root of the significant

connection density required. Coupled with (A) the Q-measure analysis

favors the type II models at the 1ms binning scale. The error bars indicates

mean ± S.E. (C) The percentage of significant negative parameters as a

portion of significant positive modulation parameters in the 1ms bin model II

is shown in each task condition. (D) The percentage of significant negative

parameters as a portion of significant positive modulation parameters in the

10ms bin model II is shown in each task condition. The number of

significant negative interactions was lower than positive ones in each

network, while there was no significant difference between the different

adaptation conditions for each model. Overall, in the 10ms binned model II

fits, the number of negatively modulating interactions increased. Abbrev. BL

baseline, E elastic load, BMI/E brain machine interface and elastic load.

shown in Figure 2. The 10ms binned fits were almost as good as
the 1ms model fits. Although a simple 1 step history linear filter
is presented here, we also tested type I and type II models with
basis function filters similar to Truccolo (Truccolo et al., 2010),
and tested models with a 10ms (five basis function) history in
two rats. There was no significant improvement in the number
of cells which could be well-predicted using KS-criteria, when
compared to using the 1ms binning used here. Thus, we kept the
1 step history window in our subsequent modeling. We present
the analyses only for the simpler 1ms bin and 10ms history
type II model. In the 1ms bin short timescale, the GLM models
captured the binary spike train behaviors, where temporal coding
might feature, while the 10ms bin long timescale GLM model
corresponds more to rate coding. More cells could be well fitted
using the short timescale models than with the long timescale
models. This suggests that with 1ms binning, the individual
cells predicted (or “influenced”) the short term information of
the neighboring cells better (more) than was seen on the long
timescale. Thus, the better-fitted functional connectivity network
structures examined here using 1ms binning likely represent
short timescale processes.

We also examined the fitted networks’ significant parameters
to see if numbers of excitatory or inhibitory types of connections
were dominant, and the average strengths of each type of
connection. In each network, we found that the number of
significant negative interactions (“inhibition”) was lower than
the number of positive ones (“excitation”) constituting about
on fifth on average (Figures 2C,D). When we compared these
connection numbers for the models between experimental
conditions, we found that there was no significant difference in
the positive/negative parameter balances in models among the
different task conditions. However, the number of negatively
modulating interactions in the models using 10ms binning and
timescale were increased overall compared to 1ms binning and
timescale (Figures 2C,D).

Network Stability in Continuously Repeated Trials
of a Condition, and Repetitions of Conditions
after Delays and Condition Switches
In control trials, we found that in successive repetitions of
the baseline conditions, the fitted networks showed some
connection variability but that overall more than 30% of
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connections were preserved over the entire series of repetitions,
and around 40% or more similarity was found between
tests of networks adjacent in time (Figure 3A). Similarly, we
found that networks fitted to repetitions of each condition
after other interleaved conditions showed more connection
similarity with each other (Figure 3B) than with the networks
fitted to different conditions that were adjacent in time,
and this difference was significant under an assumption of
random variations (e.g., for data in Figure 3B, one-tailed
t-test p < 0.05).

FIGURE 3 | Connection persistence within condition. (A) Repeated

baseline recordings with 5min pauses between them showed more than 30%

of connections were preserved from the first to last recording. However, over

the repetitions there was a slow drift in connection pattern. The matrix of

percentage of common connections, and the color map scale are shown. On

the diagonal, the black squares indicate 100% correlation (self to self). (B)

Repetitions of the basic experiment used, with successive trials of BL, E,

BMI/E in a rat. The matrix of common connection percentages is organized

with BL1 and BL2 grouped, E1 and E2 grouped, and BMI/E1 and BMI/E2

grouped but these were separated in time in the experiment. The repetitions of

each condition are generally more similar to one another than to other

conditions. The level of within condition similarity is not consistent with random

assortment of the matrix elements and their variance. On the diagonal, the

black squares indicate 100% correlation (self to self). Note also that the color

scale range in A and B differ.

FIGURE 4 | Binary connectivity maps from the GLM fits in a typical

session (from the same session as is shown in Figure 5). Significant

connections are shown in black. The networks showed sparse connectivity.

The connection density was higher for the 1ms bin time scale that is shown

(1ms binning). Examples of a few connections found in common in the GLM

fits in each condition, are circled in red. These show consistency in modeling

of some connections across all the conditions. Abbrevations: BL, baseline; E,

elastic load; BMI/E, brain machine interface and elastic load.

Network Changes across Different Adaptation
Conditions
We next analyzed the model connectivity changes occuring
between the three adaptation conditions when they followed
in close succession in a complete experiment series. Our
rationale was that although the numbers of cells, which could
be well-predicted by either type I or type II GLM models
were not significantly different among each adaptation task
condition, the network structure might change or reorganize in
these different contexts. Thus, we looked in detail at how the
fitted network statistics changed in the transitions between the
different task conditions, compared across conditions, and at the
different binning timescales. Both the binary connection maps
(Figure 4) and the functional connectivity strengths (Figures 5,
6) showed significant differences at the two different model
timescales (1ms, and 10ms). These also differed among the three
adaptation conditions tested (BL, E, and BMI/E). Some fraction
of the connections persisted across different task conditions
(Figure 4, circled examples). Connections that persisted in
common between the three adaptation conditions remained
correlated in strengths (Figure 5 red points in each plot),
however other patterns of functional connectivity often changed
significantly. The binary functional connectivity maps showed
distinct patterns depending on timescales analyzed, as seen in
Figure 4. Generally, we found that in the longer 10ms binned
data most connections were unique and many fewer were shared
with the other adaptation conditions (not shown). We therefore
focused accordingly on the short time scale 1ms binned models
(1ms Type II Models) see Figures 4, 5. We showed previously

FIGURE 5 | Comparison of connectivity strengths between two

conditions modeled at the 1ms binned timescale. Each point marker in

the figure denotes a significant parameter and connectivity strength from a pair

of neurons, related between two conditions (A BL vs. E, B BL vs. BMI/E, and

C E vs. BMI/E). The red markers denote that the connection between the

neurons was significantly different from zero under both the two tested

conditions, while the green marker denotes the connectivity of the neurons

was only significantly different from zero under one condition (BL, E or BMI/E).

The numbers in parentheses indicate number of cells on abscissa. Some of

the network connectivity estimated with the GLM models shifted drastically,

and much connectivity was unique to a given condition. However, there were

also connections that persisted across conditions (red). These persistent

connection strengths clearly also correlated. There were more connections in

common between E and BMI/E in C, than in either A or in B when these were

correlated to BL. Abbrevations: BL, baseline; E, elastic load; BMI/E, brain

machine interface and elastic load.
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FIGURE 6 | Connection strength changes. (A,B) Model II 1ms bin fitting. (A) Positive connections. (B) Negative connections. (C,D) Model II 10ms bin fitting. (C)

Positive connections. (D) Negative connections. * Significant difference in a two-tailed t-test, p < 0.05 (MATLAB ttest2).

that rats in BMI/E offset load while preserving more normal
pelvic height compared to load alone (Song and Giszter, 2011).
When rats experiencing applied loads in BMI/E were able to
significantly offset these with the BMI, the network increased the
number of connections during simple elastic load and BMI with
elastic load conditions compared to baseline (e.g., see Figures 4,
5). Further, significantly more of (almost double the number
of) the connections persisted in the transition from Elastic load
(E) to BMI (BMI/E) (∼27% in Figure 5C) compared to those
that seen were in common between Baseline and Elastic load
(∼16% in Figure 5A) or Baseline and BMI (∼15% in Figure 5B).
This statistically significant difference in common or shared
functional connectivity was biased to positive connections
between the two load conditions (Figure 5C, one red negative
connection in common out of 25 total common), but instead
included higher fractions of negative parameter connections
when examining connections that were in common with baseline
patterns of firing (Figure 5A, 4/12 negative, and Figure 5B, 4/14).

While the numbers of significant connections increased in
the E and BMI/E conditions, the mean parameter strengths
also altered. Figure 6 shows the average positive and negative
connection strengths tended in 1ms and 10ms models. In
keeping with the other results the 10ms binning results
had weaker significance, only differing in positive connection
strength between BL and BMI/E. In the 1ms models, all
connection strengths tended to decrease in the loading
conditions compared to baseline. These changes were significant
for the positive connections in both load conditions in the 1ms
models, and for negative connections compared to BMI/E.

FIGURE 7 | (A) Shared connections between networks obtained in two

conditions. On either 1ms or 10ms binned timescales, the networks showed

significant differences in connectivity between two conditions (BL vs. E, BL vs.

BMI/E and E vs. BMI/E) using binomial tests. However, with 1ms binning there

was a significantly higher percentage of shared connection between E and

BMI/E than that between any other two conditions (BL vs. E and BL vs. BMI/E,

indicated by *, two-tailed t-test, p < 0.05, MATLAB ttest2). (B) For the 10ms

binning there was no significant difference in the percentage of shared

connection between any paired conditions, and percentages of shared

connections were significantly lower than in the 1ms binned GLM models.

By using functional connection density measures and the
shared significant parameters as functional connectivity links or
edges in a network graph, we compared the network structure
changes. We found the number of common connections
was significantly decreased in 10ms timescale binned models
compared to 1ms binned (signed rank test, p < 0.05, MATLAB
signrank), as in Figure 7. These differences held across baseline

Frontiers in Systems Neuroscience | www.frontiersin.org April 2015 | Volume 9 | Article 62

268

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive


Song et al. Neuron connections with BMI-driven augmentation

condition and elastic load condition as well as BMI with
elastic load. All the networks built from the GLM models
showed low numbers of shared connections (15–27%) and
significant differences (assessed by signed rank tests, p < 0.05)
between any two conditions. However, there were significantly
higher percentages of shared connections between the two load
adaptation conditions of E and BMI/E than between either of the
load with baseline condition shared connections (BL vs. E and BL
vs. BMI/E) (Figure 7A). The percentage of shared connections
between any two compared conditions was also higher in 1ms
binning than in 10ms binning Figure 7B. These differences
among conditions could not be explained by drift over time in BL
e.g., in Figure 3A. This suggests that the active cortical circuitry
may in part share a similar common structure when rats adapt
under simple elastic load and under BMI with elastic load, and
may also indicate that apart from rate encoding (analyzing in
long timescale), short term temporal coding (binary spike timing)
might capture some information regarding these changes on a
short timescale.

In conclusion, the fitted GLM model networks of cells
here showed significantly different connection maps between
each task condition potentially indicating significant changes
in network dynamics with task conditions. A core of between
15 and 27% of network connections were in common between
the individual conditions and over time, but this common core
differed in extent between different task condition pairs, with
baseline having less in common with the other two (loaded)
conditions.

Discussion

Using the methods here we previously demonstrated that rats
could adapt their locomotion under a simple elastic load
and use a BMI to offset elastic load effectively (Song and
Giszter, 2011). GLM methods allow us to move beyond our
prior analyses of coarse firing rate in this paradigm, and to
add point process assessments of functional connectivity. The
differences in BMI adaptation compared to the simple load in
this paradigm involve alterations in firing patterns and rate based
correlation relationships among neurons, but not average firing
rates compared with elastic loading (Song and Giszter, 2011).
We previously also observed changes in the number of force-
related neurons, their peak firing and burst activity timing in the
step cycle (Song and Giszter, 2011). Here we focus on neuron-
neuron interactions at the point process level among neurons all
collected within a range of from 30 to 200 microns of each other
in each rats, with the recording electrode sites around layer V
of motor cortex. These spatially close neurons may potentially
have different connectivity from spatially further separated
neurons. As we have noted above the functional connectivity
we uncovered here represents the most parsimonious account
of apparent neural influences among one another based on
the observed neurons and firing. Because not all neurons are
observed the account is necessarily incomplete and may infer
Granger type causal links where none exist in the complete
biology. However, subject to these limitations the functional
connectivity may give descriptive insights into aspects of network

operation. By using a GLM approach here, our data analysis
has shown some features of cortical network dynamics occuring
at different timescales during these adaptation processes. The
neural network in hindlimb/trunk cortex of rats as assessed
here in a subset of well-predicted neurons was extensively
reorganized in terms of GLM parameters during adaptation to
different elastic load force fields applied in locomotion. The
networks shared more common connections between elastic load
and BMI with elastic load condition than between any other
condition pairs. More of the functional network connections
identified were preserved during transitions from elastic load
(E) to BMI with elastic load (BMI/E) conditions, than from
baseline (BL) to elastic load (E). However, only about 15% of the
total population of non-Poisson firing cells were well-predicted
by our models here, which were built without reference to the
external covariates, and relied only on strong neural firing pattern
interactions. Internal network functional connectivity and the
network based firing predictions that are presented here thus
represent an account of a small fraction of the patterned activity.
The models thus also indicate a high degree of independence
of much of the non-Poisson pattern firing cells from one
another from the GLM modeling perspective, consistent with
classical rate coding models and other frameworks (e.g., Sanger,
2010, 2011, 2014 ). Likely the strongest predictive relationships
of the firing of the 85% of unfitted non-Poisson cells will
be with external covariates and tuning to feedback or motor
drive. Nonetheless, the internal relationships revealed here in
well-predicted cells provide some insights into the adaptation
processes and dynamics in augmenting BMIs (see Omar et al.,
2011). Unfortunately, low firing rates for the GLM point process
models preclude a confident analysis of the activity changes
within a condition as was possible with other methods in Song
and Giszter (2011). The relations of the local activity relations
here to overall function of the network remain to be determined.

It should be noted that caution should be taken when
interpreting the results from model dynamics and differences
here. As noted, the model did not consider external covariates,
which might have made a strong contribution to the models.
This was especially likely during elastic load conditions, and some
if not most of the non-Poisson firing pattern cells that were
not well fitted with neural interactions alone can be expected
to be captured with inclusion of these. Whether and how the
sparse connections identified here are correlated with the overall
network states across tasks still needed to be tested. On the other
hand, as the model here used spiking history of the ensemble of
recorded cells, any effects of the potential external covariates on
the well-predicted subset of cells analyzed here might be captured
by its being filtered and incorporated into the history effects
of connected neighboring neurons in the ensemble. The lagged
parameters of GLM models of cells here generally had a more
significant effect on a current cells’ firing than any immediate
(1ms) synchronization to other firing cells consistent with causal
interactions but no proof of such. Similiarly, it should be
made clear that the connections or functional connectivity maps
constructed here were derived only from “apparent pattern”
among neural spikes. There might be no anatomical connectivity
representing the apparent connections in the cortical network.
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The differences between open loop BMIs, BMIs with feedback,
physically connected BMIs and differences between BMIs for
proximal locomotion vs. distal reaching are not well understood
(Acharya et al., 2008; Héliot et al., 2010). However, these
different effects may become crucial as various feedback based
BMIs are introduced and the range and scope of available BMI
prosthetic devices increases (Moritz et al., 2008; Velliste et al.,
2008; Fitzsimmons et al., 2009; Héliot et al., 2010; Song and
Giszter, 2011). Recent studies showed that cells in the primary
motor cortex demonstrated learning related plasticity during
force field adaptation (Li et al., 2001). A stable relation between
neural activity and behavior can clearly be established in well
trained animals (Serruya et al., 2003; Greenberg and Wilson,
2004; Chestek et al., 2007). Moritz et al. demonstrated that
individual cells can be rate modulated to control Functional
Electrical Stimulation (Moritz et al., 2008). Variations of neural
firing patterns in such differing adaptation processes are not
well understood at this point. For example, patterns might
differ between novel voluntary tasks and more vegetative “built-
in” or evolutionarily older tasks, such as locomotion. The rats
adapted to load (E) and adapted differently to load with BMI
(BMI/E). The identified functional cortical network parameters,
as identified from firing observed here, also clearly adapted, and
reorganized differently between conditions. Previously we found
the distribution of average firing rate from the whole population
was not significantly different among conditions (Song and
Giszter, 2011). The numbers of significantly connected cells
here were not significantly different across conditions in these
models either. However, the numbers of common connections
over time were higher in BMI with elastic load than baseline,
and the network connection density even decreased during
elastic loading alone when the rat adapted from the first half
trial to the second half trial. Zacksenhouse et al. showed that
there are firing rate changes in the early sessions with other
BMI experiments (Zacksenhouse et al., 2007), and we found
here that 70–85% of the sparse network connections of well-
predicted cells reorganized depending on the context. For elastic
load locomotion, the connection density actually decreased here,

while in the BMI with elastic load locomotion condition, the
network as modeled kept the same connection density. Similar
results were obtained examining more standard long timescale
correlations of rate in our earlier study (Song and Giszter,
2011). These data might indicate that rats need a longer time to
achieve a stable and perhaps more sparse network state during
BMI/E adaptation and conditioning when they were tested in
our experimental framework, compared to the simpler elastic
loaded locomotion. This evolving relationship between cortical
firing effects, network changes, and feedback and relationships
with external covariates is an area of active investigation using
this framework.

When animals adapt their locomotion to new environments,
initially cortex becomes more activated and engaged. Engaging a
BMI in this period appears to alter and at least briefly stabilize the
changes involved in the adaptation of neural network structure.
Despite the small role of cortex in the normal locomotion of rats,
cortex can be engaged in a BMI augmenting locomotion during
this adaptation. Our data thus supports the idea that activity

normally involved in monitoring, or simply correlated with and
not normally driving a behavior in an animal, can nonetheless be
engaged through motor adaptation processes to drive behavior
in a BMI. Neuron-neuron correlation metrics estimated here
provide one set of measures on the changes in neural dynamics
on short adaptation time scales that can be extended to high
practice use of BMIs and load adaptation over time, to examine
transitions from naive user of an augmenting BMI to an expert
practiced user. Understanding the patterns of these adaptive
changes better may be essential in order to provide prostheses
that can integrate seamlessly with normal motor adaptations
and feedback effects across the many contexts encountered in
activities of daily living.
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The possibility of expanding memory or cognitive capabilities above the levels in high
functioning individuals is a topic of intense discussion among scientists and in society
at large. The majority of animal studies use behavioral endpoint measures; this has
produced valuable information but limited predictability for human outcomes. Accordingly,
several groups are pursuing a complementary strategy with treatments targeting synaptic
events associated with memory encoding or forebrain network operations. Transcription
and translation figure prominently in substrate work directed at enhancement. Notably,
the question of why new proteins would be needed for a now-forming memory given
that learning-driven synthesis presumably occurred throughout the immediate past has
been largely ignored. Despite this conceptual problem, and some controversy, recent
studies have reinvigorated the idea that selective gene manipulation is a plausible
route to enhancement. Efforts to improve memory by facilitating synaptic encoding
of information have also progressed, in part due of breakthroughs on mechanisms
that stabilize learning-related, long-term potentiation (LTP). These advances point to a
reductionistic hypothesis for a diversity of experimental results on enhancement, and
identify under-explored possibilities. Cognitive enhancement remains an elusive goal, in
part due to the difficulty of defining the target. The popular view of cognition as a collection
of definable computations seems to miss the fluid, integrative process experienced by
high functioning individuals. The neurobiological approach obviates these psychological
issues to directly test the consequences of improving throughput in networks underlying
higher order behaviors. The few relevant studies testing drugs that selectively promote
excitatory transmission indicate that it is possible to expand cortical networks engaged by
complex tasks and that this is accompanied by capabilities not found in normal animals.

Keywords: cognitive enhancement, learning, long term potentiation, ampakine, synaptic plasticity, BDNF, F-actin,

positive AMPA receptor modulators

INTRODUCTION
The present review concerns three topics, two of which involve
terms—enhancement and cognition—that are not sharply
defined. Usage of the former seems straightforward when applied
to memory, although it is often unclear whether accelerated
acquisition or an increase in encoding strength is intended. But
applied to cognition, claims for enhancement face the great prob-
lem of how to quantify something for which there is no consensus
measurement system. The difficulty can be reduced by focusing
on cognitive activities of a type that can be described in compu-
tational terms. This, however, raises questions about the extent
to which the sampled process is representative, or a major com-
ponent, of cognition as the term is typically used. In response, it
could reasonably be argued that cognition is a collection of semi-
independent operations (e.g., categorization, value assignment)
(Sugrue et al., 2005; Tsunada and Sawaguchi, 2012) but this seems
unsatisfactory because the phenomenon is experienced as being,
if not unitary, then at least strongly coherent. Electrophysiological
and brain imaging results showing coordinated activity across
broad stretches of neocortex provide some support for the idea

of a system that, while capable of periodically focusing on spe-
cific tasks, usually works by integrating a vast amount of disparate
material into a product accessible to consciousness. A true cogni-
tive enhancer might therefore take the form of a treatment that
increases the speed or capacity of this assembly process.

Memory enhancement, as suggested, appears to be a much
more tractable problem. Retention is easily measured as is the
amount of training needed to produce a given score in a test sub-
sequent to learning. But a curious problem emerges here: few of
the many pharmacological agents that produce robust enhance-
ment of memory in animals are found to have positive effects in
humans. This observation has become the subject of intense pub-
lic discussion, perhaps with growing skepticism about the utility
of animal studies on memory enhancement. Some neuroscien-
tists have argued that the “failure to predict” problem reflects the
widespread use of paradigms that have little relevance to human
learning. These workers have devised ingenious protocols that can
be used in rodents and with minor modifications in humans (e.g.,
Bari et al., 2008; Demeter et al., 2008; Eichenbaum and Robitsek,
2009; Zeeb et al., 2009; Demeter and Sarter, 2013). There is every
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reason to assume that these efforts will ultimately narrow the
gap in cross-species comparisons. But there is a more funda-
mental issue from comparative biology that could underlie the
failure-to-predict problem: humans are enormously encephalized
animals and rodents aren’t (neocortex makes up at least 77% of
brain volume in human and just 31% in rat; Stephan et al., 1981;
Swanson, 1995). Encephalization is hypothesized to result in a
shift of functions from lower brain to cortex; from this perspec-
tive, humans may be using networks of a very different kind than
those employed by rodents to solve similar problems.

An alternative to behaviorally based approaches to developing
enhancers would be to focus on the neurobiological substrates of
memory and cognition. This seems feasible in the case of mem-
ory because of the tremendous progress that has been made in
identifying synaptic mechanisms that encode information. There
is no good reason to think that these processes differ significantly
between mammalian species and indeed comparative studies sug-
gest that certain essential elements are evolutionarily ancient
(Crystal and Glanzman, 2013). It follows from this that treat-
ments acting on memory substrates in rodents are likely to have
similar actions in human brain. Cognition again represents a
much more challenging problem. However, the universally held
assumption that cognitive operations arise from the transient
formation of telencephalic networks points to a relatively sim-
ple idea for enhancement. Communication within and between
cortical regions is mediated by glutamatergic transmission; if
so, then agents that augment the release of glutamate, or the
post-synaptic response to it, should facilitate the formation of
cognition’s substrates.

The following sections consider attempts to develop enhancers
via actions on (i) different aspects of the complex machinery
underlying learning-related synaptic modifications, or (ii) com-
munication within and between cortical networks.

MEMORY ENHANCEMENT
Most research on memory enhancement deals with psychological
events that precede the actual encoding of information. There is
for example a very large literature describing attempts, typically
using chemical agents, to increase the speed of learning by mod-
ulating arousal and attention (Lynch et al., 2011). It has become
common to refer to resultant improvements as cognitive enhance-
ment, presumably because key elements of cognition are being
manipulated, but there are reasons to question this assumption
(see below). There is a smaller, but rapidly growing, body of work
directed at the machinery responsible for converting patterns of
afferent activity into the long lasting increases in synaptic strength
assumed to encode specific information. This section evaluates
the latter material.

GENE EXPRESSION AND PROTEIN SYNTHESIS
Work in this area begins with the hypothesis that learning triggers
the transcription or local translation of proteins that serve to con-
solidate the newly acquired memories, something that can take
anywhere from many minutes to hours. Compounds that facili-
tate production of the pertinent RNAs or proteins could accord-
ingly increase the likelihood that recent learning will lead to stable
memory, and there are many reports of such effects (Guzowski

et al., 2001; Plath et al., 2006; Katche et al., 2010, 2012). However,
the basic idea that new protein synthesis is critical to memory for-
mation has been controversial since its introduction more than
50 years ago (Abraham and Williams, 2008; Gold, 2008). Much of
the dispute revolves around the necessary prediction that protein
synthesis inhibitors will selectively block recently acquired mem-
ory; most papers report this result but others do not, or argue that
observed disruptions to encoding are due to factors unrelated to
synthesis (Routtenberg, 2008; Gold and Wrenn, 2012).

Beyond this, the protein synthesis argument faces certain con-
ceptual problems. Learning is a continuous process in humans,
and likely other mammals, with new encoding occurring many
times a minute, as is evident with episodic memory. People recog-
nize or recall a remarkable number of serial events when queried
after a 90 min movie. Unless we make the very unlikely assump-
tion that each item of information is encoded on a different
neuron, it is difficult to see why, after hours of producing pro-
teins needed for consolidation, a given cell would need further
synthesis to stabilize a now forming memory. Along this line, it
has been argued that animals exposed to an enriched environ-
ment which would entail constitutively elevated basal activity, and
thus activity-driven protein synthesis, may not require additional
synthesis to support LTP (Abraham and Williams, 2008) and the
related encoding of hippocampus-dependent memories. There is,
however, a special case in which transcription and/or broadly
distributed translation could be required to securely encode a
specific memory; namely, a circumstance in which continuous
learning of similar material does not precede the new instance.
Under these conditions, consolidation could depend upon pro-
teins generated by the isolated learning episode. Note that this
scenario loosely describes the great majority of animal studies
testing for the contributions of protein synthesis. Certain of these
arguments make relatively straightforward, readily tested predic-
tions. For example, animals with a well-developed learning set
could be given protein synthesis inhibitors after learning a single
problem with or without having dealt with many such problems
in the preceding hours. Such a paradigm can be achieved for rats
using two-odor discriminations. If continual learning obviates the
need for problem-specific synthesis, then the blockers should have
no effect in a group given many trials prior to being introduced
to the new test items.

There is a variant of the translation hypothesis that addresses
the problem of why prior synthesis doesn’t provide a sufficient
supply of proteins for current learning. This involves the ample
evidence for dendritic (local) translation from already in place
mRNAs. One could posit a set of conditions in which new synthe-
sis, even after recent experience, needs to occur post-acquisition
for transfer into long-term storage; e.g., (1) translation occurs
within very small dendritic compartments; (2) such active regions
are only found in the immediate vicinity of recently modified
synapses; and (3) newly formed proteins do not diffuse to any
great degree. These circumstances would reduce the probabil-
ity that proteins from earlier learning would be present at the
large majority of current sites. But “synaptic tagging” experi-
ments, conducted for instances where LTP in hippocampal slices
is blocked by protein synthesis inhibitors, describe results that are
not consistent with these postulates. Specifically, LTP induction at
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one input protects subsequently induced potentiation at a second
input to the same region from the effects of the inhibitor (Frey
and Morris, 1997; Shires et al., 2012). Given the small number
of synapses that generate EPSPs of conventional amplitudes, it
is extremely likely that connections from the two inputs are, for
the most part, located on different dendritic segments. It follows
then that proteins from the first episode must have been synthe-
sized, or traveled, throughout much of the dendritic arborization,
a point that is reinforced by evidence for tagging in the apical den-
drites after stimulation of basal afferents (Alarcon et al., 2006). It
will be noted that these findings align with the broad idea that
continual learning maintains relevant proteins at levels sufficient
for LTP-related plasticity, obviating the need for synthesis after
individual learning events.

The above discussion concerns interpretative issues rather than
the likelihood of achieving enhancement using the transcription /
translation strategy. It may well be the case that increasing within-
cell levels of proteins that support consolidation reduces the
requirements for encoding persistent memories and/or increases
their stability. Signaling from synapses to the nucleus or to local
protein synthesis machinery involves many steps and so is likely
to be a variable and somewhat uncertain process. It would not
be surprising, then, if the ongoing production of memory-related
elements operates at a less than optimal rate even in high per-
forming, normal subjects. In line with this, there are multiple
demonstrations that treatment with compounds that inhibit par-
ticular histone deacetylases, leading to increased transcription of
select gene families, can markedly enhance memory after single
training sessions (Stefanko et al., 2009; McQuown et al., 2011).
Also of interest are the numerous studies showing that selective
phosphodiesterase-4 inhibitors have potent enhancing effects on
memory. Inhibitors of this class (e.g., Rolipram), drive the protein
kinase A—CREB transcription pathway implicated in learning
in a broad array of animals (including invertebrates), and so
is argued to be a very ancient, evolutionarily conserved mem-
ory substrate (Tully et al., 2003; Normann and Berger, 2008).
Evidence that the same results obtain after extensive experience
with similar problems in the recent past, and presumably a great
deal of learning-driven transcription, would constitute support
for there being less than optimal production of proteins needed
for encoding under normal circumstances. This would certainly
encourage the idea that enhanced protein synthesis is a viable
route to augmented memory.

SYNAPTIC PLASTICITY AND MEMORY ENHANCEMENT
Most mechanism-based efforts directed at improving memory
have focused on synaptic plasticity and in particular the long term
potentiation (LTP) effect. Researchers since the late 19th cen-
tury have argued that the enormous capacity of memory is best
explained by assuming that physical encoding of new information
occurs at small numbers of connections between neurons. The
discovery of LTP demonstrated that individual synapses in the
cortical telencephalon do in fact possess the properties expected
for a memory substrate (Bliss and Collingridge, 1993; Lynch,
1998, 2004b; Morris, 2003). The increase in transmission strength
(magnitude of EPSCs) develops quickly, persists for a remark-
able period (weeks at least) (Staubli and Lynch, 1987; Abraham,

2003), and does not disturb already potentiated contacts as likely
required for a high capacity memory system. A very large body of
experimental work has confirmed the tight connection between
LTP and diverse instances of memory (e.g., Roman et al., 1987;
Rioult-Pedotti et al., 2000; Whitlock et al., 2006). Moreover, LTP
is intimately related to the theta rhythm, an oscillation long asso-
ciated with learning (Buzsaki, 2005; Vertes, 2005; Snider et al.,
2013); i.e., five brief (30 ms) bursts of high frequency stimulation
pulses (a pattern that mimics “theta bursting” during learning)
prove to be near optimal for inducing extremely stable LTP but
only when separated by the period of the theta wave (Larson
et al., 1986; Capocchi et al., 1992). The reasons for this have been
identified (Figure 1).

These observations suggest the possibility of enhancing learn-
ing with drugs that promote theta activity and correlated bursts
of high frequency discharges. Agents such as physostigmine,
that facilitate central cholinergic transmission, promote the theta
rhythm (Olpe et al., 1987; Hasselmo, 2006) and are reported
to improve learning scores in certain experimental situations.
Notably, drugs of this type are among the few treatments
approved for Alzheimer’s Disease (Clarke and Francis, 2005;
Noetzli and Eap, 2013). However, cholinergic systems perform
varied functions in brain, some of which are homeostatic in
nature. This likely explains why drugs targeting cholinergic
mechanisms have not gained widespread acceptance as plausi-
ble enhancers. Another approach based on theta activity involves
the large hyperpolarizing potentials triggered within target neu-
rons by the short train of theta bursts used to induce LTP. These
after-hyperpolarizing potentials (AHPs), set in motion by cell dis-
charges, persist throughout the duration of the theta train and
serve to counteract the depolarization needed to unblock the
voltage dependent, synaptic NMDA receptors. Influx of calcium
through these receptors, followed by release of the cation from
intracellular stores, triggers the chain of events leading to poten-
tiation (Figure 1). AHPs are mediated by a set of voltage- and
calcium-sensitive potassium channels, prominent among which
is the SK3 channel (Hosseini et al., 2001). The bee toxin apamin
blocks this channel with some selectivity and, as predicted, aug-
ments post-synaptic responses to theta burst trains; this results in
a striking increase in the magnitude of LTP (Kramar et al., 2004).
While a number of studies have found substantial improve-
ments in rodent learning with apamin treatment (Ikonen and
Riekkinen, 1999; Brennan et al., 2008; Vick et al., 2010), this
is not a likely enhancer because of toxicology issues. But given
increasing interest in applications of channel blockers for diverse
clinical problems, the apamin results suggest an intriguing mech-
anistic target for the development of enhancers. It is of note in this
regard that Brain Derived Neurotrophic Factor (BDNF), which
appears to be released from terminals by theta bursts (Balkowiec
and Katz, 2000; Chen et al., 2010b), also reduces AHPs at least
in rats (Kramar et al., 2004). Elevating endogenous levels of
this neurotrophin, which can be achieved by pharmacological
manipulations described later, thus provides another avenue for
enhancement.

Identification of the initial triggers for LTP, as schematized in
Figure 1, pointed to NMDA receptor-mediated calcium influxes
as a logical target for enhancement. The existence of multiple
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FIGURE 1 | Why theta burst stimulation (TBS) is so effective at

inducing LTP. TBS (Larson et al., 1986) mimics a firing pattern found in
cortical neurons during learning (Otto et al., 1991) and elicits a robust,
non-decremental LTP that persists for weeks (at least). (A) (left side). A
single stimulation pulse releases glutamate (black dots) and a partial
membrane depolarization via current flux through AMPA receptors (dotted
line). NMDA receptors do not open because of voltage dependent block
of the ion channel (open circle). (right side) Trains of high frequency
stimulation cause a greater depolarization (light blue) that removes the
channel block and thereby allows current flow through calcium permeant
NMDA receptors. Calcium is the initial trigger for LTP. (B) Intracellular
recording shows that the first theta burst (four pulses at 100 Hz) in a
train causes a relatively modest depolarization accompanied by a single
spike; NMDA receptors make a very small contribution to this response.
A second burst administered after a delay corresponding to the period of
the theta wave produces a more profound depolarization with multiple
spikes; this burst response contains a large NMDA receptor mediated
component. Note that each theta burst in the train is followed by a large

after-hyperpolarization (AHP). The AHP, which is largely mediated by
calcium and voltage dependent potassium channels, tends to counteract
the depolarization produced by the burst, thus capping the magnitude of
NMDA receptor responses. (C–E) How the second and subsequent
bursts generate large depolarization and unblock NMDA receptors. (C) A
glutamatergic axon innervates a pyramidal cell dendrite (gray) and a
feedforward, GABAergic interneuron (orange); note that both contacts use
AMPA receptors (red). (D) A first theta burst triggers GABA release from
the interneuron onto the pyramidal neuron thereby producing a
di-synaptic (slightly delayed) IPSC via post-synaptic GABA-A receptors
(orange ellipses); this shunts the EPSCs produced at neighboring
glutamatergic synapses. The released GABA also binds to pre-synaptic,
metabotrophic GABA-B auto-receptors on the releasing interneuron
terminal (purple). (E) The auto-receptors hyperpolarize the GABAergic
terminal and block release, an effect that reaches its maximum at the
period of the theta wave. A theta burst arriving at this time point
generates an excitatory response that is only weakly counteracted by the
opening of post-synaptic GABA-A receptors (see B).

modulatory sites (e.g., for glycine and polyamine) on the recep-
tors suggested a plausible route for building positive allosteric
drugs (Monaghan et al., 2012). Most of this effort has been
directed toward treatments for neuropathology and psychiatric
disorders, most notably schizophrenia and depression (Labrie and
Roder, 2010; Dang et al., 2014), rather than memory enhance-
ment. Perhaps the most widely studied agent of this type is
D-cycloserine, a compound that targets the glycine binding
pocket on the receptor and facilitates channel opening (Sheinin
et al., 2001; Dravid et al., 2010). It has been known for some
time that the site is important for induction of LTP (Oliver et al.,
1990) and, as expected from this, D-cycloserine enhances var-
ious forms of memory in animals (Flood et al., 1992; Baxter
et al., 1994; Tsai et al., 1999; Normann and Berger, 2008; Peters
and De Vries, 2013). There is also evidence that the endogenous
neurosteroid pregnenolone sulfate (Wu et al., 1991), and other
steroid-like substances (Madau et al., 2009), promote the open-
ing of NMDA receptors and facilitate both LTP and memory. Also
of note, recent work led to discovery of a naturally occurring

cholesterol metabolite that facilitates NMDA receptor currents
through a novel oxysterol modulatory site and markedly increases
the magnitude of LTP (Paul et al., 2013). The development of pos-
itive NMDA receptor modulators is clearly a promising area with
regard to enhancement.

Increasing current flux through AMPA receptors results
in greater post-synaptic depolarization and thereby promotes
removal of the voltage block on NMDA receptors. This sug-
gests that increasing AMPA receptor currents should facilitate the
induction of LTP. Tests of this became possible with the inven-
tion of AMPA receptor modulators that freely enter the brain and
increase fast glutamatergic transmission (Lynch, 2004a). The ini-
tial positive modulators were small benzamide compounds but
subsequent work from many laboratories resulted in diverse fam-
ilies of compounds that slow deactivation or desensitization (or
both) of ligand bound AMPA receptors. Here we will refer to
all agents of this type by the term, “ampakines,” used for the
original compounds. Through a series of electrophysiological and
X-ray crystallography studies, the mechanism of ampakine action
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is now fairly well understood. As illustrated in Figure 2, each
subunit of the tetrameric AMPA receptor has two large extra-
cellular domains that form a “clamshell” that closes upon gluta-
mate binding (Sun et al., 2002). Relaxation to the resting state,
and transmitter release, terminates current flow; this process is
referred to as “deactivation.” The four subunits form two dimers,
an arrangement that can be disrupted by ligand binding; under
these conditions the channel closes but the transmitter is retained.
This interesting, high affinity (slow dissociation constant) state
constitutes the desensitized condition of the receptor (Hall et al.,
1993). It was originally thought that desensitization is the normal
route for terminating the EPSC but it now appears that deacti-
vation is responsible for the decay rate of the synaptic response.
The ampakine binding pocket is located at the dimer interface
near the hinge of the clamshell (Jin et al., 2005); this strategic
position explains how ampakines can affect both deactivation
and desensitization (Arai et al., 1996) (Figure 2). Apparently,
the orientation of the compounds within the pocket determines
which of the two processes is most affected. There is overlap

between AMPA and NMDA receptor pharmacology: compounds
widely used to block the former also exhibit high affinity antag-
onism of the glycine modulatory site on the latter (Kessler et al.,
1989). However, the ampakine pocket is distant to the extracel-
lular domain of AMPA receptor antagonist binding and there
is no evidence that these drugs affect NMDA receptor-gated
currents.

Early work established that ampakines enhance both LTP and
memory (Granger et al., 1993; Staubli et al., 1994), results that
have been multiply replicated by different groups (Lynch, 2004a;
Lynch and Gall, 2013). Versions of the drugs that simply slow
deactivation lower the threshold for inducing LTP whereas those
that affect both deactivation and desensitization also raise the
ceiling on the degree of potentiation produced by theta bursts
(Arai et al., 2002). By changing rate constants for both recep-
tor inactivation processes, the latter compounds lead to much
longer EPSCs and thus prolonged NMDA receptor-mediated cal-
cium influxes. This presumably explains their greater potency.
Surprisingly, there appear to have been no studies testing for

FIGURE 2 | Mode of action for positive allosteric modulators of AMPA

receptors (ampakines). (A) Schematic shows two of the four subunits that
comprise the AMPA receptor tetramer in the resting state; the C-tails are not
included. Each subunit has two large extracellular domains that form a
“clamshell” containing the glutamate binding site. The hinge of the structure
is indicated by the double circle. The subunits dimerize at a zone close to the
hinge. The ampakine pocket (star) is strategically located at the dimer
interface adjacent to the two hinges. There are thus four neurotransmitter,
and two ampakine, sites on the full AMPA receptor. (B) Glutamate binding is
accompanied by a closing of each subunits’ clamshell, resulting in opening of
the ion channel and inward flux of current. The receptor then shifts into one
of two configurations; the gray arrows denote the time required for the
transitions in the presence (dotted) and absence (solid line) of an ampakine.
(C) Normally, single transmission events are followed by opening of the
extracellular domains and release of the transmitter, a process referred to as
“deactivation.” The upper trace to the right describes deactivation after a one

ms pulse of glutamate to an excised patch: delivery of the ligand causes a
sharp influx of current that decays after rapid washout. Bound ampakines
slow reopening, resulting in a significant retardation of deactivation (bottom
trace). (D) Prolonged stimulation of the receptor can disrupt the dimer
configuration, leading to a condition in which transmitter remains bound but
the ion channel returns to the closed state (desensitization). The upper trace
to the right describes an instance of this in which glutamate was applied for
500 msec. An initial influx of current was followed by decay, despite
continuing presence of the transmitter, to a steady state value about 1/10 of
the peak flux. Ampakines stabilize the dimer configuration and, as predicted,
greatly slow desensitization—current flow continues throughout the 500 ms
application of glutamate. The receptor structural dynamics, including
interactions with an ampakine, illustrated here are based on X-ray
crystallography studies (Sun et al., 2002; Jin et al., 2005); physiological data
are from patches taken from hippocampal slices (Arai et al., 1996, 2002; Arai
and Lynch, 1998).
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differential actions of the two functional classes of ampakine on
learning.

Notably, the positive influence of acutely administered
ampakines on memory are reported for aged and young animals
(Granger et al., 1993, 1996; Shors et al., 1995) as well as for a broad
array of species and learning tasks (Lynch, 2004a; Bernard et al.,
2010). Very few effects in human have been published although
one study using a short half-life, deactivation-only drug obtained
evidence for memory enhancement in different tasks including
ones involving complex processing (Ingvar et al., 1997).

LEARNING-RELATED SYNAPTIC MODIFICATIONS AS A TARGET FOR
ENHANCEMENT STRATEGIES
The discovery of LTP (Bliss and Lomo, 1973) greatly simpli-
fied what had already been an extended search for the sub-
strates of memory. An early and critical clue came with electron
microscopic evidence that stable potentiation is accompanied by
changes in the morphology of dendritic spines (Lee et al., 1979,
1980; Chang and Greenough, 1984), an observation recently and
convincingly confirmed by live imaging experiments (Matsuzaki
et al., 2004; Harvey and Svoboda, 2007; Kramar et al., 2012b).
The initial studies also described results suggestive of an increase
in synapse size and there are now data pointing to a similar
effect after LTP (Chen et al., 2007) and learning (Fedulov et al.,

2007). The observed anatomical restructuring implied that induc-
tion events for LTP or memory result in substantial alterations
to the actin cytoskeleton. Tests of this, using a newly devel-
oped in situ method for labeling F-actin in hippocampal slices,
found that theta bursts cause a dramatic increase in the num-
ber of spines with high concentrations of polymerized actin (Lin
et al., 2005; Kramar et al., 2006). The newly formed filaments
proved to be unstable for a period of 5–10 min, after which
they were unaffected by depolymerizing agents (Rex et al., 2009,
2010). The experimental question then became one of how the
very brief AMPA and NMDA receptor events that induce LTP
lead to the formation of new actin cytoskeleton. Work using
Fluorescence Deconvolution Tomography for assessing concen-
trations of activated signaling proteins at individual synapses,
along with the use of selective inhibitors, identified multiple,
GTPase-initiated signaling pathways involved in the assembly
and stabilization of actin filament networks following theta burst
stimulation (Kramar et al., 2009; Rex et al., 2009, 2010; Seese
et al., 2012). Particularly relevant to the present topic, these stud-
ies also described membrane receptors that modulate the activity
of cascades leading to the cytoskeletal reorganization required for
consolidation of LTP (Figure 3).

Brief treatments with BDNF partially activate at least two of
the signaling pathways shown in Figure 3 and potently facilitate

FIGURE 3 | Signaling events responsible for reorganizing the synaptic

cytoskeleton and consolidating LTP. The substrate map for LTP stabilization is
largely based on work using hippocampal slices, although some of the steps
have been observed in learning studies. (A) Immunolabeled synapses
surrounding the LTP site as reconstructed using Fluorescence Deconvolution
Tomography (Seese et al., 2013): The green elements reflect immunostaining
for PSD95, a protein that is evenly distributed within post-synaptic densities at
excitatory (glutamatergic) synapses. Phosphorylated (inactivated) cofilin was
immunolabeled with red fluorescence. Co-localization (p-Cofilin/PSD95) results
in yellow labeling. The technique supports counts and size-measures for about
40,000 synapses per image z-stack and 160,000 synapses per slice, and
calculates the number of these synaptic elements that are co-localized with the
signaling protein of interest (p-Cofilin in this instance). These values are then
compared for slices that did or did not receive theta burst simulation. (B)

Schematic shows signaling pathways activated at excitatory synapses by theta

burst stimulation. Transmitter receptors i) increase calcium which stimulates
calpain, a spine protease (Perlmutter et al., 1988) that cleaves cross-linking
proteins (blue lines) for the subsynaptic cytoskeleton, and ii) activates synaptic
adhesion receptors belonging to the integrin family (Babayan et al., 2012).
Integrins then engage at least two Rho family GTPases that promote the
assembly of dynamic actin filaments (RhoA to cofilin and myosin) (Rex et al.,
2009) and, over a period of several minutes, branching and stabilization of the
reorganized cytoskeleton. The latter processes involve Rac/Cdc42 signaling to
cortactin and ARP2/3. The synaptic membrane also contains receptors for the
releasable factors adenosine, estrogen, and BDNF (A1, ERB, TrkB, respectively).
These receptors positively and negatively (A1) influence the signaling
pathways, probably at the level of the GTPases. Studies using neutralizing
antisera, genetic manipulations, toxins, and enzyme blockers confirm certain
key links in the model and show that disrupting these specific actin regulatory
pathways blocks the consolidation, but not initial expression, of LTP.
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both theta burst-driven actin polymerization and LTP (Chen
et al., 2006; Rex et al., 2007). It seems likely that the LTP effects
reflect both direct actions on the actin regulatory pathways and
the above noted influence on AHPs generated during the theta
stimulation trains (see above). Notably, scavenging extracellular
BDNF blocks the stabilization of LTP produced by theta burst
stimulation (Kovalchuk et al., 2002; Rex et al., 2007) as well as the
associated activation of actin regulatory signaling and increases
in spine F-actin (Figure 4); activity-induced release of the neu-
rotrophic factor thus emerges as a key ingredient in the normal
production of learning-related synaptic changes. In all, increases
in BDNF signaling appear to be a biologically plausible means
for enhancing memory. Peripheral administration of the pro-
tein is unlikely to have robust central effects but brain permeant
agonists for its synaptic TrkB receptor have been developed and
shown to improve function in varied conditions of impairment
(Andero et al., 2012; Schmid et al., 2012; Ding et al., 2013; Jiang
et al., 2013). Reports on how these compounds affect mem-
ory in normals have only begun to appear but initial studies
indicate that acute systemic treatment can improve object recog-
nition, object location and fear memory when given just before

training (Andero et al., 2011; Bollen et al., 2013); for object loca-
tion memory administration 3 h after training was also effective.
These results encourage the expectation that acute systemic treat-
ment with a TrkB agonist can facilitate both initial encoding and
mechanisms of consolidation for at least some forms of memory.
Further work is needed to determine the range of learning and
cognitive functions that respond to this strategy and if this occurs
without deleterious side effects.

Another route for utilizing BDNF in memory studies is sug-
gested by the observation that transcription of the factor is
positively regulated by neuronal activity (Isackson et al., 1991;
Gall, 1992). It follows from this that increases in excitatory drive
to neurons, as for example produced by ampakines, should up-
regulate the neurotrophin. A sizable number of studies using
individual or a series of daily injections of the positive modula-
tors have confirmed this basic idea (Lauterborn et al., 2000; Rex
et al., 2006; Simmons et al., 2009; Bernard et al., 2010; Haditsch
et al., 2013). The treatments rescue theta burst-induced actin
polymerization and LTP in a number of animal models of human
conditions in which memory loss and/or intellectual disabilities
are prominent, including those for normal aging, low estrogen

FIGURE 4 | BDNF enhances theta burst induced actin signaling and

cytoskeletal assembly at hippocampal synapses. (A) Brief infusion of
BDNF (60 ng/ml) into adult hippocampal slices increases phosphorylation
of PAK and cofilin (immunoblots), two of the signaling proteins included
in the schematic for LTP consolidation (Figure 3). Phosphorylation was
blocked by addition of the extracellular BDNF scavenger TrkB-Fc (applied
at 0.2–2 µg/ml). There were no evident effects of either treatment on
levels of total PAK or cofilin. (B) Labeling of filamentous (F-) actin with
fluorescence-tagged phalloidin applied to slices 10 min after delivery of
two theta bursts (TBS), a number too small to generate LTP if applied

alone. Pretreatment with BDNF (right image) caused a marked increase
in TBS-induced labeling of dendritic spines relative to labeling in
ACSF-bathed slices receiving similar stimulation. Graph: Summary of the
number of spines with intense concentrations of F-actin, as assessed
using automated counting for a fixed sampling field, confirmed these
observations (CON, slices received low frequency stimulation only;
∗p < 0.01 vs. CON). (C) Similar to (B) except that ten theta bursts
were used. Pretreatment with TrkB-Fc completely blocked the otherwise
robust increase in F-actin positive spines seen with ten burst TBS.
Modified from Rex et al. (2007).
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levels, early stage Huntington Disease, and Angelman syndrome
(Rex et al., 2006; Simmons et al., 2009; Baudry et al., 2012; Kramar
et al., 2012a). When tested, daily injections also reduced or elimi-
nated memory impairments (Simmons et al., 2009; Baudry et al.,
2012). Several weeks of daily ampakine treatment were shown
to be well tolerated. They also markedly reduced pathology and
improved motor functioning in a mouse model of early onset
Huntington Disease (Simmons et al., 2011); subsequent work
with systemic administration of a TrkB agonist obtained similar
results (Simmons et al., 2013).

Although it is apparent that semi-chronic ampakine treat-
ment increases BDNF protein levels, and has potent brain effects
predicted from this, there appear to be no studies testing for
influences of up-regulating BDNF on learning in normal, high
functioning animals. This likely reflects an assignment of greater
importance to treatment than to enhancement with regard
to drug development. But the exciting results obtained with
up-regulation and receptor agonists with regard to brain dis-
orders make BDNF-based strategies one of the more promis-
ing mechanism-grounded approaches to achieving memory
enhancement.

The substrate map for LTP consolidation includes estrogen
receptor beta as a second membrane agent that exerts a powerful
modulatory influence over the actin signaling leading to LTP con-
solidation. Thirty minute infusions of estrogen, at physiological
concentrations, cause a modest increase in baseline transmis-
sion in hippocampus but a striking facilitation of LTP (Cordoba
Montoya and Carrer, 1997; Foy et al., 1999; Bi et al., 2000; Kramar
et al., 2009). Recent work showed that these effects are due to
activation of one of the actin regulatory cascades initiated by
theta bursts (i.e., RhoA>ROCK>LIMK>cofilin—see Figure 3)
and the assembly of new filamentous actin in spine heads (Kramar
et al., 2009). Unlike the case for BDNF, there are several reports
that estrogen improves memory scores in high functioning sub-
jects across tasks and species (Frye et al., 2007; Liu et al.,
2008; Hara et al., 2014). Evidence for similar effects in humans
appears to be lacking (Grodstein, 2013) although several stud-
ies describe a decline in verbal memory with surgical menopause
and improvements with hormone replacement (Brinton, 2009).
Beyond needing further evidence for effects in cognitively normal
individuals, a primary barrier to development of an estrogen-
based enhancement strategy lies in the fact that the steroid affects
many fundamental cellular processes in brain and the periphery,
and is known to facilitate certain types of cancer. More restricted
actions can be had using agonists selective for the hormone’s beta
receptor which is, to a degree, concentrated in brain; such agonists
are highly effective in LTP studies (Kramar et al., 2009). Evidence
that estrogen is synthesized by hippocampal neurons and that
hormone of local origin contributes significantly to hippocampal
synaptic plasticity (Ooishi et al., 2012; Vierk et al., 2012) should
also be noted here. Thus, it may be possible to find means to
promote normal, likely activity-dependent, estrogen actions in a
regionally restricted manner.

INTEGRATION: MANY PATHS TO THE SAME END
Brain scientists had proposed increases in the strength of con-
nections between neurons as the substrate of memory before the

introduction of the word “synapse” (Cajal, 1894). The idea is
intuitively attractive since such increases would clearly alter the
operation of cortical networks and thus behavior. In essence, it
describes microscopic events that, when implemented at many
sites, could be the physical instantiation of the macroscopic phe-
nomenon of memory. From this perspective, the most direct
route to memory enhancement would involve facilitating physi-
ologically produced, long lasting increases in synaptic responses.
Developing what is still only an outline of the machinery that
induces, expresses, and consolidates LTP then shaped ideas about
how to produce facilitation. To some extent, it also led to a uni-
fication that is perhaps under-appreciated: an unrelated array of
enhancement candidates such as steroids, trophic factors, posi-
tive modulators of glutamate receptors, and channel blockers can
now be seen to operate at specific levels within the same cell bio-
logical framework (Lynch et al., 2013). Optimistically, we may
be approaching a reductionistic (simplifying) conceptual event
with regard to enhancing encoding of specific pieces of infor-
mation. Notably, something of this kind may also be going on
for appreciating shared mechanistic impairments present in quite
different disorders that interfere with learning: work with a sizable
number of rodent models suggests that conditions with disparate
etiologies result in a common endpoint failure in cytoskeletal
reorganization (Lynch and Gall, 2013).

But there are warning signs with regard to the possibility that
the current substrate model may be overly tailored to a spe-
cific instance of learning-related plasticity, and in particular to
that found in a particular dendritic lamina (stratum radiatum)
of a particular hippocampal subfield (CA1). Even within that
subfield, there is good evidence that the basal dendritic field
exhibits a different form of LTP (Arai et al., 1994; Kramar and
Lynch, 2003). And it is now well established that the peculiar
mossy fiber connections between dentate gyrus and field CA3
use a form of long lasting potentiation that bears little resem-
blance to that found in apical field CA1 (Staubli, 1992; Schmitz
et al., 2003). It is not unreasonable to expect that additional
plasticity variants will be discovered as parametric studies are
carried out for other telencephalic connections; e.g., the cortico-
striatal glutamatergic synapses (Jia et al., 2010) or the olfactory
and associational afferents to piriform cortex (Jung et al., 1990).
While these observations greatly complicate predictions about the
behavioral effects of putative enhancers, they also offer intrigu-
ing possibilities concerning specificity of action. That is, there
are reasons to think that different forms of synaptic potentiation
may underlie different types, or aspects, of memory. An explicit
proposal of this type has been advanced for the basal and api-
cal dendrites of field CA1 (Arai et al., 1994; Kramar and Lynch,
2003): The easily induced, readily erased LTP in the basal den-
dritic field seems well suited for transient encoding while the
higher threshold and more rapidly stabilized form in the apical
field is more appropriate for long term memory. An arrangement
of this type would be useful in addressing the problem of how
to accomplish, through repeated sampling, low noise extraction
of constancies from a novel environment (apical dendrites) while
at the same time transiently storing a great deal of information
much of which can be discarded as being irrelevant (basal den-
drites). In any event, testing experimental compounds on various
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forms of plasticity could lead to agents that target particular forms
of memory.

COGNITIVE ENHANCEMENT
DOES AUGMENTING MEMORY ENHANCE COGNITION?
Memory is such a prominent part of cognition that it seems obvi-
ous that enhancing the one will improve the other. However,
there may be good computational reasons that cognitive benefit
is gained when acquisition is less than optimal in terms of speed
and strength. Animals faced with new and complex circumstances
need to encode regular features without storing variable, low
information elements. Otherwise, as noted earlier, the resultant
memories will be noisy and less predictive of future encounters.
The spaced trials effect—wherein, temporally separated train-
ing trials more efficiently support encoding than does a single
“massed” session—can be seen as one adaptation toward better
capture of regularities in the learning environment (Hintzman,
1976; Commins et al., 2003; Cepeda et al., 2006). That is, spac-
ing ensures that only elements that are regularly present will be
incorporated into memory while transient features will not. An
enhancer could obviate the need for spacing by producing strong
memory on an initial trial but would be expected to result in a
noisy representation.

Tests of the above point are lacking but LTP experiments have
produced what may be pertinent results. The original descrip-
tions of links between theta burst afferent stimulation and LTP
showed that, absent other manipulations, trains of ten bursts pro-
duced near maximal potentiation (Larson et al., 1986), a result
that led to what has become a standard paradigm. Recently, how-
ever, it was found that a second theta train doubles the level of
potentiation but only if it is delayed by about 60 min (Figure 5);

a third stimulation train produces still more potentiation but
only if it is applied at least 60 min after the second. Additional
work suggested that this LTP “spaced trials effect” reflects the
presence of a large population of synapses with high plasticity
thresholds that are “primed” by the first theta episode and then
shifted into the potentiated state by the second (Kramar et al.,
2012b). These effects fit naturally within the above described sub-
strate map for LTP: activation of synaptic integrins by a first
theta burst train was followed by an approximately one hour
period before these receptors could be re-engaged by additional
stimulation (Babayan et al., 2012). They also set the stage for a
first test of how a drug that enhances memory affects a phys-
iological analogue of the spaced trials effect. The results were
clear: infusion of an ampakine prior to theta train #1 produced
the expected enhancement in the amplitude of LTP1 but also
occluded further increases in the level of potentiation following
a second, delayed theta train administered in the absence of the
drug (Kramar et al., 2012b). Thus, the ampakine enhanced ini-
tial encoding (as multiply reported) but did so at the expense of
effects of spaced stimulation, and presumably the computational
advantages associated with spacing (Lynch and Gall, 2013 for a
discussion).

The preceding example describes a situation in which phar-
macologically augmenting memory would likely not result in
enhanced cognition, at least in complex environments lacking
explicit guidelines for effective performance. These are routine
circumstances in which demands on cognition are high. But a
great deal of cognition involves instances in which significant
cues and appropriate responses are salient and predetermined,
and irrelevant information is minimized. Under these conditions,
enhanced encoding could be of great use in building or expanding

FIGURE 5 | A “spaced trials effect” for LTP. (A) Theta burst stimulation
(TBS) produces stable LTP. A single train of ten bursts was delivered to one
input to the CA1b recording field after 20 min of collecting baseline synaptic
responses to 3/min stimulation pulses in adult rat hippocampal slices. A
second input to the same dendritic region received 3/min pulses throughout
the session. Note that the potentiation of the experimental input did not

decay over 5 h of recording (means ± s.e.m.s for seven slices); traces at right
show representative baseline (black) and potentiated (gray) responses.
(B) Effect of a second theta train (TBS2) applied at various times after TBS1.
TBS2 produced no further increases in the slopes of the responses when
delayed by 10, 30, or 40 min after TBS1, but doubled the magnitude of LTP
when applied after a 60 min interval. Modified from Kramar et al. (2012b).
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cognitive structures. Thus, the effects of memory enhancement
on cognition could prove to be situationally dependent with clear
benefits in some cases and neutral or even negative influence in
others.

NETWORKS AND COGNITIVE ENHANCEMENT
Discussions of neurobiological processes underlying cognition
inevitably begin with the immensely complicated networks
formed by cortical neurons, if for no other reason than a lack
of realistic alternatives. This fundamental idea suggests two paths
to acute enhancement. First, improving throughput within estab-
lished networks should lead to faster computation and better
utilization of cognitive time. Second, augmented synaptic com-
munication could allow for the transient assembly of larger
than normal networks (e.g., incorporation of additional corti-
cal regions) to deal with a particular problem, and thus the
opportunity to execute more complex or even entirely novel com-
putations. In this sense better throughput would add capabilities,
perhaps the surest measure of cognitive enhancement. Increased
plasticity might add a third route to enhanced cognition by allow-
ing for construction of functional networks that would not likely
emerge under normal conditions; however, as noted in the pre-
ceding section, positive versions of such effects may be limited to
particular circumstances.

There are multiple manipulations that should result in
improved throughput. Communication between collections of
neurons is greatly improved by synchronizing their activity,
something that is accomplished in the cortical telencephalon
by system-wide rhythms. These patterns are induced by diffuse
ascending projections from the lower brain and drugs that affect
these have predictable strong effects on rhythmic activity (Staubli
and Xu, 1995; Kowalczyk et al., 2013). But, as mentioned in
the discussion of memory, the diffuse systems influence a broad
range of brain functions including ones that are vital to survival.
And so, as in the case of memory, they do not represent a promis-
ing avenue toward enhancement in high functioning individuals.
A more likely approach would be to increase transmitter release
or post-synaptic responses to transmitter binding at the gluta-
matergic connections used for the great bulk of intra-cortical
communication.

Adenosine, which depresses glutamate release via presynap-
tic A1 receptors (Dunwiddie and Haas, 1985), is increased in
the extracellular environment during repetitive firing by two
mechanisms: rapid release from post-synaptic neurons followed
by slower release of ATP from glia which is then converted to
adenosine by ecto-5′-nucleotidase, an enzyme located on glial
membranes (Klyuch et al., 2012; Wall and Dale, 2013). These
observations represent a significant part of the tripartite model
(terminal bouton, spine, astrocyte) of fast, excitatory transmis-
sion (Araque et al., 1999). Selective antagonists of the A1 receptor
increase glutamate release in slices and these compounds do
indeed reverse impairments in LTP in slices of middle-aged rat
hippocampus (Rex et al., 2005). However, despite evidence that
the compounds enter the brain (Wall and Dale, 2013), there
has been surprisingly little work on in vivo effects after periph-
eral administration. Perhaps the lack of interest with regard to
network operations reflects understandable concern about the

important roles played by adenosine in the periphery, including
actions on the heart and lungs.

Nicotinic receptors for acetylcholine are also found on glu-
tamatergic terminals where they promote release (Wonnacott,
1997) and there is evidence that this increases network through-
put (Gioanni et al., 1999). Alpha7-containing and alpha4/beta2
subtypes of the receptors both appear to be effective in this regard
(Dickinson et al., 2008). However, the situation is complicated
by the likelihood that compounds targeting nicotinic receptors
act on cholinergic and GABAergic neurons as well (Wonnacott,
1997; Alkondon and Albuquerque, 2001); moreover, it is not clear
that these receptors are present throughout glutamatergic net-
works. In all, nicotinic receptor agonists and positive allosteric
modulators can be assumed to affect portions of excitatory cir-
cuitry in the telencephalon while at the same time modifying local
processing—via modulation of cholinergic input, interneurons,
and glutamatergic collaterals—at individual relays. Net effects
will be complex but there is good evidence that the compounds
acting on frontal networks enhance “top-down” mechanisms for
focusing attention (Sarter et al., 2009). Since pertinent drugs
are already in clinical trials (Holmes et al., 2011; Demeter and
Sarter, 2013), nicotinic compounds, and especially those target-
ing the alpha4/beta2 receptor subtype concentrated in brain, have
to be seen as one of the most promising of current approaches to
cognitive enhancement.

The ampakine compounds described in the earlier section on
memory enhancement seem particularly appropriate for improv-
ing communication within and between cortical regions. Their
mode of action has the virtue of relative simplicity: an exten-
sive body of research from many laboratories has not uncovered
any evidence for effects on targets other than AMPA receptors.
And they produce the same facilitation of fast, excitatory trans-
mission after peripheral administration as seen with infusions
into brain slices. Indeed, ampakines appear to be the only agents
so far shown to cause comparable in vitro/in vivo facilitation
of EPSPs. These points lead to two critical experimental ques-
tions. First, does increasing monosynaptic transmission result in
greater output from a polysynaptic network? This might seem to
be a foregone conclusion but each step in a series of neuronal
stations has local processing mechanisms (relays are not passive
transferal points) dominated by an impressive collection of dif-
ferent types of inhibitory interneurons. These inhibitory elements
respond both to inputs directly and to discharges from principle
(glutamatergic) neurons; they also form complex local networks
among themselves. It is therefore possible that strong inputs are
dampened and normalized to a degree such that the second stage
of a network may not pass on a larger than normal signal in
the presence of an ampakine. Second, assuming augmentation
of the signal does occur, what are the functional consequences of
enhanced network throughput?

Brain slices provide for the simplest and most compelling
tests for circuit behavior because anatomically precise stimulation
and recording is possible and extrinsic modulatory (cholinergic,
etc.) inputs (cholinergic, serotonergic, etc.) that might influence
downstream responses are excluded. Work of this kind has estab-
lished that weak facilitation of monosynaptic transmission with
an ampakine results in a greatly amplified response from the
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output stage of the trisynaptic intra-hippocampal circuit (Sirvio
et al., 1996). These observations accord with the broad idea that
facilitated transmission at one connection will lead to a greater
number of cells transmitting to the next. Repeated across many
stages, each responding to the ampakine, this will produce a
multiplier effect for drug action. This argument points to the con-
clusion that ampakine-type drugs will exert much greater effects
in the long chains of glutamatergic neurons that constitute cor-
tical networks than in the much simpler circuits found at lower
levels of the neuraxis. Why the multiplier effect doesn’t ultimately
result in abnormal discharges likely reflects the above mentioned
inhibitory interneurons whose influence on projection neurons
also grows with increasing glutamatergic drive, as seen in input /
output measurements in conventional hippocampal slice exper-
iments. Since inhibition generated by arrival of a glutamater-
gic input is di- (and multi-) synaptic, there is brief widow in
which network facilitation is operative. Sophisticated multi-scale
(biophysics, synapses, neurons, and connectivity) computational
work indicates the manner in which enhanced throughput can

produce useful effects in complex cortical circuits (Bouteiller
et al., 2011). However, the effects of increased EPSPs on network
responses to rhythmic or complex stimulation are a critical and as
yet unstudied issue.

Evidence for enhanced throughput has also been obtained
in studies using in vivo analyses of hippocampal projections to
frontal cortex (Baumbarger et al., 2001) and chronic record-
ings from the output stage of hippocampus (Hampson et al.,
1998b). The latter rat study showed that the number of cells
discharging during key steps in performing a complex task was
substantially increased by systemic treatment with an ampakine
(Figure 6). Given that the recording site was the terminus of the
primary intra-hippocampal circuit, one can reasonably assume
that the observed results reflected an augmentation of drug action
through a polysynaptic network similar to those described for
ampakines infused into hippocampal slices (Sirvio et al., 1996).
But the possibility that augmented excitatory drive on ascend-
ing biogenic amine systems, whether from the drugs or the
behavioral activity they produce, results in generalized increases

FIGURE 6 | Ampakine treatment increases neuronal activity in the

terminal stage of the intra-hippocampal network and this is

accompanied by supra-normal performance on a complex task. (A) Adult
rats were extensively trained in the delayed non-match to sample (DNMS)
task, illustrated here, wherein they were required to sequentially (i) press a
bar to receive a reward (sample phase; left) at which time a light appeared on
the opposite wall of the arena, (ii) move to the wall with the light during the
“delay phase” (top) and perform a nose poke for random intervals until the
light extinguished, and then (iii) return to the original side of the arena and
press the bar that had not been originally selected (non-match phase; right).
The level of success in executing the task reached asymptote after weeks of
training, after which the animals were separated into vehicle or drug treated
groups. Injections were given every other day. Animals given the ampakine
prior to individual training sessions showed a progressive increase in correct
responses over the next 2+ weeks of daily testing, ultimately reaching levels
far higher than the asymptotic level maintained by vehicle-only rats (not

shown; see Hampson et al., 1998b). (B) Chronic recordings from the same
hippocampal neuron collected during task performance prior to and after the
start of drug treatment. As shown, the ampakine dramatically increased the
firing rate most particularly after the initial response to the sample (blue
arrow) and in the delay phase leading up to the non-match choice (red arrow);
this pattern and ampakine-related change was typical of field CA1 cells. (C)

Plot shows the mean firing rate of all units recorded during the delay phase
expressed as a percent of the baseline firing rate (prior to ampakine
treatment): the progressive increase in firing rate in the experimental rats
paralleled the increase in successful trials in the same rats. Rats given vehicle
only (open circles) exhibited no change in cell firing or successful task
execution over the full period of testing. Note that the increased firing in the
drug group was still present on vehicle days (red dots), and indeed for the
week following cessation of treatment, an effect that is interpreted as being
due to facilitation of LTP-type plasticity on drug days. Adapted from Hampson
et al. (1998b).

Frontiers in Systems Neuroscience www.frontiersin.org May 2014 | Volume 8 | Article 90

282

http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive


Lynch et al. Cognition enhancement in normal subjects

in neuronal excitability cannot be excluded in these in vivo
studies.

FUNCTIONAL EFFECTS OF ENHANCED NETWORKS
There are relatively straightforward results showing the effects of
increasing throughput in cortical networks in simple experimen-
tal paradigms. For example, unilateral lesions of the nigro-striatal
projections result in a circling response to dopamine agonists;
ampakines significantly expand activation of the motor cortex
on the side of the lesion and this is associated with a suppres-
sion of rotations (Hess et al., 2003). Note that in this case circuits
are selectively brought into play that are directly germane to the
problem faced by the animal. The expectation of a more subtle
version of this effect under conditions in which cortex is perform-
ing complex calculations constitutes one basis for hypothesizing
that improved network throughput will result in acute enhance-
ment of cognition. It should be noted here that the development
of very fast algorithms for extracting core spatio-temporal activ-
ity patterns from multi-electrode recordings has made it possible
to insert, via stimulation at many sites, information rich patterns
to networks in behaving animals. These advances have opened
the way to experimental testing of fundamental, long-standing
assumptions about how cortical circuits process complex signals
from the environment. One recent study of this kind that is par-
ticularly germane to the present discussion showed that delivery
to CA1 of a “correct” pattern of activation predicted from CA3
recordings during the sample phase of a match to sample problem
markedly enhanced performance of monkeys on the subsequent
decision phase in difficult versions of the task (Hampson et al.,
2013). These dramatic findings encourage the idea that facilitat-
ing partial or “weak” network patterns can lead to pronounced
improvements in the ability of animals, including primates, to
deal with complexity.

As mentioned earlier, enhancement could take the form of
acceleration of cognitive activities, and thus allowing for more
computations in the same time frame, or expansion of networks
and potentially new types of operations. One route for testing
the latter possibility would be to overtrain animals to the point
at which optimal performance is fully established and then to
determine if network facilitation through enhanced transmission
allows the subject to go beyond normal limits. There is very little
work of this kind for ampakines or any other putative enhancer
but suggestive results have been described. The study noted above
in which ampakines expanded the hippocampal response during
learning (Figure 6) also found that overtrained rats significantly
improved their learning scores under the influence of the drug.
Remarkably, the animals then continued to perform at supra-
normal levels in the absence of the ampakine. Detailed analyses
showed that the animals shifted response strategies in a man-
ner that reduced proactive interference between trials (Hampson
et al., 1998a). In essence, the drugs opened the way to expanded
networks and the development of higher order rules that can-
not otherwise be acquired even with weeks of training. Another
example of going well beyond normal limits has been described
for monkeys performing a challenging delayed match-to-sample
problem (Porrino et al., 2005). The animals were trained to
asymptote to identify, as indicated by movement of a computer

cursor, a previously seen real world cue from a group of similar
objects. Performance on the task was increased dramatically with
ampakine pretreatment. Brain imaging studies then uncovered a
remarkable result: the ampakine intensified activity in frontal and
temporal cortices but also led to the engagement of a superior
parietal region, the precuneus, which was inactive during vehi-
cle trials. The precuneus is thought to be critical for envisioning
future actions by humans. In any case, these results in a primate
provide an example in which expansion of cortical networks is
associated with a lifting of limits on performance in a cognitively
demanding problem.

These few studies using overtrained animals, exciting though
the findings may be, are hardly sufficient to establish the general
point that increases in network throughput result in beyond nor-
mal performance on challenging problems. Experiments of this
type are not common because they involve major investments
in time and technology. And it will be noted that they focus on
problems that are sharply defined with regard to cues and appro-
priate responses. One can fairly ask if these conditions capture
the essence of cognition as a free flowing processing of the enor-
mous complexities generated by the exterior and interior worlds
of humans. This point is picked up in the following section.

FUTURE NEUROBIOLOGICAL STUDIES ON COGNITIVE ENHANCEMENT
A question running through this review, and alluded to imme-
diately above, concerns the extent to which we can consider
problem solving by animals as a fair descriptor of cognition. One
can hardly question the proposition that the analyses of different
computations performed by distinct frontal subfields in rats (e.g.,
credit assignment to particular serial actions, set shifting, focusing
of attention; Turner et al., 2004; Sugrue et al., 2005; Demeter and
Sarter, 2013) will provide deep insights into how humans resolve
real world issues. But here we encounter the problem of how to
define cognition and whether or not it can be understood in sim-
ple computational terms. To be specific, what might be needed are
studies testing whether putative enhancers improve the perfor-
mance of sophisticated (highly experienced) subjects dealing with
novel circumstances of great complexity and without the benefit
of external supervision. If nothing else, this would bring exper-
iments closer to the human condition and thereby help explain
why animal studies on cognition and memory have such a poor
record in predicting human outcomes.

Much of the present discussion centered on the proposition
that enhancing network throughput will have positive effects
on cognition (Figures 7A,B). It will be recognized that most
of the material presented in support of this idea dealt with
specific neuronal circuits or opportunistic discoveries of net-
work expansion. A more systematic, agnostic description of how
experimental compounds affect the vast number of forebrain
circuits is badly needed. This could be obtained using activity-
regulated immediate early gene expression to provide an index
of the recent history of neuronal firing. Such analyses would
provide a picture of the networks assembled to deal with com-
plex circumstances, surely an initial step toward a mechanism
based theory of cognitive operations, and add an informa-
tion rich step for the screening of experimental compounds.
There is also the possibility that network maps of drug effects
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FIGURE 7 | Mapping as an endpoint measure for evaluating the effects

of putative enhancers. Schematic illustration of a dorsal view of the left
side of a rodent brain, with an open outline of the olfactory bulb at top and
the cerebellum at bottom. Gray is for control subjects while green denotes
results obtained in the presence of an experimental treatment. (A–C)

Network Mapping. The figures describe the distribution of cells activated
during learning of a novel environment, as could be determined from maps
assembled from serial sections labeled for activation of Immediate-Early
Genes (see text). Combining this information with neuroanatomy (red lines)
would provide a picture of the extent to which known circuits were engaged
during learning. (A) Interaction with the environment increases the number
of cells firing (red dots) in three successive stages of a transcortical
network, resulting in output from the third stage. A fourth region that that is
weakly innervated by preceding network stages (dotted line) is not
engaged. (B) A compound that facilitates excitatory synaptic transmission
increases the number of neurons that respond to the input and thereby
reduces circuit-throughput time (< x ms) and generates a more robust
network output. (C) An additional possibility, supported by experimental
work, is that improved transmission adds regions to the network, resulting
in novel outputs (“out #2”). Potentially, the cortex in this instance would
gain new capabilities for dealing with complex problems. (D–F) Mapping of
encoding sites (engrams). Recent advances have made it possible to
identify synapses that are modified by recent learning. Mapping studies for
hippocampus strongly suggest that such effects are restricted to a small
number of sites in a multiple stage network (see text). (D) Under control
conditions, memory-related synaptic changes, such as LTP, are restricted to
stage #2 (yellow dots, asterisk) of one network engaged during learning.
(E) An enhancer could increase the number of neurons on which such
synaptic changes occur in regions in which they are normally found (double
asterisks). Such an effect is predicted to result in the formation of stronger
memory (e.g., more resistant to extinction). (F) Improved transmission
relating to an experimental treatment reduces the threshold for inducing
memory-related synaptic alterations such as LTP. It follows from this that
the manipulation could result in synaptic modifications in regions at which
they do not normally occur (multiple asterisks). This is predicted to produce
an elaborated, novel representation of the learned material.

would be predictive: measures of intensified activity within, or
expansion of, behaviorally engaged circuits (Figure 7C) should
lead to explicit hypotheses about the origins of psychological
changes.

Another type of mapping may also prove useful in future
searches for cognitive enhancers (Figures 7D–F). As noted,
changes in the numbers of individual synapses associated with
LTP-related actin regulatory proteins have been detected in hip-
pocampus following learning. Notably, the labeled synapses were
larger than their neighbors (Fedulov et al., 2007), an effect that
was also seen with LTP (Chen et al., 2007). Continuing advances
in the technology for identifying synapses engaged in plastic
changes that underlie learning have made it possible to plot the
distribution, across entire cross-sections of the hippocampus, of
subfields that reliably contain many such contacts. A first study
using the mapping method to plot synapses undergoing plastic-
ity following learning of a new environment detected only three
out of forty-two sampling zones within hippocampus that match
this description; imposing a response contingency that interfered
with free exploration eliminated the effect (Cox et al., 2014).
These results cannot be taken as indicating that learning related
synaptic adjustments only occur within these three sites; it is
entirely possible that such effects are present in many regions but
vary between subjects and/or are not numerically large enough
to be detected with current procedures. But the results strongly
suggest that encoding of one type of spatial information is not
homogeneously distributed but instead occurs at high levels in a
surprisingly small number of locations. In essence, they constitute
a first, albeit crude memory map that covers one septo-temporal
segment of the hippocampus.

Localizing memory has been a much discussed topic among
brain scientists since the early days of the last century; subsequent
attempts to map the distribution of encoding sites acquired an
evocative title: “The search for the engram” (Thompson et al.,
1976; Thompson and Krupa, 1994). Maps, or engrams, are of
evident importance to the development of neurobiological theo-
ries of how memories are recalled but they are also of potential
significance with regard to network events related to cognitive
enhancement. The discussion to this point has stressed the effects
of transiently facilitating network throughput but it is noteworthy
that certain of the manipulations suggested for this purpose, such
as increasing neurotrophic factor signaling, may also promote
stable changes in connectivity. But would such changes simply
increase the efficacy (e.g., throughput time) of extant circuits or
would they allow for the emergence of new and persistent net-
works? This distinction returns to the earlier consideration of
enhancement as reflecting faster processing or the introduction
of new capabilities. The technology for mapping the location of
learning-driven synaptic modifications may allow for neurobi-
ological, as opposed to purely behavioral, tests of the question:
does an experimental manipulation intensify the map (more
synapses with LTP-related changes at normal sites) vs. creating
additional regions with high numbers of modified connections
(Figures 7D–F).

In all, a futuristic combination of network mapping with
localization of synaptic changes could shift the evaluation of
putative enhancers from exclusively behavioral endpoints to
the presumed network substrates of cognitive operations. Such
a step would likely lead to the many advantages in problem
conceptualization historically associated with reductionism in
science.
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Public awareness of cognitive health is fairly recent compared to physical health. Growing
evidence suggests that cognitive training offers promise in augmenting cognitive brain
performance in normal and clinical populations. Targeting higher-order cognitive functions,
such as reasoning in particular, may promote generalized cognitive changes necessary for
supporting the complexities of daily life. This data-driven perspective highlights cognitive
and brain changes measured in randomized clinical trials that trained gist reasoning
strategies in populations ranging from teenagers to healthy older adults, individuals with
brain injury to those at-risk for Alzheimer’s disease. The evidence presented across studies
support the potential for Gist reasoning training to strengthen cognitive performance
in trained and untrained domains and to engage more efficient communication across
widespread neural networks that support higher-order cognition. The meaningful benefits
of Gist training provide compelling motivation to examine optimal dose for sustained
benefits as well as to explore additive benefits of meditation, physical exercise, and/or
improved sleep in future studies.

Keywords: cognitive training, gist reasoning, cognition, neural, brain plasticity

INTRODUCTION
Five decades of research have shown that the brain is modi-
fiable in the context of stimulating cognitive experiences and
in response to cognitive training (e.g., Bennett et al., 1964;
Schooler, 1984; Schooler et al., 1999). Cognitive training involves
guided practice on tasks targeting specific cognitive functions
(e.g., working memory, attention) or specific cognitive strate-
gies (Clare and Woods, 2004; Martin et al., 2011). In general,
evidence from most cognitive training studies reveal improve-
ments in performance, especially in cognitive functions directly
targeted by training (Nyberg et al., 2003; Dahlin et al., 2008; Jaeggi
et al., 2008; Valenzuela et al., 2008; Carlson et al., 2009; Zelinski,
2009; Anguera et al., 2013; Chapman et al., 2013). However,
much remains to be learned about the kinds of training pro-
grams that provide meaningful changes beyond the specific skills
trained. From a public health perspective, cognitive training will
be deemed useful if the training has generalized benefits and
builds cognitive capacities to support performance in day-to-day
tasks (Anand et al., 2011).

Concerted efforts are being directed toward exploring the
realities of augmenting cognitive performance. Memory train-
ing has been a key focus of cognitive training programs moti-
vated by extant evidence that declines in memory commonly
occur with normal aging and brain diseases/injuries (e.g., Papp
et al., 2009; Gates et al., 2011). Memory training mostly yields
short-term improvements in memory; however, benefits do not
generalize/transfer to other cognitive functions (Papp et al.,
2009; Valenzuela and Sachdev, 2009; Martin et al., 2011; Tardif

and Simard, 2011; Reijnders et al., 2012; Teixeira et al., 2012;
Thompson et al., 2013), nor do they produce long-term benefits
(Rebok et al., 2014). Emerging evidence suggests that reason-
ing training has widespread and lasting benefits that may guard
against and restore cognitive losses in aging and/or disease (Willis
et al., 2006; Anand et al., 2011; Chapman et al., 2013; Rebok
et al., 2014). For instance, in one of the largest randomized cogni-
tive training trials to date, i.e., the Advanced Cognitive Training
for Independent and Vital Elderly (ACTIVE) trial, participants
who underwent reasoning training (i.e., focused on solving prob-
lems related to serial patterns and sequences) showed less decline
in self-reported Independent Activities of Daily Living over a
10-year period compared to the memory training group (i.e.,
strategies to improve verbal episodic memory) (Rebok et al.,
2014).

A growing body of evidence suggests that advanced reasoning
engages gist-based processing (Reyna and Brainerd, 1995, 2011;
Reyna and Lloyd, 2006). In the current paper, we present a per-
spective on a particular type of reasoning training that targets
gist-based reasoning abilities. Gist reasoning is defined as the abil-
ity to synthesize and create abstract meanings from the literal
content/information, a skill essential for academic, occupational,
and functional competence. The primary objective of strategy-
driven Gist reasoning training is to improve the ability to abstract
generalized meanings from complex information and to incorpo-
rate these strategies into everyday tasks. Gist training is informed
by cognitive theories of discourse meaning structure (Van Dijk
et al., 1983) and information processing (Reyna and Brainerd,
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1995), specifically van Dijk and Kintsch’s macrostructure/global
meanings and Reyna and Brainerd’s gist representation. In this
perspective paper, we provide a general framework of Gist rea-
soning training and highlight converging findings from Gist rea-
soning training studies across adolescent and adult populations.
This novel strategy-based approach to cognitive training may
provide insights and future directions to guide testing and devel-
opment of training protocols that have ecological validity/real life
application.

GENERAL OVERVIEW OF COGNITIVE TRAINING PROTOCOLS
In the distinct studies summarized below, we examined the
potential for Gist reasoning training to improve cognitive perfor-
mance as compared to control protocol/s (active control/wait-list
control) (see Table 1) using a pseudo-randomized control design.
We present data from studies on two groups of adolescents
[i.e., typically developing eighth graders; youth with traumatic
brain injury (TBI)] and three adult populations (i.e., adults with
TBI, adults with early mild cognitive impairment, and cognitive
healthy adults). Overall, the length of the training period across
studies was short-term, ranging from 8 to 12 sessions delivered
over one to two months in 45 to 60 min. duration, with each
study protocol being identical for all participants within the trial.
When an active control protocol was used (Memory strategy or
New learning), it was comparable to the Gist reasoning training
in length, complexity, and active group discussion/engagement.

GIST REASONING TRAINING
The Gist reasoning training (also referred to as gist training)
is a strategy- rather than content-based program. The protocol
entails three core strategies: strategic attention, integrated rea-
soning, and innovation summarized in Table 1, delineated in a
training manual, and defined in more detail elsewhere (e.g.,
Gamino et al., 2010; Vas et al., 2011; Chapman et al., 2012;
Chapman and Mudar, 2013). The strategies facilitate cognitive
control and depth of encoding to facilitate knowledge acquisi-
tion and creation. The strategy instruction is hierarchical and
dynamically interdependent, with each strategy building on pre-
vious strategies, and involves practice that encourages integrating
all steps when tackling mental activities both inside and outside of
training.

EVIDENCE OF GAINS FROM GIST TRAINING vs. CONTROL
CONDITIONS
COGNITIVE TRAINING IN YOUTH (GAMINO ET AL., 2010; MOTES ET AL.,
2014; COOK ET AL., UNDER REVIEW)
Typically developing adolescents
In this study, middle-school students (8th graders) were ran-
domly assigned to one of three training protocols, either the Gist
reasoning, or one of two control groups, i.e., the Memory train-
ing or the New learning (Gamino et al., 2010). The trainings
were delivered over 9 class periods lasting 45 min over four weeks.
These students were from lower SES backgrounds (92% living in
poverty). The three groups were comparable in age, gender, mem-
ory, and cognitive abilities at baseline. Outcomes comparing pre-
to post- training performances were scored by researchers blinded
to individuals and group identity.

Table 1 | Brief description of experimental and control training

protocols.

Training Description

EXPERIMENTAL TRAINING

Gist Reasoning Training (Gamino
et al., 2010; Anand et al., 2011;
Vas et al., 2011; Chapman et al.,
2013; Mudar et al., 2013; Motes
et al., 2014; Cook et al., under
review)

Hierarchical Strategies
Strategic Attention: Consciously
blocking/inhibiting distractions and
irrelevant/less relevant information
Integrated Reasoning: Binding
explicit facts with world knowledge
to construct generalized/abstracted
meanings
Innovation: Deriving multiple
interpretations and generalized
applications beyond the concrete
content reflecting fluency and
fluidity of thinking

CONTROL TRAINING

Memory Strategy Training
(Gamino et al., 2010; Cook et al.,
under review)

Training of bottom-up memory
strategies: focus on encoding,
rehearsal, retrieval practice, cross
modality associations and
developing mnemonics

New Learning Training (Vas et al.,
2011; Mudar et al., 2013)
(Gamino et al., 2010)

New Learning about brain functions
and influences on cognition
Example topics covered: Brain
Structures and Functions; The
Neuron; Neuroplasticity and
Neurogenesis; Memory and the
Brain; Executive Functions of the
Brain; Effects of Sleep and Stress
on the Brain; Diet and Exercise and
the Brain; Social Bonds and the
Brain. This program was originally
developed at the Rotman Institute,
Canada and is referred to as Brain
health workshop (Binder et al.,
2008).

Wait-list controls (Chapman et al.,
2013; Motes et al., 2014)

No contact group

Results revealed that gist-trained students improved ability
to abstract novel meanings from lengthy classroom-type texts.
Additionally, these gist-trained students showed significant
improvement in memory for facts, a skill not targeted in training.
We found a significant relation between gains in ability to abstract
meanings and a real life school measure, the Texas Assessment of
Knowledge and Skills (TAKS) reading testing “Applying Critical
Thinking Skills.” In contrast, students in the Memory training
showed improvements only in memory for isolated facts with
no gains in abstracting meanings. The New learning group did
not show any significant gains. These findings suggest that gist
reasoning strategies may have a broader impact on learning
that improves deeper understanding of information encountered
beyond shallow learning of isolated facts.

In a subsequent study Motes et al. (2014) examined the effects
of Gist training on neural mechanisms related to inhibitory
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control using electroencephalograph (EEG). Participants in the
Gist training group vs. a Wait-list control group completed three
visual go/no-go tasks that involved varying levels of semantic
categorization (basic to more abstract superordinate categoriza-
tion) both before and after training or a comparable duration in
the case of the controls. The findings revealed that participants
in the Gist group showed significant improvement in inhibition
(i.e., ability to withhold behavioral responses on no-go trials)
following training unlike the control group across basic and
superordinate categorization tasks. Furthermore, those in the Gist
trained group showed EEG changes suggestive of improved pro-
cessing efficiency, as reflected by significant reduction in P3 no-go
amplitude post-training compared to pre-training. No such dif-
ferences were observed in the Wait-list controls. Overall, both
the behavioral findings and the electrophysiological data across
these two studies suggest that Gist training appears to enhance
inhibitory responses both at the behavioral and neural level in
typically developing middle school children. However, these find-
ings have to be further validated using additional procedures (e.g.,
positive and negative patterning) in future studies.

Adolescents with TBI
The benefits of Gist training vs. Memory training in adolescents
with TBI (ages 12–20 years) at chronic stages post injury (>6
months) was evaluated in a recent study (Cook et al., under
review). Participants received one-on-one training delivered in
eight sessions of 45 min duration over a four week period. The
text materials for the Memory training were largely the same
content as used in the Gist protocol. The findings revealed that
the Gist-trained group significantly improved in their ability
to abstract/synthesize meanings as compared to the Memory-
trained group. The Gist-trained group also showed enhanced
performance on cognitive measures for memory for facts,
working memory (Digit Span backwards and Letter-Number
Sequencing—WAIS III or WISC IV), and inhibition (Color Word
Interference—D-KEFS). None of these latter cognitive skills were
specifically targeted during training, suggesting spill-over effects
of the Gist training to untrained cognitive domains. The Memory
trained group’s performance on memory for facts approached
significance; however, results failed to show significant gains in
domains of abstracting meaning, working memory, inhibition, or
other cognitive areas.

Taken together, evidence from these three studies implicates
the potential to enhance cognitive performance in areas of cog-
nitive control in typically developing teens and teens with TBI,
beyond the traditional treatment phase of 3 months post injury.
Augmenting cognitive performance in normally developing pop-
ulations and individuals at chronic stages post brain injury
represents newer and promising areas of investigation.

ADULT COGNITIVE TRAINING TRIALS (ANAND ET AL., 2011; VAS ET AL.,
2011; CHAPMAN ET AL., 2013)
Adults with TBI
In a randomized trial, the effects of Gist-reasoning training were
compared to an active control training involving New learn-
ing in adults with TBI (ages 29–65 years) in chronic stages
post-injury (>one year) (Vas et al., 2011). The Gist-trained

group exhibited significant gains in abstracting meanings from
complex information as compared to the New learning train-
ing group. Moreover, the Gist-trained group showed signifi-
cant enhancement on measures of immediate memory (Digit
Span Forward—WAIS-III), executive functions of working mem-
ory (Letter Number-Sequence—WAIS III and Daneman and
Carpenter listening span) and cognitive switching (Color-Word
Interference task—D-KEFS), and non-verbal reasoning (Matrix
Reasoning—WAIS III). None of these latter cognitive processes
were specifically targeted during training, adding further evi-
dence of generalized benefits from Gist training. Furthermore,
this group reported significant improvement in daily life skills
(GOS-E, Functional Status Examination, Community Integration
Questionnaire), such as increased socialization (e.g., initiating
and planning activities with family and friends), higher levels of
life productivity (e.g., active job seeking, setting up interviews,
improved work efficiency and output), improved personal man-
agement (e.g., completing household responsibilities and house
upkeep) and better sense of overall well-being. These reported
real life gains from Gist training are not likely due to placebo
effects since both groups believed they were receiving the exper-
imental training. These training-related gains were maintained
at 6-month follow-up. Despite comparable levels of active and
engaged learning, the New Learning group failed to show signifi-
cant gains on any of the performance measures.

Adults with pre-clinical Alzheimer’s (Mild Cognitive Impairment)
This study compared immediate benefits of Gist training vs.
New learning on cognition in individuals with Mild Cognitive
Impairment (MCI) in a random assignment design (Mudar
et al., 2013). Groups were comparable in age, Mini-Mental State
Examination (MMSE) and episodic memory scores at baseline.
Both groups received 8 h of training over a period of 4 weeks.
We found differential cognitive gains between the two groups.
Significant improvement was observed in the Gist-trained group
on measures of abstract meaning, strategic attention, memory
(immediate and delayed recall Logical Memory subtest-WMS III)
and abstract verbal reasoning (Similarities-WAIS III). In con-
trast, participants in the New learning group showed significant
improvements in remembering facts on an experimental text
memory measure and on the Sorting test (D-KEFS). These find-
ings suggest that both trainings offered some benefit for those
with a progressive neurologic disease; however, Gist training
offered broader benefits. Given the lack of pharmacological treat-
ment options in slowing cognitive deterioration in pre-clinical
stages of dementia, one current focus is on identifying non-
pharmacological options (e.g., cognitive training) that can slow
the rate of cognitive deterioration. Although maintenance of gains
from Gist training needs to be studied in larger trials, even short-
term increases in cognitive performance offer a glimmer of hope.
Different doses and more frequent time intervals of cognitive
training needs to be examined to harness optimal benefits in
terms of maintaining cognitive capacity and slowing decline.

Cognitively healthy adults
The short-term effects of (i.e., 12 weeks of 1-h in-person
training/week + 2 h/week homework) Gist training on cogni-
tive and neural plasticity was examined in cognitively healthy
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FIGURE 1 | This figure illustrates the convergence of neural plasticity

findings in the cognitive training vs. control group across cerebral

blood flow, functional connectivity, and structural DTI changes

implicating functional brain changes more frequent and rapid than

structural plasticity comparing changes at T2 and T3 to baseline T1

measures. (A) Results of CBF voxel-based comparison superimposed on
an average CBF map of all participants for linear and quadratic interaction

contrasts. (B) The average functional connectivity maps (i.e., DMN and
CEN) of the cognitive training group are overlaid on their average
T1-weighted image. (C) Mean increase in fcMRI z-scores (left column) and
mean change in absolute CBF (right column) are shown for DMN and CEN
across time periods. (D) A representative participant’s uncinate fasciculus
(green) is overlaid on his fractional anisotropy map from DTI (Chapman
et al., 2013).

adults (55—75 years of age), well-screened to rule out early
dementia, as compared to a Wait-list control group (Chapman
et al., 2013). Individuals were assessed at baseline, at mid-
point and immediately post-training. The Gist-trained group
showed generalized cognitive gains consistent with an earlier pilot
study in healthy older adults in which participants improved in
cognitive switching (Trail Making Test Part B), concept abstrac-
tion (Similarities-WAIS III), and fluency (COWAT letter flu-
ency) (Anand et al., 2011). We examined changes in large-scale
brain networks in terms of brain blood flow (CBF) and func-
tional and structural connectivity, in addition to the relationship

between improved cognitive performance and brain changes.
Results revealed significant increases in global CBF (total brain)
as well as increased regional CBF measures as measured with
Arterial Spin Labeling in two distinct and major brain networks
tied to higher-order cognition, namely the Default Mode Network
(DMN) and the Central Executive Network (CEN). Specifically,
the DMN and CEN have been associated with top-down, cog-
nitive control processes (Bressler and Menon, 2010). We also
found corroborating patterns of increased functional connectiv-
ity in these very same major brain networks as the increased
CBF (Figure 1). Additionally, we found significantly increased
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structural connectivity as measured with diffusion tensor imag-
ing (DTI) in the left uncinate fasciculus—the white matter tract
that connects the middle temporal lobe to the superior medial
frontal gyri after 12 weeks of training. The finding of increased
white matter integrity in this select brain region perhaps sug-
gests that some degree of atrophy at the level of white matter
tracts in healthy aging may be reversible through Gist training.
The expansion of the uncinate is intriguing and perhaps suggests
that this pathway plays a role in synthesizing new learning—
linking the memory center (left middle temporal region) to a
brain region that is implicated in abstraction skills (e.g., the left
superior medial frontal gyrus).

Whereas a handful of studies have reported cognitive gains and
brain changes in response to cognitive training (Nyberg et al.,
2003; Boyke et al., 2008; Belleville et al., 2011; Rosen et al., 2011),
this study provided some of the first convergent findings across
multiple brain imaging platforms (CBF, connectivity, white mat-
ter) and cognition supporting the promise of strategy-based top-
down cognitive training to enhance brain integrity (Chapman
et al., 2013). We acknowledge these findings are preliminary
and should be interpreted with caution since the gist training
group was compared to a wait-list control group. Nonetheless, the
significant relation between brain changes and cognitive improve-
ment provides impetus that the brain gains from gist-training
may be possible and warrant further study with active controls.

CONCLUSIONS AND FUTURE OPPORTUNITIES
This synopsis of key findings across studies in normal and clini-
cal populations indicates Gist reasoning training has the potential
to improve cognitive performance beyond skills trained with the
likelihood of enhancing underlying neural systems, as well as
real life functional abilities. The significant improvements were
achieved after relatively short-term training periods. The gains
were documented in pseudo-randomly assigned trials comparing
the experimental Gist reasoning training to control groups using
objective measures.

We postulate that top-down strategy-based cognitive train-
ing may yield efficient and easily adoptable methods of mental
practice to achieve broad-based benefits. To guide future cog-
nitive training trials, we offer several explanations why Gist
reasoning training may augment higher-order executive func-
tions. First, gist reasoning takes advantage of the human brain’s
preferential bias toward understanding generalized/gist meanings
(Bartlett, 1932; Reyna, 1996; Gabrieli, 2004). Extant evidence
has demonstrated that while memory for details is lost fairly
quickly, memory for global/gist meanings is preserved when
delayed recall is examined, whether tested 30 min, one day or
even a week later (Bransford and Franks, 1971; Bransford et al.,
1972; Mandler and Rabinowitz, 1981; Reyna, 1996; Norman and
Schacter, 1997; Kahana and Wingfield, 2000; Gabrieli, 2004).
Second, gist reasoning requires an active process of meaning-
abstraction where the incoming details are integrated within
one’s repository of world knowledge by a conscious, controlled
manipulation of input into précised ideas (Johnson-Laird, 1983;
Van Dijk et al., 1983; Frederksen and Donin, 1991; Zwaan and
Radvansky, 1998; Chapman and Mudar, 2013). This integration
of incoming data with prior knowledge necessitates activation of

top-down processing with enhanced depth of encoding compared
to simple representation of literal input. Third, gist reasoning
is a practical skill that the majority of people from adolescence
to old age can implement and practice throughout their daily
normal mental activities (Lloyd and Reyna, 2009; Gamino et al.,
2010; Vas et al., 2011; Motes et al., 2014). Examples of gist
reasoning are meaning-creations illustrated by generating inter-
pretations, themes, take-home messages, synopses, or generalized
statements, to mention a few forms. Fourth, accruing evidence
suggests that such a top-down approach to processing engages
broad-based brain networks (Gazzaley et al., 2005; Chen et al.,
2006, 2011; Chapman et al., 2013). We propose that when the
neural activity of major brain networks is increased through com-
plex and meaningful cognitive activities involving gist reasoning,
the outcomes may be manifested at multiple levels of cognitive
performance and neural health.

Immense potential exists to augment cognitive performance
and enhance neural systems through top-down cognitive activity,
such as gist reasoning. Future research opportunities should com-
bine multiple approaches simultaneously from the growing arma-
mentaria shown to enhance cognitive performance and brain
functions to examine additive benefits. The current reported ben-
efits from Gist reasoning training motivate future trials where
the gist training protocol is combined with methods such as
short-term meditation (Tang et al., 2007), sensory processing
training (Mahncke et al., 2006), aerobic exercise (Kramer and
Erickson, 2007; Chapman et al., 2013), or protocols to improve
sleep (Nedergaard, 2013). Also critical is examining subjects’
motivational level as a factor. Expanded efforts to identify com-
binatorial protocols that strengthen cognitive performance and
recoup losses will be of major public health significance, with
the ultimate goal to more fully harness the brain’s capacity to be
strengthened in health, disease, and injury.
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Dyslexia is a multifactorial reading deficit that involves multiple brain systems. Among
other theories, it has been suggested that cerebellar dysfunction may be involved in
dyslexia. This theory has been supported by findings from anatomical and functional
imaging. A possible rationale for cerebellar involvement in dyslexia could lie in the
cerebellum’s role as an oscillator, producing synchronized activity within neuronal networks
including sensorimotor networks critical for reading. If these findings are causally
related to dyslexia, a training regimen that enhances cerebellar oscillatory activity
should improve reading performance. We examined the cognitive and neural effects
of Quadrato Motor Training (QMT), a structured sensorimotor training program that
involves sequencing of motor responses based on verbal commands. Twenty-two adult
Hebrew readers (12 dyslexics and 10 controls) were recruited for the study. Using
Magnetoencephalography (MEG), we measured changes in alpha power and coherence
following QMT in a within-subject design. Reading performance was assessed pre- and
post-training using a comprehensive battery of behavioral tests. Our results demonstrate
improved performance on a speeded reading task following one month of intensive QMT
in both the dyslexic and control groups. Dyslexic participants, but not controls, showed
significant increase in cerebellar oscillatory alpha power following training. In addition,
across both time points, inter-hemispheric alpha coherence was higher in the dyslexic
group compared to the control group. In conclusion, the current findings suggest that
the combination of motor and language training embedded in QMT increases cerebellar
oscillatory activity in dyslexics and improves reading performance. These results support
the hypothesis that the cerebellum plays a role in skilled reading, and begin to unravel
the underlying mechanisms that mediate cerebellar contribution in cognitive and neuronal
augmentation.

Keywords: dyslexia, MEG, motor training, cerebellum, alpha power, coherence, reading

INTRODUCTION
Reading is a basic ability necessary in every-day life. Failure to
acquire literacy early in the schooling years may have serious
consequences for an individual’s academic achievements, well-
being and employment prospects. Dyslexia, which is character-
ized by difficulties with accurate and fluent word recognition,
poor spelling and decoding abilities, is the most common learning
disability, with a prevalence rate of about 10% in school-age
children (Deffenbacher et al., 2004). Longitudinal studies further
indicate that dyslexia is a chronic condition that persists into
adulthood (Shaywitz et al., 2008).

Difficulties in learning to read are commonly thought to
derive from impaired phonemic representations and phonolog-
ical processing (Bradley and Bryant, 1983; Ramus, 2004). This
phonological deficit has been associated with aberrant cortical
responses and altered asymmetry of activity in frontal and tem-
poral language- and reading-related areas (Ramus, 2004; Dufor
et al., 2007; Gabrieli, 2009), as well as with structural and func-
tional abnormalities of the cerebellum (Pernet et al., 2009b).

The involvement of the cerebellum in higher cognitive
functions such as language was once a controversial issue
(Leiner et al., 1993; Rao et al., 2001). However, much evidence has
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been gathered in recent years to support this view. Initially, studies
in patients with cerebellar disease reported significant deficits
in verbal fluency (Akshoomoff et al., 1992; Appollonio et al.,
1993). Later, cerebellar involvement was found in other aspects
of language, such as phonological and semantic processing (for
reviews see Stoodley and Schmahmann, 2009; Stoodley and Stein,
2011). In addition, structural imaging demonstrated that lower
cerebellar declive volumes are associated with impaired reading
abilities, suggesting that the cerebellum may be a biomarker of
dyslexia (Pernet et al., 2009b). In fact, the cerebellar and frontal
differences between dyslexics and controls are the most consistent
(for reviews see Pernet et al., 2009a,b). For example, Eckert et al.
(2003) found that the volume of the right anterior lobe of the
cerebellum significantly distinguished dyslexic from control par-
ticipants, and was correlated with reading measured by a single-
word reading task.

According to broader theories, dyslexia is not limited to
phonological difficulties but encompasses a wide range of neu-
rodevelopmental deficits that can be traced back to the senso-
rimotor systems (Stein, 2001; Galaburda et al., 2006). It follows
that difficulties in phonological processing related to dyslexia are
secondary to impairments in basic sensory and motor processing.
Some posit an impairment at an early stage in which fast incoming
sensory information is processed in the magnocellular system
(Stein and Walsh, 1997), while others have suggested a fundamen-
tal deficit in the integration of rapidly successive transient signals
(Tallal et al., 1996) or in the detection of regularities in sound
sequences (Oganian and Ahissar, 2012). These approaches all put
forward the premise that sensorimotor alterations might be the
source of the core reading impairments observed in dyslexia.

Although the role of the motor system in dyslexia is still con-
troversial, it is by no means a novel proposal that dyslexia involves
a motor component. Already in the 1930’s, Orton observed abnor-
mal clumsiness in dyslexic children. He suggested that clumsy
children could have difficulties in learning complex body move-
ments as well as movements which are necessary for speech and
writing (Orton, 1937). Studies of dyslexic participants have found
impaired motor performance in a variety of tasks such as speed of
tapping, heel-toe placement, rapid successive finger opposition,
accuracy in copying, learning and execution of motor sequence
(Nicolson et al., 2001; De Kleine and Verwey, 2009). This body of
evidence supports the claims regarding the functional interactions
between motor control systems, language and reading (for reviews
see Hickok et al., 2011; Buckner, 2013).

The importance of cerebellar oscillatory function in neuro-
plasticity (Swinnen, 2002; De Zeeuw et al., 2011) and its role in
motor acquisition, such as bimanual skills (e.g., Andres et al.,
1999), have long been acknowledged in studies related to motor
learning. Since impaired motor skills were often observed in
dyslexics, some researchers attributed dyslexics’ cognitive and
motor deficiencies to abnormal development and functioning of
the cerebellum (Nicolson et al., 1999, 2001). These findings lead
to the claim that the role of the cerebellum is not limited to
regulating the rate, force, rhythm, and accuracy of movements,
but also the speed, capacity, consistency and appropriateness
of cognitive processes (Schmahmann, 2004; Hölzel et al., 2011;
Buckner, 2013).

Consequently, several training studies aimed to improve read-
ing through integrated sensory stimulation, incorporating visuo-
motor and vestibular home-based exercise program lasting 6
months (Reynolds et al., 2003; Reynolds and Nicolson, 2007).
In their study, the intervention group improved in a range of
motor skills, such as cerebellar/vestibular and eye movement
tests, as well as in the Dyslexia Screening Test, more than the
control group. Although the authors could only speculate about
the neural mechanisms underlying these motor and cognitive
improvements, they pointed to the involvement of cerebellar
function in mediating these behavioral changes. In order to
improve reading and spelling in dyslexia, other studies investi-
gated the effect of normalizing oscillatory activity on reading and
spelling using neurofeedback (Breteler et al., 2010). Following 10
weeks of neurofeedback training, the intervention group showed
improved spelling in contrast to the control group; however, no
improvement was found in reading performance in either group.
In addition, a significant increase in alpha coherence was found,
which was interpreted as an indication that attentional processes
account for the observed improvement in spelling, while no
correlation was found between the two measures. So far, the link
between training-induced changes in cerebellar alpha oscillatory
activity and reading skills remained unexplored.

In the current study, we explore the possible potential inter-
actions between sensorimotor and reading systems, and the role
of the cerebellum as a mediator between them. In a preliminary
attempt to understand the causal relationship between these
constructs and their role in dyslexia, we examined how reading
skills change as a result of a highly-structured form of sensori-
motor training. We applied Quadrato Motor Training (QMT), a
new sensorimotor whole-body training that involves following
a structured set of simple oral instructions, by stepping to the
instructed corner in a square. Recently, we demonstrated that
one session of QMT can improve cognitive function, including
creativity and spatial cognition, in comparison to two alternative
training regimens that did not combine motor and cognitive
aspects (Ben-Soussan et al., 2013, 2014). In the current study, the
QMT is applied for a period of one month, in order to test its
efficacy in inducing plasticity.

We have chosen magneto-encephalography (MEG) as the
main tool for assessing changes in brain activity, due to its
excellent resolution in the temporal domain, as well as its supe-
riority to EEG in terms of effective spatial resolution (Kanda
et al., 2000; Genow et al., 2004). In fact, it has been explicitly
argued that MEG could be an excellent tool for evaluating the
neural correlates of training-induced changes in dyslexia because
of its ability to localize the sources of the alpha activation in
parallel to the examination of long-distance alpha coherence
(Salmelin, 2007). Further theoretical motivation for this choice
is provided by the temporal sampling framework (TSF), which
has been recently proposed to connect the observed sensorimotor
deficits in dyslexia to temporal alterations in neuronal oscillations
(Goswami, 2011). We therefore set out to examine the effects
of QMT in a group of adult dyslexics and matched controls
using MEG alpha power and coherence as electrophysiological
dependent measures, as well as reading performance and verbal
fluency as cognitive measures.
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We hypothesized that dyslexics would show reduced alpha
power, altered alpha coherence and lower reading skills at baseline
in comparison to controls. We further hypothesized that QMT
would increase cerebellar alpha power due to the important
role of cerebellar alpha power in voluntary action (Tesche and
Karhu, 2000; Ivry et al., 2002). Increased cerebellar alpha power
would then serve to normalize alpha coherence (Basar et al.,
1997; Andres et al., 1999; Silberstein et al., 2003; Silberstein,
2006; Güntekin and Basar, 2010) and improve reading (Goswami,
2011). We therefore tested whether a 4-week period of daily
QMT would: (a) Enhance alpha power and normalize alpha
coherence in dyslexic adults; (b) Enhance reading performance.
Finally, we tested whether changes in alpha power and inter-
hemispheric alpha coherence would correlate with behavioral
changes in reading.

METHODS
PARTICIPANTS
Twenty-two native Hebrew speakers participated in the study: 12
dyslexic participants (5 females and 7 males; mean age = 30 (±6);
years of education = 15 (±1)) and 10 controls (7 females and
3 males; mean age = 27 (±5); years of education = 14(±2)).

We recruited volunteers who had been previously diagnosed
as dyslexic by a clinical or educational psychologist and had
a documented history of reading and spelling difficulties. We
excluded participants who were further diagnosed with comor-
bid disorders, including Attention Deficit Hyperactivity Disorder
(ADHD), Attention Deficit Disorder (ADD) and developmental
coordination disorder (Ramus et al., 2003). All participants pro-
vided written informed consent to take part in the study.

PROCEDURE
The study included three phases: pre-training assessment, QMT
training, and post-training assessment (See Figure 1). The pre-
training session (Day 1) included the following components in
this fixed order: (a) Cognitive testing (about 30 min, see Section
Cognitive Tasks below); (b) MEG measurements (about 15 min,
see Section MEG Data Acquisition below); and (c) QMT training
(about 7 min, see Section Quadrato Motor Training below).
Post-training assessment took place at the lab on Day 29, and
included the cognitive and MEG components as on Day 1 in the
same order using matched versions of the cognitive tasks (see
Section Cognitive Tasks). Due to technical problems, one dyslexic
participant did not complete the behavioral tasks; additionally,

FIGURE 1 | Study design and Quadrato Motor Training. (A) Experimental
protocol. MEG and behavioral measurements were conducted before and
after 4 weeks of QMT training (see text for details). Two different versions of
the cognitive tests were presented pre- and post-training in a

counterbalanced order. (B) The spatial layout of the training space. (C)
Practice setup. The trainee listens to recorded instructions and takes a step
towards the target point. Figure adapted from Ben-Soussan et al. (2014).
Quadrato Motor Training = QMT; Magnetoencephalography = MEG.
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the behavioral data for the post-training verbal fluency tasks was
incomplete for two dyslexic and one control participants. In those
cases where participants failed to complete certain behavioral
tests, their MEG measurements were still included in the analysis
of the MEG data in order to increase statistical power given the
small sample size.

QUADRATO MOTOR TRAINING
The participant stood in a quiet room at one corner of a 0.5
m × 0.5 m square and made movements in response to verbal
instructions given by an audio tape recording. Participants were
instructed to keep the eyes focused straight ahead and their
hands loose at the side of the body. They were also told to
immediately continue with the next instruction and not to stop
due to mistakes. At each corner, there are three possible directions
to move. The training thus consists of 12 possible movements
(Figure 1). The daily training consisted of a sequence of 69
commands, lasting 7 min. Two variables that were addressed in
other studies of motor learning are limb velocity and the decision
regarding the responding limb (Criscimagna-Hemminger et al.,
2002; Donchin et al., 2003). In order to control these parameters,
we used a movement-sequence paced at a rate of an average of
0.5 Hz (similar to a slow walking rate), and we instructed the
participants to begin all movements with the leg closest to the
center of the square. Starting on day 2, daily QMT sessions were
conducted by the participants at home. Home training lasted 27
consecutive days (from Day 2 to Day 28), and lasted 7 min each
day.

COGNITIVE TASKS
The cognitive tasks were performed before the MEG measure-
ment, and lasted for about 30 min. The order of tasks was fixed,
starting with the reading test, category-based fluency and then
letter-based fluency task. Each task had two different versions, and
each of these versions was assigned to the pre- or post-training
session in a counterbalanced manner across subjects.

Reading test
This test examines single-word reading speed and accuracy. A list
of forty five written Hebrew words of increasing difficulty was
presented and participants were asked to accurately read as many
words as possible from the list in 1 min. The level of difficulty
of the words was controlled in terms of word length and number
of syllables. In order to minimize learning effects from the pre-
test to the post-test, two non-overlapping word lists were created.
Each list was presented either before or after training, in a coun-
terbalanced manner. The two lists of 45 words were sampled from
a database of rated Hebrew words (Levy-Drori and Henik, 2006),
and were matched item-by-item for concreteness, availability of
context, familiarity, number of letters and number of syllables.
Since several participants from the control group finished the list
of words in less than 1 min, the final score represents the number
of words which were read correctly in the first 30 s.

Category-based fluency task
Participants were asked to say in 1 min as many words as possible
belonging to a given semantic category. Two semantic categories

were used alternately: (a) Animals; (b) Fruits and vegetables. One
category was presented in the pre-training session (Day 1) and
the other in the post-training session (Day 29), and the order
of the categories was counterbalanced across subjects. Fruits and
vegetables were treated as one category in order to avoid the
ambiguity between botanical definitions and common usage (as
in “avocado”). These categories were chosen because they have
comparable norms, and in order to avoid test-retest influence by
repeating the same category (Kavé, 2005).

Letter-based fluency task
Participants were asked to say in one minute as many words as
possible that start with a given letter. We used two Hebrew letters:
Bet (/b/) and Gimel (/g/). One letter served for pre-training
and the other for post-training, and the order of the categories
was counterbalanced across subjects. These letters were chosen
because they have comparable norms, and in order to avoid test-
retest influence by repeating the same letter (Kavé, 2005).

MEG DATA ACQUISITION
Power and coherence measures were collected using the MEG
at the beginning and at the end of the month, after perform-
ing the cognitive tasks. MEG recordings were conducted with a
whole-head 248-channel magnetometer array (4-D Neuroimag-
ing, Magnes 3600 WH) in a magnetically shielded room. Dur-
ing the Rest condition, the participants were asked to refrain
from moving and from falling asleep. In addition, the partici-
pants were asked to keep their eyes closed, in order to reduce
ocular artifacts in the measured signals and to facilitate the
localization of potential generator regions of the alpha resting–
state oscillations (Goldman et al., 2002). Data acquisition took
15 min. We also collected MEG data using two active tasks
which will be reported elsewhere. Before acquiring the data,
the head-shape of each subject was digitized. Reference coils
located approximately 30 cm above the head oriented by the x,
y and z axes were used to record environmental noise. Three
accelerometers, one for each axis, attached to the MEG gantry
were used to record building vibrations in order to remove
artifacts caused by them. The data were digitized at a sampling
rate of 1017.25 Hz, and a 0.1 to 400 Hz band-pass filter was used
online. The 50 Hz line power fluctuations were recorded directly
from the power-line in order to remove the artifact on the MEG
sensors.

PREPROCESSING MEG DATA
Power line, heartbeat, and vibration artifacts were removed auto-
matically (Tal and Abeles, 2013). The data were then divided into
1 s epochs. Muscle artifact was estimated by examining the abso-
lute value of all the MEG channels for every epoch, after applying
a 20 Hz high-pass filter. For each epoch, the mean absolute value
was computed. These values were then converted to z-scores,
and epochs with z-scores greater than 3 standard deviations were
rejected. Eye blinks were not considered as possible artifact for
the alpha power processing, because the participants had their
eyes closed and did not blink. Some eye movement artifact was
still present in the data, but this was in a lower frequency range
and was negligible in the alpha frequency range. Two of the 248
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channels were noisy (one of the channels registered a constant
zero value and the other exceeded 1 nanotesla); these channels
were therefore excluded from all sensor and source level analysis.
For left-right coherence computation, their homolog channels
were omitted as well.

SOURCE LOCALIZATION
Source localization was applied for the alpha (7–13 Hz) frequency
band. Synthetic Aperture Magnetometry (SAM) beamforming
(Robinson and Vrba, 1999) was used with multiple spheres for-
ward solution based on the digitized headshape. The neural activ-
ity was estimated for a grid of points covering the volume of the
brain with 5 mm intervals. The power of activity was calculated
for every grid point and for every epoch. Since raw beamforming
results are biased toward deep sources it was necessary to normal-
ize the images in order to keep the noise level equal throughout
the whole volume of the brain. For this purpose, a pseudo-z score
was calculated by averaging the power of every location, across
epochs, divided by its noise estimate. The noise estimate was
determined by the weights (the spatial filter). Deep sources gen-
erally have weights with higher values and are therefore noisier.
Dividing the power of activity by the square of the weight norm
can compensate for this bias (see Equation 3 in Sekihara et al.,
2004). The absolute value of the weights of a particular location
serves as a noise estimate. The resulting images represent the
increase of alpha compared to noise, without being biased to deep
sources. The pseudo-z value for each location was visualized as
the color of voxels in the resulting functional images. The images
were transformed to Talairach space by fitting a template MRI to
the individual headshapes using SPM8 (Friston et al., 2007) and
FieldTrip (Open Source Software for Advanced Analysis of MEG,
Oostenveld et al., 2011) packages used with Matlab® R2010b.
In order to control for multiple comparisons, a simulation was
applied using an Analysis of Functional NeuroImages (AFNI)
function (AlphaSim) which determines the probability to get
significant clusters of different sizes at random. According to the
simulation, at current parameters (given the template brain and
spatial resolution used), clusters of voxels with a p-value smaller
than 0.05 and exceeding one cubic cm (8 voxels) do not count as
random noise. We decided to be even more conservative and to
take only clusters containing more than 20 voxels at a threshold of
p < 0.005 (Bunge et al., 2001).

COHERENCE
The coherence between left and right sensors was computed using
FieldTrip. The data were first baseline-corrected by subtracting
the mean of every epoch from the MEG traces. Eighteen channels
located along the midline of the helmet were omitted from the
coherence analysis, because these channels are likely to present
with high coherence based on proximity, since spatially close
sensors are likely to pick up very similar activities (Lehnertz et al.,
2014).

Fourier transform was then computed using a spectral
smoothing box of 1 Hz (meaning that the 10 Hz bin includes
9 to 11 Hz oscillations). The frequencies per time window were
computed using a DPSS bell-shaped window. The resulting com-
plex spectrum was used to assess coherence between each channel

and its homolog. The coherence value of the 18 channels located
along the mid-line of the helmet was set to one, representing
perfect coherence between each channel and itself (the vertical
red line in Figure 4). The coherence was projected onto a two-
dimensional map of the sensor array, using the same left-right
coherence value for the left as well as the right sensor, thus
creating symmetrical maps of coherence. After the creation of
the maps, channels close to the midline were excluded from the
statistical analysis (in addition to the midline channels). This
step was necessary because channels near the midline had high
coherence values which did not represent cortical coherence, but
simply the fact that the activity of one brain region was measured
by two nearby channels. The channel pairs chosen were at least
11 cm apart in order to avoid “false coherence” resulting from
close channels that pick up the same source and covered the
lateral area of increased coherence (greater than 0.3; Figure 4).
This procedure resulted in 59 channel pairs for which left-right
coherence was statistically evaluated. Usually when studying inter-
hemispheric differences, coherence is computed for one artifact-
free channel for each region (e.g., from frontal, central, parietal,
and temporal regions) and is computed for channels located
in the corresponding regions of the two hemispheres (Osipova
et al., 2003; Kikuchi et al., 2011). In fact, the number of chosen
pairs is conventionally determined by apriori assumptions and
therefore restricted to particular regions of interest. However, due
to the exploratory nature of the current study, it was important to
expand the search across multiple sensors.

STATISTICAL ANALYSIS
Mixed design ANOVA was used to test the effects of QMT on
performance in the reading and verbal fluency tasks, with Train-
ing (pre-training, post-training) as a within-subject factor and
Group (dyslexic, control) as a between-subjects factor. Statisti-
cal parametric maps were produced from MEG data using the
AFNI package (Cox, 2012). Mixed design ANOVA was used to
test the effects of QMT on alpha activity, i.e., alpha power and
alpha coherence. Pearson correlation was used to test the associa-
tion between behavioral and neuronal changes. The correlation
threshold was p < 0.05. Post hoc comparisons were conducted
using t-tests.

RESULTS
COGNITIVE RESULTS
Reading task
Performance on the speeded reading task was entered into a 2
(Group) by 2 (Training) ANOVA. First, a significant main effect
for Group [F(1,19) = 7.80, p < 0.05] was observed, indicating that,
across both time points, the number of words correctly read by
the controls (M = 38.5, SD = 6.3) was higher than the number of
words correctly read by the dyslexic participants (M = 27.6, SD =
10.7). Secondly, the analysis yielded a main effect for Training
[F(1,19) = 6.89, p < 0.05], showing that QMT improved single-
word reading performance across both groups (see Figure 2).
Finally, the interaction between Training and Group was not
significant (p > 0.9).
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FIGURE 2 | Reading performance pre- and post-training. Number of
words read correctly (mean ± SEM) in 30 s, pre- and post-training in the
dyslexic (red) and control (blue) groups.

Verbal fluency
We conducted two separate analyses for the category-based and
letter-based fluency tasks using a 2 (Group) by 2 (Training)
ANOVA. No significant main effects or interactions were found,
for either the category-based or the letter-based fluency task. The
mean scores (i.e., number of words generated in 1 min) of the
control participants for the category-based or letter-based fluency
were similar to the norms (Kavé, 2005).

Based on previous studies demonstrating significant differ-
ences in phonological fluency between dyslexic and controls
(Rack et al., 1992; Reid et al., 2007), we conducted a planned com-
parison between the groups for letter-based fluency, separately for
pre- and post-QMT. While a marginally significant difference in
phonological fluency was found pre-training between the dyslexic
and control groups [t(19) = 2.08, p = 0.051], no such difference
was found following the training. In addition, no differences were
found between the groups in semantic fluency, neither before nor
after training. See Table 1.

MEG RESULTS
Between-group differences in cerebellar alpha power
We first examined the effect of QMT on alpha power using a
mixed design ANOVA, with Training as a within-subject factor
and Group (Dyslexia, Control) as a between-subjects factor, for
each voxel. The ANOVA revealed a significant Group × Training
interaction in a cluster in the right cerebellum. The center of
mass of this cluster was located in the right culmen (Talairach
coordinates (in mm): 12, −37, −22; F(1,20) = 13.3, p < 0.0025;
See Figure 3A). Before training, cerebellar alpha power was signif-
icantly lower in the dyslexic group compared to the control group
(t(20) = 3.88, p = 0.001). Following 4 weeks of daily QMT, cere-
bellar alpha power significantly increased in the dyslexic group
(t(11) = 3.08, p = 0.01) in contrast to the control group which
showed no significant change following training (see Figure 3B).

The ANOVA also revealed a significant Group × Training
interaction for three frontal clusters, located in the right superior
frontal gyrus (SFG) (Talairach coordinates in (mm): 23, 53, 17)
[F(1,20) = 16.08, p < 0.001], supplementary motor area (SMA)

Table 1 | Mean scores of letter-based and category-based fluency
tasks as a function group and training.

Letter Category

Pre Post Pre Post
Mean SD Mean SD Mean SD Mean SD

Dyslexic 8.7 2.4 9.0 1.9 23.9 5.2 24.9 4.3
Control 10.9 3.1 10.4 2.1 23.8 5.1 25.6 4.0

(Talairach coordinates in (mm): 13, 18, 42) [F(1,20) = 22.41, p <

0.001] and the left middle frontal gyrus (Talairach coordinates in
(mm): −27, 8, 57) [F(1,20) = 16.01, p < 0.001]. While there were
no significant differences between the groups in these areas prior
to training, the control group showed a significant decrease in
alpha power in the left medial frontal gyrus (MFG) (t(9) = 4.54,
p < 0.005), right SFG (t(9) = 3.73, p < 0.005) and SMA (t(9) =
3.69, p < 0.005) following 4 weeks of daily QMT. On the other
hand, the opposite pattern was observed in the dyslexic group in
which alpha power increased in the right SFG (t(11) = 2.66, p <

0.05).

Coherence
Inter-hemispheric alpha coherence was tested using a mixed
design 2-way ANOVA for each of the 59 channels, with Training
as within-subject factor and Group as between-subjects factor.
Across both time points, inter-hemispheric alpha coherence was
significantly higher in the dyslexic group compared to the control
group for five channel pairs (F(1,21) > 8.35, p < 0.01, uncorrected;
See Figure 4). No main effect for Training or interaction was
found.

Neuro-cognitive correlations
In order to study the possible associations between change in
alpha activity and change in reading performance, we calculated
Pearson correlations between behavioral and neuronal change
within each group. This analysis was motivated by previous
studies relating reading, cerebellar activity and alpha coherence
(Nicolson et al., 2001; Weiss and Mueller, 2003; Arns et al.,
2007). Change in speeded reading was calculated as the difference
between the number of words read correctly in 30 s before and
after training. Change in cerebellar alpha power was calculated
as the difference between pre- and post- training cerebellar alpha
power of the cluster which was found to have the significant
Group× Training interaction. Change in inter-hemispheric alpha
coherence was calculated as the difference between pre- and post-
training values of the bilateral temporal alpha coherence. No
significant correlation was found between change in cerebellar
alpha power and change in reading in the two groups. Yet, as
can be seen in Figure 5, change in temporal alpha coherence was
positively correlated with the change in reading score (r = 0.58,
p < 0.05, n = 11; uncorrected) in the dyslexic group but not
in the control group. Using the Fisher r-to-z transformation, we
calculated the z value to assess the significance of the difference
between two correlation coefficients. The results indicated a sig-
nificant difference between the two correlation values (z = 1.87,
p < 0.05).
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FIGURE 3 | Changes in alpha power. (A) and (B) demonstrate the significant
clusters resulting from the Group (dyslexics, controls) by Training (pre-training,
post-training) interaction. Voxels are colored by the F statistics, overlaid on
coronal (A) and sagittal (B) views. The statistical map is thresholded at p <

0.0025 in addition to a cluster size threshold of 20 voxels. The focus point
(green cross) is positioned in the right culmen (Talairach coordinate: 12, −37,
−22). (C) The bar graph shows alpha power as a function of Group and
Training (mean + SEM). * p = 0.01; ** p = 0.001.

FIGURE 4 | Alpha coherence in the dyslexic and control groups.
(A) Group differences in inter-hemispheric alpha coherence. The coherence
was higher over temporal channels in the dyslexic group compared with the
control group (* p < 0.01, uncorrected). (B) Temporal alpha coherence as a

function of Group and Training (mean + SEM), demonstrating significant
group differences between the dyslexic and control groups (* p < 0.01,
uncorrected), as well as a null effect of the training in the dyslexic group and a
trend toward an increase in alpha coherence in the control group.

DISCUSSION
Our results contribute two novel findings with regards to
the cerebellar involvement in dyslexia: First, we show that
cerebellar alpha activity prior to training is lower in dyslex-
ics compared to controls. Second, a 4-week training program
enhanced cerebellar alpha activity in dyslexics, but not in con-
trols. Two other important findings are reported here for the
first time: First, QMT over a period of 4 weeks improves read-
ing speed in adults, and second, the improvement in reading

performance is associated with increase in temporal alpha coher-
ence in the dyslexic group. Below, we discuss these results in
the context of different approaches to dyslexia and examine
the possible role of the cerebellum in this neurodevelopmental
disorder.

QMT ENHANCES PERFORMANCE IN A SPEEDED READING TASK
This study was inspired by the controversial body of research that
examines the connection between reading and the sensorimotor
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FIGURE 5 | Correlation between change in temporal alpha coherence
and change in reading performance in the dyslexic group. Change in
alpha coherence, calculated by the subtraction of pre- from post-training,
was positively correlated with the change in number of words read correctly
in 30 s (r = 0.58, p < 0.05).

systems (e.g., Flöel et al., 2003; Pulvermüller, 2005), in the context
of novel discoveries about the benefit of daily sensorimotor prac-
tice for cognition (Ben-Soussan et al., 2013). We found improved
reading skills in both groups as a result of 4-week QMT. Com-
monly, experimental studies attempt to enhance reading abilities
and phonological functions by providing a training program
for the target skill. Here we show that sensorimotor training
might be beneficial for improving reading skills even though
the practice relies on faculties that are not directly related to
reading. Indeed, the QMT is based on a series of motor responses
to verbal commands, which involve functions such as spatial
cognition and response inhibition (Ben-Soussan et al., 2014).
QMT-related improvement in the speeded reading task was found
using different stimulus lists at each time point (pre- and post-
training) and is thus considered to result from QMT and not
from test-retest effects. This finding is also in agreement with
previous results showing cognitive improvement in non-dyslexics
adults even following short term QMT (Ben-Soussan et al., 2013,
2014).

In addition to group differences in reading score measured
at baseline, a trend of a lower score in the phonological fluency
task was observed pre-training in dyslexics compared to controls.
This trend was not observed following 4 weeks of daily QMT,
suggesting that QMT helped in normalizing the performance on
this task. Again, the use of different categories at each time point
(pre- and post-training) provided support to the interpretation
that it is probably the QMT that normalized performance and
not the repetition of the task. In addition, no differences were
found between the groups in semantic fluency, neither before
nor after training. This supports the view that dyslexia is more
related to phonological than to semantic impairment (Leggio
et al., 2000).

QMT ENHANCES CEREBELLAR ALPHA POWER IN DYSLEXIC ADULTS
In line with our hypothesis, cerebellar alpha power was signifi-
cantly lower in the dyslexic group prior to training in comparison
to the control group (see Figure 3C). Importantly, following 4
weeks of daily QMT, we found that cerebellar alpha significantly
increased in the dyslexic group in the right culmen, a region
which has been previously reported to be related to language
processing (Luke et al., 2002; Pernet et al., 2009a,b; Rudner et al.,
2013). This finding may reflect the role of the cerebellum as a
general timing mechanism for both sensorimotor and cognitive
processes (Ivry, 1997; Tesche and Karhu, 2000; Ivry et al., 2002;
Tesche et al., 2007), such as the acquisition of sensorimotor
skills and response readiness (Martin et al., 2006). It might also
be linked to the critical involvement of the cerebellum in the
coordination of smooth movements, maintenance of balance and
posture, visually guided movements and motor learning (for
review see Manto et al., 2012), which are inherent components
of the QMT.

In addition to cerebellar changes, we found differences
between dyslexics and controls in frontal alpha activity following
4 weeks of daily QMT. While alpha power in the left MFG and
SMA significantly decreased in the control group, the dyslexic
group showed increased alpha power in right SFG. These regions
have been previously reported to be related to movement and lan-
guage processing (Binder et al., 1997; Eckert et al., 2003; Neumann
et al., 2004). Contrary to the dyslexics, the control group showed
a trend towards a reduction in cerebellar alpha power; however,
there was a notable increase of the control group’s dispersion
around the mean, which might account for the lack of statis-
tical significance of this effect. In line with previous findings
on motor practice, it is possible that the reduction of frontal
and cerebellar activity indicates that practice became simpler as
control of movement and coordination improve (Lacourse et al.,
2004).

Previous work based on one session of training reported
decreased frontal alpha activity in healthy young subjects (Ben-
Soussan et al., 2013). This decreased frontal activity was mostly
observed following simple motor training, indicating that changes
in these regions might be related to motor learning as well as
action observation and intention understanding (Exner et al.,
2002; Dapretto et al., 2005). These results are compatible with
Goldberg et al. (2006) who reported a complete segregation
between self-related and sensorimotor activity in relevant cortical
regions using functional neuroimaging. Their results showed that
frontal regions were functionally inactive during sensorimotor
tasks and active during self-engaged tasks. It is therefore possible
that reduced activity of frontal regions at rest in controls signifies
automaticity of sensorimotor components as a result of the repe-
tition of the same sequence of QMT for 4 weeks.

ALPHA COHERENCE IN DYSLEXIC ADULTS COMPARED TO CONTROLS
Alpha coherence is important for cognitive and sensory pro-
cessing (Weiss and Mueller, 2003; Ben-Soussan et al., 2013).
Previously, EEG studies revealed increased coherence in dyslexic
children, especially between temporal areas during rest (Shiota
et al., 2000; Arns et al., 2007). Contrary to prior results showing
increased inter-hemispheric alpha coherence following a single
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session of QMT (Ben-Soussan et al., 2013), in the current study
neither group showed a significant increase in alpha coherence
following one month of daily QMT. It should be noted that
the previous results were obtained using EEG and not MEG. In
fact, calculating connectivity from sensor level recordings is not
straightforward, as these recordings are highly dependent on the
effects of field spread. In other words, coherence measured by
MEG reflects fewer sources because the spatial scale of the MEG
sensors is smaller resulting in inflated estimates. Moreover, EEG
and MEG are different in their sensitivity to radial and tangential
dipoles (Srinivasan et al., 2007). This points to the necessity
to integrate different methods in the study of training-induced
plasticity.

Importantly, in the current study coherence analysis confirmed
increased inter-hemispheric alpha coherence in the dyslexic group
compared to the control group across time points. The increased
inter-hemispheric coherence, especially between the temporal
areas, may reflect the connection between left and right superior
temporal sulci, which are considered to be necessary for phono-
logical processing (Hickok and Poeppel, 2004). These findings
converge with independent data from diffusion imaging showing
that children with lower phonological and reading skills have
higher anisotropy in temporal-callosal fiber tracts (Ben-Shachar
et al., 2007; Dougherty et al., 2007).

Consequently, we propose that the increased coherence found
in the dyslexic group may reflect a compensation mechanism
(Roberts and Kraft, 1989; Arns et al., 2007). This suggestion
further accords with the view that both left and right posterior
superior temporal cortices are required for phonological pro-
cessing (Hickok and Poeppel, 2007). Indeed, earlier models of
dyslexia promoted the premise that complex cognitive functions,
such as the translation of graphic symbols into a phonemic
code, depend on component processes from both cerebral hemi-
spheres, and that at least some subtypes of dyslexia may be
due to abnormal inter-hemispheric communication (Gazzaniga,
1973; Gladstone and Best, 1985; Wolff et al., 1990). The asso-
ciation between change in coherence and reading performance
revealed a significant positive correlation only in the dyslexic
group, suggesting that the underlying mechanisms of improved
reading observed in this study are connected with increased
inter-hemispheric communication in the alpha range. Due to the
low power of the correlation analysis (N = 11) and the non-
significant effect of training on alpha coherence, this finding
should be treated as suggestive, and should be tested in future
larger MEG studies of developmental dyslexia. Nonetheless, the
positive correlation reveals that participants who showed higher
improvement of speeded reading also demonstrated increased
bilateral temporal alpha coherence, in addition to the general
increase in coherence observed in dyslexia. Some researchers
aimed at normalizing brain activity (and consequently ameliorat-
ing behavioral and cognitive deficits) in various developmental
disorders by suppressing hyper-connectivity (Pineda et al., 2012).
Similarly, in stroke rehabilitation, applying brain stimulation to
inhibit inappropriate activity of non-specialized areas has been
argued to offer an effective avenue of treatment (Naeser et al.,
2005). However, ameliorating cognitive deficits in developmental
disorders may not necessarily be achieved through suppressing

abnormal connectivity, because the observed hyper-connectivity
does not necessarily reflect a dysfunction (Arns et al., 2007).
Indeed, findings from neurofeedback training show that, contrary
to the expected effects, 6 months of training induced an increase
in alpha coherence, which might be related to improved attention
(Breteler et al., 2010).

TOWARDS A NEW APPROACH TO UNDERSTANDING AND TREATING
DYSLEXIA
Existing methods of treating dyslexia usually rely on phonetic and
reading materials which aim at dealing directly with the linguistic
impairments. Nevertheless, dyslexia, as well as other developmen-
tal disorders, should not be interpreted as being impairments in a
single cognitive process (Castles and Coltheart, 1993; Pernet et al.,
2009a). These cognitive impairments should rather be regarded
as the endpoint of an abnormal developmental process, reflecting
the interactions of multiple potentially deficient processes as well
as compensatory processes (Thomas and Karmiloff-Smith, 2002).
The current study attempted to investigate dyslexia-related dif-
ferences in specific regions, in inter-hemispheric coherence, and
in response to intervention. In this way, the differences between
groups in the training-induced electrophysiological effects may
provide further insight into the deficient and compensatory pro-
cesses that characterize dyslexia.

In line with our results, we suggest that both the deficient cere-
bellar alpha power and possibly compensatory alpha coherence
may be connected to the cerebellum’s role as a generator of alpha
activity, and that sensorimotor training may lead to cerebellar
plasticity which could eventually rebalance the system. In this
respect, altered cerebellar oscillatory activity may be the source
of the deficit in dyslexia since it could be viewed as a neural
system that mediates cortical communication (Andres et al., 1999;
Silberstein et al., 2003). Our preliminary findings also disclose
that sensorimotor training can be a practical intervention in
dyslexia because of its potential to facilitate cerebellar oscillatory
activity. Exploring how neuronal oscillation and cerebellar func-
tion change as a result of training may have valuable implications
for educational neuroscience.

LIMITATIONS
The current study is a preliminary attempt to examine empiri-
cally the question of system modulation, which is required for
improving reading in dyslexia. The main limitations of the current
study are the small sample size and the use of only one training
paradigm. The choice of QMT was made based on previous
studies in which it was demonstrated that cognitive changes,
namely increased creativity and improved spatial cognition, are
QMT specific, and are not observed in two control groups (Ben-
Soussan et al., 2013, 2014). In the future, a study on a larger
sample that includes several training regimes may extend the
current results. In future research, it would be important to
include a passive control group; in particular, a dyslexic passive
control group would ensure that any test-retest effects that were
controlled for with normal-readers and with the two differ-
ent versions of the tasks are not different in participants with
dyslexia.
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So far, EEG studies have generally avoided studying cerebellar
function because of the complex folding of the cerebellar cortex.
As for MEG, signals can be obtained from the cerebellum espe-
cially within the alpha range (Ivry, 2000; Park et al., 2011). How-
ever, source localization makes it difficult to distinguish between
signals arising in the cerebellar cortex and deep nuclei. Thus,
our results should be interpreted keeping these limitations in
mind. Regarding the coherence analysis, the statistical significance
was not corrected for 59 comparisons and should be therefore
evaluated with caution. However, since no previous study has
shown similar left-right coherence effects it was impossible for
us to focus on channels of interest and reduce the number of
multiple comparisons. The results we report here can therefore
be considered as exploratory, and should be confirmed in future
studies. We expect that future studies will utilize independent
imaging methods in order to examine the role of the cerebellum
in reading and dyslexia, and the impact of QMT on cerebellar
activity and connectivity.

CONCLUSIONS
The current MEG study is in line with previous studies sug-
gesting that dyslexia may be related to cerebellar dysfunction.
Four weeks of daily QMT enhances reading performance and
cerebellar alpha oscillations in dyslexic participants. In addi-
tion, improved reading performance in dyslexics correlates with
inter-hemispheric temporal alpha coherence. Our results sug-
gest that cerebellar impairment in dyslexia can be modulated
by sensorimotor training. Most importantly, the investigation
of training-induced effects on reading performance provides a
unique opportunity to gain insight into the relation between
behavioral and neuronal changes. A better understanding of the
functional coordination between cortical regions and the cere-
bellum would be necessary to pinpoint some of the underlying
sources of dyslexia and to create training paradigms for clini-
cal purposes. The current study provides an important step in
bringing together different approaches to study the sources and
treatment of dyslexia and the scientific value of sensorimotor
training.
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On one hand, intelligence testing is one of
the great successes of psychology (Hunt,
2011). Intelligence test scores predict many
real world phenomena and have many
well-validated practical uses (Gottfredson,
1997; Deary et al., 2010). Intelligence test
scores also correlate to structural and func-
tional brain parameters assessed with neu-
roimaging (Haier et al., 1988; Jung and
Haier, 2007; Deary et al., 2010; Penke et al.,
2012; Colom et al., 2013a) and to genes
(Posthuma et al., 2002; Hulshoff Pol et al.,
2006; Chiang et al., 2009, 2012; Stein et al.,
2012). On the other hand, intelligence test
scores are often misunderstood and can
be misused. This paper focuses on a basic
misunderstanding that permeates many of
the recent reports of increased intelligence
following short-term cognitive training.
Several of these reports have been pub-
lished in prominent journals and received
wide public attention (Jaeggi et al., 2008,
2011; Mackey et al., 2011).

The basic misunderstanding is assum-
ing that intelligence test scores are units of
measurement like inches or liters or grams.
They are not. Inches, liters and grams are
ratio scales where zero means zero and
100 units are twice 50 units. Intelligence
test scores estimate a construct using inter-
val scales and have meaning only rela-
tive to other people of the same age and
sex. People with high scores generally do
better on a broad range of mental abil-
ity tests, but someone with an IQ score
of 130 is not 30% smarter then some-
one with an IQ score of 100. A score of
130 puts the person in the highest 2% of
the population whereas a score of 100 is
at the 50th percentile. A change from an
IQ score from 100 to 103 is not the same
as a change from 133 to 136. This makes

simple interpretation of intelligence test
score changes impossible.

Most recent studies that have claimed
increases in intelligence after a cognitive
training intervention rely on comparing
an intelligence test score before the inter-
vention to a second score after the inter-
vention. If there is an average change
score increase for the training group that
is statistically significant (using a depen-
dent t-test or similar statistical test), this
is treated as evidence that intelligence has
increased. This reasoning is correct if one
is measuring ratio scales like inches, liters
or grams before and after some inter-
vention (assuming suitable and reliable
instruments like rulers to avoid erroneous
Cold Fusion-like conclusions that appar-
ently were based on faulty heat measure-
ment); it is not correct for intelligence test
scores on interval scales that only estimate
a relative rank order rather than measure
the construct of intelligence. Even though
the estimate has considerable predictive
value and correlates to brain and genetic
measures, it is not a measurement in the
same way we measure distance, liquid, or
weight even if individual change scores are
used in a pre-post design.

SAT scores, for example, are highly cor-
related to intelligence test scores (Frey and
Detterman, 2004). Imagine a student takes
the SATs when quite ill. The scores likely
are a bad estimate of the student’s abil-
ity. If the student retakes the test some-
time later when well, does an increase in
score mean the student’s intelligence has
increased, or that the newer score is now
just a better estimate? The same is true
for score changes following SAT prepara-
tory courses. Many colleges and univer-
sities allow applicants to submit multiple

SAT scores and the highest score typically
carries the most weight; there are many
spurious reasons for low scores but far
fewer for high scores. Change scores from
lowest to highest carry little if any weight.
By contrast, change in a person’s weight
after some intervention is unambiguous.

In studies of the effect of cognitive
training on intelligence, it is also impor-
tant to understand that all intelligence test
scores include a certain amount of impre-
cision or error. This is called the standard
error of measurement and can be quanti-
fied as an estimate of a “true” score based
on observed scores. The standard error of
measuring inches or liters is usually zero
assuming you have perfectly reliable, stan-
dard measurement devices. Intelligence
tests generally show high test-retest relia-
bility but they also have a standard error,
and the standard error is often larger for
higher scores than for lower scores. Any
intelligence test score change after an inter-
vention needs to be considered relative
to the standard error of the test. Studies
that use a single test to estimate intelli-
gence before and after an intervention are
using less reliable and more variable scores
(bigger standard errors) than studies that
combine scores from a battery of tests.

Change scores are never easy to inter-
pret and require sophisticated statistical
methods and research designs with appro-
priate control groups. If you try a training
intervention in individuals all of whom
have pre-intervention scores below the
population mean, for example, re-testing
with or without any intervention, may
result in higher scores due to the sta-
tistical phenomenon of regression to the
mean, or due to simple test practice, espe-
cially if equivalent alternative forms of
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the test are not used. Quasi-experimental
designs like post-test only with large sam-
ples and random assignment do not have
all the same interpretation difficulties as
pre-post designs. They have promise but
most reviewers are more inclined to value
pre-post changes. Latent variable tech-
niques also avoid many of the difficulties
of pre-post interval scale changes and they
have promise in large samples (Ferrer and
McArdle, 2010).

When change scores are used, it is
important to identify individual differ-
ences even within a group where the aver-
age change score statistically increases after
an intervention. Imagine a group of 100
students received cognitive training and
100 others received some control inter-
vention. The mean change score in the
training group may statistically show a
greater increase than the controls. How
many of the 100 individuals who received
the training actually show an increase? Do
they differ in any way from the individu-
als in the same group who do not show an
increase? Does item analysis show whether
increased scores are due more to easy test
items or hard ones? What about any indi-
viduals in the control group that show
change score increases as large as shown
in the training group? If all 200 partici-
pants ultimately get the same training, will
the rank order of individuals based on the
post-training score be any different than
the rank order based on the pre-training
scores? If not, what has been accom-
plished? Most studies do not report such
analyses, although newer training studies
are addressing issues of multiple measure
assessment of intelligence and individual
differences (Colom et al., 2013b; Jaeggi
et al., 2013). Burgaleta et al provide a good
example of showing IQ changes subject-
by-subject (Burgaleta et al., 2014).

Nonetheless, the main point is that
to make the most compelling argument
that intelligence increases after an inter-
vention, a ratio scale of intelligence is
required. None yet exists and meaning-
ful progress may require a new way of
defining intelligence based on measureable
brain or information processing variables.
For example, gray and white matter den-
sity in specific brain regions assessed by
imaging and expressed as a profile of stan-
dard scores based on a normative group
might substitute for intelligence test scores

(Haier, 2009). Work by Engle and col-
leagues suggests that working memory
capacity and perceptual speed are possible
ways to assess fluid intelligence (Broadway
and Engle, 2010; Redick et al., 2012)
based on a large body of research that
shows faster mental processing speed and
increased memory capacity are related to
higher intelligence.

Jensen has written extensively about
an evolution from psychometrics to men-
tal “chronometrics”—the use of response
time in milliseconds to measure infor-
mation processing in a standard way
(Jensen, 2006). He argued that the con-
struct of intelligence could be replaced
in favor of ratio scale measures of speed
of information processing assessed dur-
ing standardized cognitive tasks like the
Hick paradigm. Such measures, for exam-
ple, would help advance research about
the underlying neurophysiology of mental
speed and might lead to a more advanced
definition of intelligence. Jensen con-
cluded his book on chronometry with this
call to action: “. . . chronometry provides
the behavioral and brain sciences with
a universal absolute scale for obtaining
highly sensitive and frequently repeatable
measurements of an individual’s perfor-
mance on specially devised cognitive tasks.
Its time has come. Let’s get to work!”
(p. 246).

This is a formidable challenge and a
major priority for intelligence researchers.
Collaboration among psychometricians
and cognitive psychologists will be key.
There are now a number of studies that fail
to replicate the claims of increased intel-
ligence after short-term memory training
and various reasons are proposed (Colom
et al., 2013b; Harrison et al., 2013). Given
our narrow focus here, we note one failure
to replicate also assessed working memory
capacity and perceptual speed; no trans-
fer effects were found (Redick et al., 2013)
and there is reason to suggest that other
positive transfer studies may be erroneous
(Tidwell et al., 2013). For now, cognitive
training results are more inconsistent than
not, especially for putative intelligence
increases. Nonetheless, it is encouraging
that cognitive researchers are working on
these issues despite a pervasive indiffer-
ence or negativity to intelligence research
in Psychology in general and for many
funding agencies.

In the broader context, intelligence
includes more than one component.
However, the construct of interest usu-
ally is defined by psychometric methods
as a general factor common to all mental
abilities called the g-factor (Jensen, 1998).
Fluid intelligence, the focus of several cog-
nitive training studies, is one of several
broad intelligence factors and it is highly
correlated to g. The g-factor is estimated
by intelligence tests but it is not synony-
mous with IQ or any other test score;
some tests are more g-loaded than others.
As noted, a score on an intelligence test has
little meaning without comparing it to the
scores of other people. That is why all intel-
ligence tests require normative groups for
comparison and why norm groups need to
be updated periodically, as demonstrated
by the Flynn Effect of gradual genera-
tional increases in intelligence test scores;
although whether g shows the Flynn effect
is still unsettled (te Nijenhuis and van
der Flier, 2013). Psychometric estimations
of g and other intelligence factors have
generated strong empirical findings about
the nature of intelligence and individual
differences, mostly based on correlation
studies. These interval assessments, how-
ever, are not sufficient to take research to
the next step of experimental interventions
to increase intelligence.

Speaking about science, Carl Sagan
observed that extraordinary claims require
extraordinary evidence. So far, we do not
have it for claims about increasing intelli-
gence after cognitive training or, for that
matter, any other manipulation or treat-
ment, including early childhood educa-
tion. Small statistically significant changes
in test scores may be important observa-
tions about attention or memory or some
other elemental cognitive variable or a spe-
cific mental ability assessed with a ratio
scale like milliseconds, but they are not
sufficient proof that general intelligence
has changed. As in all branches of science,
progress depends on ever more sophis-
ticated measurement that drives more
precise definitions—think about the evo-
lution of definition for a “gene” or an
“atom”. Even with sophisticated interval-
based assessment techniques (Ferrer and
McArdle, 2010), until we have better mea-
sures, especially ratio scales, we need to
acknowledge the basic measurement prob-
lem and exercise abundant restraint when
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reporting putative intelligence increases or
decreases.

In the future, there may be strong
empirical rationales for spending large
sums of money on cognitive training or
other interventions aimed at improving
specific mental abilities or school achieve-
ment (in addition to the compelling
moral arguments to do so), but increas-
ing general intelligence is quite difficult to
demonstrate with current tests. Increasing
intelligence, however, is a worthy goal that
might be achieved by interventions based
on sophisticated neuroscience advances in
DNA analysis, neuroimaging, psychophar-
macology, and even direct brain stim-
ulation (Haier, 2009, 2013; Lozano and
Lipsman, 2013; Santarnecchi et al., 2013;
Legon et al., 2014). Developing equally
sophisticated ratio measurement of intel-
ligence must go hand-in-hand with devel-
oping promising interventions.
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N-back working memory (WM) tasks necessitate the maintenance and updating of
dynamic rehearsal sets during performance. The delayed matching-to-sample (dMTS)
task is another WM task, which in turn involves the encoding, maintenance, and retrieval
of stimulus representations in sequential order. Because both n-back and dMTS engage
WM function, we hypothesized that compared to a control task not taxing WM, training
on the n-back task would be associated with better performance on dMTS by virtue
of training a shared mental capacity. We tested this hypothesis by randomly assigning
subjects (N = 43) to train on either the n-back (including 2-back and 3-back levels) or
an active control task. Following training, dMTS was administered in the fMRI scanner.
The n-back group performed marginally better than the active control group on dMTS. In
addition, although the n-back group improved more on the less difficult 2-back level than
the more difficult 3-back level across training sessions, it was improvement on the 3-
back level that accounted for 21% of the variance in dMTS performance. For the control
group, improvement in training across sessions was unrelated to dMTS performance. At
the neural level, greater activation in the left inferior frontal gyrus, right posterior parietal
cortex, and the cerebellum distinguished the n-back group from the control group in the
maintenance phase of dMTS. Degree of improvement on the 3-back level across training
sessions was correlated with activation in right lateral prefrontal and motor cortices in
the maintenance phase of dMTS. Our results suggest that although n-back training is
more likely to improve performance in easier blocks, it is improvement in more difficult
blocks that is predictive of performance on a target task drawing on WM. In addition,
the extent to which training on a task can transfer to another task is likely due to the
engagement of shared cognitive capacities and underlying neural substrates—in this
case WM.

Keywords: working memory, n-back, cognitive training, delayed matching-to-sample, prefrontal cortex

Introduction

Working memory (WM) can be defined as “a multicomponent system for active maintenance of
information in the face of ongoing processing and/or distraction” (Conway et al., 2005, p. 770).
Recently, there has been great theoretical and applied interest in the prospects of WM training
for improving cognition. This interest stems from the possibility that improvements in WM
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performance as a function of training might be transferable
to other mental activities similarly drawing on WM capacity
(Klingberg, 2010; Morrison and Chein, 2011; Buschkuehl et al.,
2012). Although there is evidence to show that WM training
can produce improvements in verbal as well as visuospatial
WM, reliable evidence regarding far transfer to untrained tasks
is presently lacking (for review see Melby-Lervåg and Hulme,
2013).

An important factor that might affect transfer is the goodness-
of-fit between the specific capacity enhanced during training
and the cognitive requirements of the untrained activity. For
example, Harrison et al. (2013) showed that training on simple
and complex WM span tasks led to improved performance on
similar tasks (i.e., reading span and rotation span), despite the
use of material with different surface features. Thus, structural
and functional similarities between the trained and untrained
tasks (e.g., both necessitate the suppression of distractors) appear
to increase likelihood of transfer. The same conclusion can be
drawn from the study conducted by Dahlin et al. (2008) who
demonstrated transfer to a test of WM (i.e., letter memory) after
5 weeks of training in a specific aspect of WM—updating. The
control group did not receive any training or specific activity.
Importantly, using functional magnetic resonance imaging
(fMRI), the researchers were also able to determine that the
transfer effect was based on a joint training-related increase in
brain activation in the trained and target tasks in the striatum.
No transfer was observed to the Stroop task—a task that does
not involve updating, and does not typically engage the striatum.
Dahlin et al.’s (2008) results suggest that to obtain transfer, it is
necessary to train specific aspects of WM (e.g., updating) that
are functionally shared by the trained and target tasks. In turn,
likelihood of transfer is increased to the extent that training-
related changes in neural function occur in the same brain region
recruited in relation to the trained process (e.g., updating) in both
tasks.

Consistent with these process-specific findings, Salminen
et al. (2012) examined transfer effects from WM training
to executive functions. Importantly, they mapped particular
cognitive processes engaged by their WM training task (i.e.,
dual n-back) to four aspects of executive functions, and
measured transfer effects separately for each of those four
processes: updating, coordination of concurrent performance,
task switching, and attention. Their results demonstrated transfer
from WM training to all aspects of executive function except
coordination of concurrent performance, which the authors
attributed to a “lack of commonalities” between the trained and
target tasks (e.g., differences in the extent to which speeded
processing was necessary for optimal performance). Salminen
et al.’s (2012) results reinforce the notion that transfer effects
depend on specific cognitive processes shared by the WM
training and target tasks (see also Persson et al., 2007; Karbach
and Kray, 2009; Sprenger et al., 2013; Salminen et al., 2015).

Building on the idea that shared capacities increase the
likelihood of transfer of training, we conducted a study to test
the hypothesis that training on one WM task would be more
strongly associated with better performance on another WM
task than training on a task that does not tax WM function.

Our training task consisted of the n-back task—one of the most
commonly used tasks to assessWM performance in the cognitive
neuroscience literature (Kane and Engle, 2002). The n-back task
requires that participants decide, on a trial-by-trial basis, whether
a stimulus presented in the current trial matches a target stimulus
presented a specific number of trials earlier in the sequence. The
letter n denotes the specific number of trials that separate the
current trial from the target trial. This task necessitates both
maintenance and updating of dynamic rehearsal sets during
performance (Kane et al., 2007). In contrast, participants in the
active control group completed the 4-choice reaction time (RT)
task (Dollins et al., 1993), which consists of pressing one of four
buttons as quickly as possible when one of four target locations
on a screen is highlighted (each target being matched to a given
button). This task is not hypothesized to tax WM function.

Our target WM task consisted of the delayed matching-to-
sample (dMTS) task, a classic measure of short-term visual
WM from the animal learning and WM literatures (Miller
et al., 1996). dMTS involves the encoding, maintenance,
and retrieval of stimulus representations in sequential order
(see Figure 1). Specifically, during encoding participants
memorize the stimulus, during maintenance they maintain
the stimulus in WM, and during retrieval they press the
button corresponding to the stimulus that matches the stimulus
presented during encoding. Importantly, both n-back and
dMTS are considered to be WM tasks (Rottschy et al.,
2012), although as noted above they include different sub-
processes. An analysis of n-back and dMTS demonstrates that
both engage the maintenance function of WM. Specifically,
the n-back task necessitates that stimuli be maintained in
WM across presentations so that decisions (match vs. no
match) can be made. In turn, in dMTS a stimulus must
be maintained for specific delay durations in WM to enable
subsequent recognition among the available candidates. We
therefore hypothesized that training the maintenance function
of WM during n-back would confer an advantage to dMTS
performance by virtue of influencing its maintenance phase,
because that phase necessitates the maintenance of visual
representations in WM.

Importantly, n-back training could also impact the encoding
and/or retrieval phases of dMTS because both tasks likely share
those sub-processes beyond maintenance alone. For example,
although there are explicit and compartmentalized encoding
and maintenance phases within dMTS, the updating function
inherent in the n-back very likely requires the encoding of
memory representations as well as their retrieval for making
matching decisions.

In order to pinpoint the locus of transfer-related brain
activity, we used fMRI to determine the phase within dMTS
wherein activation would distinguish the experimental and
control groups. Specifically, if as hypothesized training on the
n-back task were to confer an advantage to dMTS performance by
virtue of improving the maintenance function within WM, then
one should observe a neural difference between the two groups
in the maintenance phase. Furthermore, the differences between
the two groups during the maintenance phase should be apparent
in regions known to underlie delay-period maintenance in
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FIGURE 1 | Trial structure of dMTS. dMTS, delayed Matching-to-Sample
Task. Participants completed 40 trials of identical structure. During encoding
participants memorized the stimulus. During maintenance participants
maintained the stimulus in working memory. During retrieval participants

pressed the button corresponding to the stimulus (left, right) that matched the
stimulus presented during encoding. The location (left, right) of the matching
stimulus was counterbalanced across trials. The ITI varied randomly between
4,000 and 6,000 ms. ITI, inter-trial interval. Arrow indicates direction of trial.

visualWM, including primarily the dorsolateral and ventrolateral
prefrontal cortex (PFC; BAs 9, 44, 45, and 47), the inferior parietal
lobule (BA 40) and adjacent parietal regions (see de Zubicaray
et al., 2001; Ranganath et al., 2004). Consistent with the idea
that training on the n-back could also be related to variation in
brain function in the encoding and retrieval phases of dMTS, we
also compared the effect of training (i.e., n-back vs. 4-choice RT)
within those two phases.

Materials and Methods

Participants
Our protocol was approved by Defence Research and
Development Canada’s Human Research Ethics Committee.
The 43 participants (35 males, eight females) were
neurologically healthy right-handed (Oldfield, 1971) volunteers
(M = 30.76 years, SD = 9.71) with normal or corrected-to-
normal vision. They were assigned randomly to the experimental
(N = 22) or active control group (N = 21). To ensure similar
expectations and motivations, participants were not informed
about the existence of the two training conditions, or our
hypotheses about the differential effects of training on outcome
measures of interest (see Boot et al., 2011). There was no
significant difference between the two groups in sex [χ2

(1) = 0.01, p = 0.94], age [t(36) = 0.33, p = 0.74], or fluid
intelligence [t(41) = 0.16, p = 0.87]—assessed by administering
the 18 even or odd items of Raven’s Advanced Progressive Matrices
(Raven et al., 1998) within a time limit of 10 min (see Jaeggi et al.,
2008).

Materials and Procedure
Cognitive Training
All participants completed three 20-min training sessions on
separate days, administered using the Cognitive Test Software
(Grushcow, 2008). Average lag time between successive sessions
was 1.21 days (SD = 0.55). Durations and frequencies in WM
training studies have varied greatly, ranging from a single 20-
min session to 20 h spread over 10 weeks (see Buschkuehl
et al., 2012, Table 1; Klingberg, 2010, Table 2). We focused
on a short and concentrated training regimen specifically
because we were interested in assessing its feasibility as an
intervention strategy in applied professional and educational
settings.

n-back
Participants in the experimental group completed the n-back
task. Each session consisted of four blocks—two blocks of 2-
back and two blocks of 3-back—administered in alternating order
and always starting with 2-back. The stimuli in our variant of
the n-back were letters. No vowels were used in the task, and
we only used a subset of consonants (X, G, H, K, P, Q, S,
and W). We did not control for interference lures. Each block
contained 150 trials. On 50 trials within each block the presented
letter matched the target letter presented two or three positions
earlier in the sequence (depending on the block), whereas on
the remaining 100 trials it did not. Each letter was presented for
500 ms. Inter-stimulus interval (ISI) was a blank screen presented
for 2500ms. Participants pressed the spacebar when they detected
a match.
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4-choice RT
Participants in the active control group completed the 4-choice
RT task (Dollins et al., 1993). On each trial of this task, one of
four adjacent locations on the computer screen was highlighted
randomly. Participants pressed one of four keys corresponding to
the highlighted location. We selected this task to control for task
engagement not involving a WM task. Participants completed
420 trials per session. Based on normative data collected in our
lab from the same population using the same task (Nakashima
et al., 2011), we expected accuracy to be at ceiling across the three
sessions.

dMTS
Participants completed the dMTS in the fMRI scanner 3.29 days
(SD = 1.11) after the last training session (see Figure 1).

fMRI Acquisition
A 3-Tesla MR scanner with an 8-channel head coil (Discovery
MR750, 22.0 software, GE Healthcare, Waukesha, WI,
USA) was used to acquire T1 anatomical volume images
(0.86 mm × 0.86 mm × 1.0 mm voxels). For functional imaging,
T2∗-weighted gradient echo spiral-in/out acquisitions were used
to produce 26 contiguous 5 mm thick axial slices [repetition
time (TR) = 2000 ms; echo time (TE) = 30 ms; flip angle
(FA) = 70◦; field of view (FOV) = 200 mm; 64× 64 matrix; voxel
dimensions = 3.1 mm × 3.1 mm × 5.0 mm], positioned to cover
the whole brain. The first five volumes were discarded to allow
for T1 equilibration effects. The number of volumes acquired
was 354.

fMRI Analysis
Data were analyzed using Statistical ParametricMapping (SPM8).
Head movement was less than 2 mm. All functional volumes
were spatially realigned to the first volume. A mean image
created from realigned volumes was spatially normalized to the
MNI EPI brain template using non-linear basis functions. The
derived spatial transformation was applied to the realigned T2∗
volumes, and spatially smoothed with an 8 mm full-width at
half-maximum isotropic Gaussian kernel. Time series across each
voxel were high-pass filtered with a cut-off of 128 s, using cosine
functions to remove section-specific low frequency drifts in the
BOLD signal. Condition effects at each voxel were estimated
according to the GLM and regionally specific effects compared
using linear contrasts. The BOLD signal was modeled as a box-
car, convolved with a canonical hemodynamic response function.

We applied a combination of voxel-height and cluster
extent correction for multiple comparisons using AlphaSim
(http://afni.nimh.nih.gov/pub/dist/doc/manual/AlphaSim.pdf)
incorporated in REST (Song et al., 2011). Whereas originally
AlphaSim was developed for use within the Analysis of
Functional Neuroimages (AFNI) software (Cox, 1996), REST
enables one to conduct the same analysis on a Windows platform
using SPM masks. AlphaSim takes into account the size of the
search space and the estimated smoothness, and using Monte
Carlo simulations generates probability estimates of a random
field of noise, producing a cluster of voxels of a given size for a
set of voxels passing a given voxel-wise p-value threshold. Using

a random-effects analysis, we report activations that survived
p < 0.05—corrected for multiple comparisons (FWE) within
the avg152T2.nii whole-brain mask from the SPM toolbox. The
real smoothness in the three directions was estimated from
the residuals (FWHMx = 11.699 mm, FWHMy = 11.869 mm,
FWHMz = 10.992 mm). Within our mask, the Monte Carlo
simulations determined that a FWE-corrected false-positive
probability of p < 0.05 was achieved using a voxel-wise threshold
of p < 0.005 combined with a spatial extent threshold of
249 voxels.

Results

Cognitive Training
For the experimental group we conducted a repeated-measures
ANOVA with session (1, 2, and 3) and level (2-back, 3-back)
as within-subjects variables. The key dependent variable was d′
(sensitivity; Stanislaw and Todorov, 1999; see Kane et al., 2007).
When d′ is positive (and high), participants are considered to
display good sensitivity, whereas when d′ is negative participants
are incorrectly judging matches as mismatches and vice versa. In
addition, we also investigated the effects of the two independent
variables on the criterion—defined as the value of the decision
variable deemed sufficiently high to determine that there is a
match. A liberal value for the criterion biases the participant
toward responding that there is a match, whereas a conservative
value biases the participant toward responding that there is no
match.

For the experimental group, there was a main effect
for session, demonstrating that d′ improved across sessions,
F(2,42) = 10.50, p < 0.001, η2

p = 0.33. Paired comparisons
demonstrated that compared to session 1, d′ was higher at
sessions 2 and 3. There was no difference between sessions 2 and
3 (p = 0.10). There was also a main effect for level, demonstrating
that d′ was greater on 2-back than 3-back, F(1,21) = 25.05,
p < 0.001, η2

p = 0.54. In addition, there was a session × level
interaction such that across three sessions d′ improved more
for 2-back than 3-back, F(2,42) = 5.90, p < 0.01, η2

p = 0.22
(Figure 2). In contrast, when we focused on the criterion as
the dependent variable, the effects of session, level and the
session × level interaction were not significant (all ps ≥ 0.99).

For the active control group we conducted an ANOVA with
session (1, 2, and 3) as the within-subjects variable, and accuracy
as the dependent variable. As predicted (see Nakashima et al.,
2011), performance was at ceiling across sessions 1 (M = 96.57%,
SD = 3.10), 2 (M = 95.93%, SD = 4.14), and 3 (M = 96.86%,
SD = 2.24), F(2,38) = 1.48, p = 0.25, η2

p = 0.07. We conducted
an additional ANOVA with session (1, 2, and 3) as the within-
subjects variable, and RT as the dependent variable. There was a
main effect such that RT decreased across the first (M = 0.45 s,
SD = 0.06), second (M = 0.42 s, SD = 0.05) and third sessions
(M = 0.41 s, SD= 0.05), F(2,38)= 15.13, p = < 0.001, η2

p = 0.44.

dMTS
The experimental group (M = 96.70%, SD = 4.72) performed
marginally better than the active control group (M = 93.81%,
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SD = 5.22) on dMTS, t(41) = 1.91, p = 0.06, Cohen’s
d = 0.58. To directly test whether performance on dMTS
would be a function of improvement in training on the n-back,
for the experimental group we computed a new variable that
was the difference in d′ between session 1 and session 3
(d′

difference = d′
session 3 − d′

session 1)—separately for 2-back and
3-back. Next, we regressed accuracy (%) in dMTS performance
onto d′

difference. The results demonstrated that degree of
improvement in 2-back was unrelated to dMTS performance,
β = 0.31, p = 0.16. In contrast, degree of improvement in 3-back
predicted variation in dMTS performance, β = 0.46, p = < 0.05.
This result demonstrates that the degree of improvement
in 3-back is a significant factor in dMTS performance. In
fact, improvement in 3-back performance during training
accounted for 21% of the variance in dMTS performance
(Figure 3A).

To determine whether the degree of improvement in 4-
choice RT was predictive of dMTS performance amongst
participants in the control group, we computed a new
variable that was the difference in RT between session 1 and
session 3 (RTdifference = RTsession 3 − RTsession 1). Next, we
regressed accuracy (%) in dMTS performance onto RTdifference.
Importantly, only 19 data points (rather than 21) were included
in this analysis because one participant failed to complete the
third session of training, and another data point was excluded
because it was an outlier—determined by its deviation from the
means of both distributions by approximately 3 SDs (seeWainer,
1976). Degree of improvement in RT was unrelated to dMTS
performance, β = −0.30, p = 0.21 (Figure 3B).

fMRI
Using an event-related design, we specified six regressors
corresponding to (1) encoding, (2) maintenance, (3) retrieval,
(4) ISI, (5) ITI, and (6) motor response. ISI and motor response
were modeled out of the analyses by assigning weights of 0 to
their corresponding regressors in all analyses. Table 1 lists the
regions activated in the encoding (−ITI), maintenance (−ITI),
and retrieval (−ITI) phases of dMTS across all participants. An
independent-samples t-test demonstrated greater activation in

FIGURE 2 | The effects of session and level on n-back performance
during training.

TABLE 1 | Coordinates for the observed activations in the encoding,
maintenance, and retrieval phases of delayed matching-to-sample task
(dMTS; vs. rest) across all participants.

Contrast Structure x y z T-score

Encoding−ITI Precuneus −16 −68 50 13.52

Precuneus 24 −68 46 11.89

Precentral gyrus −46 −6 46 12.27

Parahippocampus 38 −14 −30 4.90

Maintenance−ITI Precuneus −24 −64 50 13.25

Inferior parietal lobe −36 −44 40 12.81

Superior parietal lobe 12 −64 62 11.70

Retrieval−ITI Anterior insula 32 26 −2 11.52

Anterior insula −28 24 0 9.68

Cerebellum 0 −50 −36 5.87

The coordinates are reported in MNI space. All reported activation survived whole-
brain family-wise error (FWE) correction (p < 0.05) as implemented by AlphaSim in
REST (Song et al., 2011).

the n-back than active control group in the maintenance phase
in the left inferior frontal gyrus (IFG; T = 3.97, kE = 389,
x = −44, y = 22, z = 16), the right posterior parietal cortex
(PPC; T = 3.30, kE = 299, x = 32, y = −74, z = 36), and the
cerebellum (T = 3.56, kE = 277, x = −10, y = −68, z = −42;
Figure 4). Neither the reverse contrast nor the contrasts in either
direction involving the encoding or retrieval phase revealed any
significant difference between the two groups. In other words,
the difference in brain activation between the n-back and active
control groups was limited exclusively to the maintenance phase
of dMTS.

The analysis of our behavioral data had demonstrated that
improvement in 3-back performance during training accounted
for 21% of the variance in dMTS performance (Figure 3A).
To explore this effect at the neural level, we conducted three
separate regression analyses to see whether difference in d′ for
3-back (d′

difference = d′
session 3 − d′

session 1) would covary with
brain activation during (1) encoding, (2) maintenance, and (3)
retrieval. The results demonstrated that brain activation did not
covary in relation to d′

difference during encoding or retrieval. In
contrast, during the maintenance phase brain activation in right
lateral PFC (T = 3.68, kE = 260, x = 56, y = 16, z = 10) and
motor cortex (T = 3.78, kE = 421, x = 46, y = −22, z = 44)
covaried with d′

difference (Figure 5).
Although our behavioral data had demonstrated that for

the experimental group improvement in 2-back performance
was unrelated to dMTS performance, we nevertheless explored
this effect at the neural level. As with 3-back, we conducted
three separate regression analyses to see whether difference in
d′ for 2-back (d′

difference = d′
session 3 − d′

session 1) would covary
with brain activation during (1) encoding, (2) maintenance, and
(3) retrieval. Demonstrating a pattern similar to 3-back, brain
activation did not covary in relation to d′

difference during encoding
or retrieval. However, during the maintenance phase d′

difference
covaried with activation in a distributed network in the brain,
including three locations in right (T = 6.18, kE = 2164, x = 44,
y = 4, z = 28), left (T = 4.66, kE = 2161, x = −42, y = 2,
z = 16), and medial (T = 5.51, kE = 982, x = −8, y = 14, z = 52)
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FIGURE 3 | The relationship between degree of training-related improvement in (A) n-back and (B) 4-choice RT and dMTS performance. Whereas the
degree of training-related improvement in n-back predicted dMTS performance, degree of improvement in 4-choice RT did not (see text).

FIGURE 4 | Neural differences between experimental and control
conditions during the maintenance phase of dMTS. There was greater
activation in left IFG (A), right PPC (B), and cerebellum (C) in the experimental
than control group during maintenance. SPMs rendered into standard

stereotactic space and superimposed on to transverse (A), coronal (B), and
saggital (C) MRI in standard space. Bar represents the corresponding T-score.
dMTS, delayed Matching-to-Sample Task, IFG, inferior frontal gyrus, PPC,
posterior parietal cortex.

middle frontal gyrus (BA 6), left lateral PFC (T = 4.62, kE = 940,
x = −42, y = 24, z = 6), right superior parietal lobule (T = 5.06,
kE = 765, x = 36, y = −56, z = 54), right cingulate (T = 4.57,
kE = 358, x = 12, y = −10, z = 36), right extrastriate cortex
(T = 4.68, kE = 669, x= 36, y= −76, z = 20), and three locations
in left (T = 5.52, kE = 2059, x= −18, y= −74, z= −18;T = 4.60,
kE = 1263, x = −10, y = −50, z = −48) and right (T = 3.80,
kE = 504, x = 28, y = −54, z = −32) cerebellum (Figure 6).

Finally, although our behavioral data had demonstrated that
for the control group improvement in the 4-choice RT task was
unrelated to dMTS performance, we nevertheless explored this
effect at the neural level as well. Specifically, we conducted three
separate regression analyses to see whether difference in RT in
the 4-choice RT task (RTdifference = RTsession 3 − RTsession 1)
would covary with brain activation during (1) encoding,
(2) maintenance, and (3) retrieval. Our results demonstrated
that there was no relationship between brain activation and
RTdifference during encoding, maintenance or the retrieval
phase.

Discussion

The n-back group performed marginally better than the active
control group on dMTS, registering a medium effect size (Cohen,
1988). Importantly, although participants in the experimental
condition were more likely to exhibit improvement across the
three training sessions in the 2-back level than the 3-back level
(Figure 2), it was their degree of improvement in the 3-back level
that predicted variation in dMTS performance, accounting for
21% of the observed variance in dMTS performance (Figure 3A).
Critically, degree of improvement in the 4-choice RT task in the
control condition was unrelated to dMTS performance or its
neural correlates, despite the fact that both are visuospatial tasks.
These results demonstrate a dissociation between how training-
related improvement in a WM task vs. a non-WM task is related
to a target WM task. More specifically, they suggest that although
performance on relatively easier levels of n-back is more likely to
improve within three brief practice sessions, it is improvement
in the more difficult levels that is more likely to be positively
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FIGURE 5 | Relationship between training-related improvement in
3-back and brain activation in the maintenance phase of dMTS.
Activation in right lateral PFC and motor cortex covaried with degree of
training-related improvement in 3-back. SPM rendered into standard
stereotactic space and superimposed on saggital MRI in standard space. Bar
represents the corresponding T-score. dMTS, delayed Matching-to-Sample
Task.

FIGURE 6 | Relationship between training-related improvement in
2-back and brain activation in the maintenance phase of dMTS.
Activation in a distributed network including the superior parietal lobe and
middle frontal gyrus (left, right, medial) covaried with degree of training-related
improvement in 2-back. SPM rendered into standard stereotactic space and
superimposed on transverse MRI in standard space. Bar represents the
corresponding T-score. dMTS, delayed Matching-to-Sample Task.

related to performance on target tasks drawing on the same
capacity.

In addition, the neural difference between the two groups
was only apparent during the maintenance phase of dMTS,
and localized to the left IFG, right PPC and the cerebellum.
Sustained activation in the PFC has been related to maintenance
in memory (Fuster, 1991). Indeed, IFG activation has been
shown to be involved in the maintenance phase of the delayed
non-matching-to-sample task (de Zubicaray et al., 2001). This
is consistent with the involvement of the ventrolateral regions
of the left PFC in delay-period maintenance in visual WM
tasks (Ranganath et al., 2004). In addition, posterior parietal
regions have been shown to contribute to various aspects of
visual short-term mnemonic function including maintenance
(Munk et al., 2002) and active maintenance of information

in WM (Cohen et al., 1997). In fact, PPC activity has been
shown to predict individual differences in visual short-term
memory capacity (Todd and Marois, 2005; see also Todd and
Marois, 2004). Our neural results suggest that the effects of
n-back training on transfer-related brain function in dMTS
are likely to be observed in regions that underlie capacities
enhanced during training, and subsequently recruited by the
untrained task. Our behavioral task analysis had led us to believe
that n-back training would likely benefit dMTS performance
because both tasks tax the maintenance function in WM,
among others. Our neural results are generally consistent
with this idea, although further experimentation is needed
to determine that the regions distinguishing the two groups
during maintenance indeed underlie transfer from n-back
to dMTS.

Because training-related improvement in 3-back predicted
dMTS performance (Figure 3A), we explored this effect
at the neural level. Our results revealed that during the
maintenance phase of dMTS, brain activation in right
lateral PFC and motor cortex covaried with training-
related improvement in 3-back (Figure 5). This region of
the lateral PFC corresponds to Brodmann Area 44, and
has been shown to be involved in both the storage and
manipulation aspects of WM (see Wager and Smith, 2003).
Our results suggest that this region is sensitive to training-
related changes in relation to 3-back, and could be a region
shared by both the n-back and dMTS for maintenance
in WM.

In addition, although behaviourally training-related
improvement in 2-back was unrelated to dMTS performance,
our analyses of fMRI data demonstrated that during the
maintenance phase of dMTS brain activation in a distributed
network including the middle frontal gyrus, lateral PFC,
superior parietal lobule, cingulate, extrastriate cortex, and the
cerebellum covaried with training-related improvement in
2-back (Figure 6). Within this network, the frontal and parietal
regions represent well-established nodes in the fronto-parietal
WM network (Petrides, 2005; D‘Esposito, 2008). Although these
results demonstrate that brain activation during the maintenance
phase of dMTS was modulated by the degree of training-related
improvement in 2-back, care must be exercised in interpreting
this finding given the absence of a corresponding behavioral
effect (Figure 3B).

Limitations
Our results must be considered preliminary because our
study had a number of limitations. First, our design involved
randomly assigning participants to two treatment conditions,
and subsequently measuring differences between the two groups
on an outcome measure (i.e., dMTS) following training. As
such, our results are correlational, and we cannot draw
causal inferences. In addition, although the degree of training-
related improvement in 3-back predicted and accounted for
21% of the variance in dMTS performance (Figure 3A),
gain data alone cannot be used as evidence for inferring
transfer effects (Tidwell et al., 2014). Rather, there is reason
to further explore the possibility of a causal link between
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n-back training and performance on other WM tasks, including
dMTS.

Second, our active control condition was meant to control
for task engagement only—defined by identical frequency
and duration of training. Although in WM training studies
active control conditions are preferable to passive control
conditions (Shipstead et al., 2010), it would be better still
to include both types of control conditions in a given
design. Particularly desirable would be to use control
conditions that enable one to isolate specific components
of training that are believed to be related to transfer to
dMTS performance (e.g., updating, maintenance, etc.). The
present results lay the groundwork for implementing such a
design feature in future studies, perhaps comparing different
types of WM training that tax different aspects of WM
function.

Third, although the durations and frequencies of training
sessions in WM training studies have ranged greatly in the
past, ranging from one 20- or 30-min session to 20 h spread
over 10 weeks (see Buschkuehl et al., 2012, Table 1; Klingberg,
2010, Table 2), our WM training intervention was relatively
short and involved a non-adaptive WM task. Future studies
would benefit from implementing an adaptive WM task,
possibly administered in the context of more frequent training
sessions.

Fourth, it is likely that there was a ceiling effect associated
with our outcome measure (dMTS). In turn, this might have
made it more difficult to observe differences between the
two training conditions on this task, given that there was
less room for improvement. There are at least two ways to
increase the difficulty level on dMTS. First, on each trial we
used a stimulus consisting of a 4 × 4 matrix (Figure 1).
Doubling the matrix dimensions (i.e., 8 × 8) reduces average
accuracy rates to around 70% (Nakashima et al., 2011). Second,
whereas we used a fixed delay period, dMTS paradigms can
incorporate variable delay periods. This will enable one to
analyze differences in performance as a function of varying
delay periods. These modifications can be incorporated in future
studies.

Conclusion

Our results demonstrated that a group training on the n-back
task performed marginally better than an active control group
on dMTS. Although the n-back group improved more on 2-back
than 3-back across three training sessions, it was improvement in
3-back that predicted and accounted for 21% of the variance in
dMTS performance. There was no relationship between training-
related gains and dMTS performance in the control group. At the
neural level, the n-back group exhibited greater activation in the
left IFG, right PPC and the cerebellum during the maintenance
phase within dMTS. In addition, degree of improvement in 3-
back covaried with brain activation in the right lateral prefrontal
and motor cortices during the maintenance phase of dMTS,
as did the degree of improvement in 2-back and activation in
a distributed network including fronto-parietal WM nodes. In
contrast, in the control group no relationship was observed
between degree of improvement on the 4-choice RT task and
dMTS performance. Combined, our results suggest that n-back
training is more closely associated with dMTS performance than
training on a task that does not tax WM.
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Psychiatric disorders are often caused by partial heterogeneous disinhibition in cognitive
networks, controlling sequential and spatial working memory (SWM). Such dynamic
connectivity changes suggest that the normal relationship between the neuronal
components within the network deteriorates. As a result, competitive network dynamics
is qualitatively altered. This dynamics defines the robust recall of the sequential
information from memory and, thus, the SWM capacity. To understand pathological and
non-pathological bifurcations of the sequential memory dynamics, here we investigate
the model of recurrent inhibitory-excitatory networks with heterogeneous inhibition.
We consider the ensemble of units with all-to-all inhibitory connections, in which the
connection strengths are monotonically distributed at some interval. Based on computer
experiments and studying the Lyapunov exponents, we observed and analyzed the new
phenomenon—clustered sequential dynamics. The results are interpreted in the context
of the winnerless competition principle. Accordingly, clustered sequential dynamics is
represented in the phase space of the model by two weakly interacting quasi-attractors.
One of them is similar to the sequential heteroclinic chain—the regular image of SWM,
while the other is a quasi-chaotic attractor. Coexistence of these quasi-attractors means
that the recall of the normal information sequence is intermittently interrupted by episodes
with chaotic dynamics. We indicate potential dynamic ways for augmenting damaged
working memory and other cognitive functions.

Keywords: cognitive dynamics, memory disorders, inhibition, sequential intermittency, complex networks,

heteroclinic chimeras

1. INTRODUCTION
The human brain is a complex net of functionally interconnected
regions. Deeper understanding the dynamics of this network is
very useful for describing how brain activities transform to task-
dependent cognitive processes. This dynamical approach is pro-
viding new insights into abnormal brain organization in various
psychiatric and neurological disorders. Advances in this area stim-
ulate new discoveries on dynamical disorders related to network
connectivity, such as obsessive-compulsive disorder, schizophre-
nia, dementia, and drug dependence (Chambers et al., 2009;
Bystritsky et al., 2012; Hughes et al., 2013). Non-linear dynamical
models studying psychopathology must focus on understanding
how disturbances in the networks’ architecture contribute to cog-
nitive and affective dysfunctions. In particular, it is extremely
important to separate emergent dynamics into pathological
and non-pathological regimes concerning a specific cognitive
task.

As well known, cognitive human resources are finite
(Franconeri et al., 2013). When a person becomes sick or its
cognitive problem worsens, the performance degrades. There
are several possible mechanisms of cognitive resource limita-
tions discuss in the literature; for a review, see Emrich et al.
(2013). In this paper, we focus on sequential working memory
(SWM) capacity and discuss the instability mechanism related

to the length of the information items (chunks) sequence. SWM
is a dynamical cognitive network that enables and sustains a set
of sequentially ordered mental representations for further recall
and processing. The capacity of SWM is quite limited, i.e., it
is 5 ± 2 chunks of information at any time instant (Miller,
1956; Bick and Rabinovich, 2009; Rabinovich et al., 2014). The
contents of SWM are generally thought to be conscious. The
SWM cognitive network, as imaging experiments indicate, con-
sists of several brain modules distributed in different areas of
the frontal cortex, sensory cortical regions, hippocampus and
some others. These modules interact through the attentional pro-
cess (Postle, 2006), forming stimulus-dependent spatiotemporal
informational modes.

In excitatory-inhibitory cognitive networks that perform
SWM, these modes sequentially turn off/ turn on each other
according to winnerless competition (WLC) principle. As a result,
a stable time-ordered sequence of chunks is formed (Rabinovich
et al., 2014). In experiments, the sequence of such switching looks
like a chain of metastable states—each state corresponds to the
specific mode lasting for a finite time (Stopfer et al., 2003; Jones
et al., 2007; Bouchard et al., 2013). The mathematical image of
the sequence of metastable states is a stable heteroclinic channel
(SHC) in the phase space of the corresponding dynamical model
(Afraimovich et al., 2004a; Rabinovich et al., 2012b).
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If excitation is constant, cognitive inhibition plays a key role
in SWM dynamics and it is the origin of WLC. Cognitive inhi-
bition refers to the mind’s ability to tune out stimuli that are
irrelevant to the task/process at hand or to the mind’s current
state (Harnishfeger, 1995; MacLeod, 2007). Cognitive inhibition
is caused by several different interacting biological factors. The
first is the existence of inhibitory neurotransmitters, or chemicals
emitted by brain cells to both communicate and inhibit commu-
nication between each other. GABA is an inhibitory transmitter
that has been implicated in certain simple behavioral measures of
inhibition and the control of behavior in normal and pathological
cases; it has been identified in the cerebral cortex (Dempster and
Corkill, 1999). Given the cerebral cortex’s importance in many
brain functions such as memory and thought, the presence of
the inhibitory substance GABA supports the cognitive inhibition
processes that go on in this area of the brain. Cognitive inhibi-
tion is playing a key role in schizophrenia (Westerhausen et al.,
2011). The corresponding degradation of the sequence of infor-
mation items stability is analyzed in this paper. In particular, we
are interested in the dynamics of sequential switching in the case
of heterogeneity of the SWM network as a result of decreasing
cognitive inhibition.

For the description of the modes interaction in excitatory-
inhibitory cognitive networks, we use here the traditional model
of population dynamics and game theory—generalized Lotka-
Volterra equation for N interacting agents (Hofbauer and
Sigmund, 1998). In canonic form (see below) this model has
N metastable states that are represented in the phase space by
saddle fixed points on the axes corresponding to different agent-
variables. We consider the case of all-to-all inhibitory connections
between participants. Depending on the strengths of the anatom-
ical connections of the subnetworks - motifs or clusters that
are embedded in an original larger network can form. These
are anatomical motifs. Here we show that in heterogeneous net-
works one can observe the emergence of dynamical clusters, or
dynamical motifs in the phase space, which can be interpreted as
temporal unification of different groups of agents.

Cognitive functions, including working memory and atten-
tion, involve interconnected networks of brain regions. Recent
investigations indicated abnormalities in structural and func-
tional networks in the case of schizophrenia and other disorders,
such as depression, obsessive-compulsive disorder, and substance
abuse. These conditions are associated with deficits of GABA-
mediated synaptic transmission in the brain, when inhibitory
connections become weaker in frontal-subcortical neuronal net-
works (Tekin and Cummings, 2002; Lewis et al., 2005; Murray
et al., 2014a).

In contrast with GABA synaptic inhibition in neurophysiologi-
cal networks, the inhibition in cognition is a concept that is based
on behavioral and imaging experiments. In fact, it is a process
that has been postulated and modeled by kinetic equations for
the competitive cognitive modes (Rabinovich et al., 2012b). In the
framework of such models, it is possible to explain changes and
deteriorations in the cognitive performance in many domains of
psychological and psychiatric research. There are many areas of
psychology and cognitive science where the concept of inhibition
in global brain networks has been used successfully (Aron, 1982;

Constantinidis and Wang, 2004; Gorfein et al., 2007; Joorman
et al., 2007; Engelhart et al., 2008; Baumeister et al., 2014; Deco
et al., 2014).

Following previous studies, our results indicate potential
dynamical ways for augmenting damaged working memory
and other cognitive functions. Specifically, we hypothesize that
psychiatric and cognitive conditions will express substantial
changes in temporal dynamics during key cognitive functions.
Furthermore, if these models are successful it would be of great
interest to determine if manipulating the organization of the
feedback between fMRI time series of working memory (WM)
activity through repetitive transcranial stimulation targeting pre-
frontal cortex can modulate inhibitory WM network and thus
provide some control of the chaotic dynamics.

This paper focuses on the analysis of two related cognitive pro-
cesses, i.e., sequential working memory and attention sharing.
The analysis of the dynamics of corresponding functional global
networks with inhibitory heterogeneous connections between
cognitive modes (information items) revealed a new type of net-
work behavior, which is coined clustering dynamics. Clustering
dynamics is a sequential activity that includes ordered switch-
ing between a few information items, interrupted by intervals
with chaotic switching between some other ones. The mathemat-
ical image of such intermittent dynamics we named heteroclinic
chimera as an analog to chimeras observed in networks of phase
oscillators (see Omelchenko et al., 2013; Panaggio and Abram,
2014), inspired by neuroscience (Kozma, 1998; Henderson and
Robinson, 2011). The observed phenomenon leads to decreasing
capacity of the sequential working memory. Moreover, it causes
serious impediments in the process of attention sharing among
several objects.

2. RELATION TO OTHER MODELING STUDIES
In Loh et al. (2007), based on a statistical dynamical model
of integrate-and-fire neuronal network, the stability of attrac-
tor states in prefrontal cortical networks has been analyzed. The
authors showed that for the stability of network dynamics is
important to have a balance between excitation (NMDA con-
ductance) and inhibition (GABA conductance). In particular,
decreasing inhibition reduced the basins of cognitive attractors
and destabilized the cognitive task performance that models the
schizophrenia symptoms. The concept of excitation-inhibition
dynamical balance is supported also by other modeling (Murray
et al., 2014b), and experimental studies. In their nice work Murray
and coauthors have showed that with constant excitation disinhi-
bition increases random drift and decreases memory precision.

It is important to note that dynamical modeling of sequential
neural activities has a long history; for a review, see Rabinovich
et al. (2006). In particular, about 30 years ago, two seminal papers
have been published (Kleinfeld, 1986; Sompolinsky and Kanter,
1986), in which authors used the same idea, i.e., that sequential
patterns were generated by neural networks with time-delayed
connections. Recent work about robust sequential memory in
networks with controllable steady-state period is related to this
idea (Xia et al., 2009). Camperi and Wang (1998) analyzed visual
working memory models using networks with cellular bistabil-
ity. Szatmary and Izhikevich (2010) built a spike-timing network
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model of working memory using associative short-term synaptic
plasticity (STDP). Buonomano (2000) has trained a biophysical
network model of decoding temporal information using simi-
lar principles. In Seliger et al. (2003), the problem of recalling
temporal sequence was solved in the framework of WLC net-
works. Concluding this obviously incomplete list, we notice that
memory storage on short timescales can be maintained by neu-
ral activity that passed sequentially through a chain of network
states (Goldman, 2009). This mechanism reminds the informa-
tion propagation along heteroclinic channel in the phase space of
WLC network (Rabinovich et al., 2012a).

3. MATERIALS AND METHODS
3.1. DYNAMICAL PRINCIPLES OF COGNITION: THE SIMPLEST

CANONICAL MODEL
In order to build a non-linear dynamical model of sequential
working memory, attention, and other cognitive functions in nor-
mal and pathological conditions, we use the following ideas based
on brain imaging and behavioral experiments (see Rabinovich
et al., 2012b): (i) the equations of the model have to be written for
variables that represent the evolution of the temporal coherency
of the brain components, and must have solution which corre-
spond to metastable patterns (knowledge) in the brain; (ii) the
model must be based on winnerless competitive (WLC) dynam-
ics, a non-linear process of interaction of many informational
items or spatiotemporal modes, which guarantees sequential
switching between metastable states and potential robustness of
transient creativity dynamics; (iii) the model is an open dissipa-
tive system where inhibition is balanced by excitation; and (iv)
the dynamics of the model has to be sensitive to the changes in
memory and environment information.

In our study, we consider a kinetic equation, which can be
written as ẋi = xiF(x), where F(x) is a vector function and
x = (x1, . . . , xn). The Generalized Lotka Volterra (GLV) equa-
tion is a specific example of the kinetic equation. Thus, GLV
is a non-linear population model with a simple quadratic non-
linearity. Moreover, it is known that a system of non-linear
equations can be rewritten as system of GLV equations after
some suitable transformations (Hernandez-Bermejo et al., 1998).
Therefore, the “simple” Lotka Volterra equations can provide a
powerful tool for the description of the dynamics of complex
networks. Using this approach, one can write the model in the
simplest canonical form of Generalized Lotka-Volterra equations
(Rabinovich et al., 2006):

τ�

dR�

dt
= R�

(

γ� −
N

∑

k = 1

a�,kRk

)

, (1)

where R� is the level of activity of �-th mode , � = 1, . . . , N.
Information mode variable R� must be positive or equal to zero
for all �. N is the total number of modes describing the com-
ponents that interact to perform a specific cognitive task. Time
constants τ� are fixed for a given system �, while parameters a�,k

describe the inhibitory connections between mode � and k, while
a�,� = 1 for any �, and γ� is the strength of the stimulation of
mode �. It is important that, in general, the elements of this
matrix are controlled by cognitive tasks.

The dynamics of the cognitive network is extremely sensitive
to the diversity of inhibitory connections. In this work, we model
cognitive diseases through heterogeneous decrease of inhibitory
activity in the cortex.

It is very important to emphasize that the complexity of the
corresponding model is determined by the numbers of vari-
ables (agents) and the task dependent functional hierarchical
architecture of the cognitive networks (Rabinovich et al., 2014).
The individual dynamics of the agents is of secondary impor-
tance and it can be selected based on a suitably simple model.
While numerous models exist that explain various aspects of
cortical behavior, even simple, parsimonious GLV models (Bick
and Rabinovich, 2009; Rabinovich et al., 2010) can produce
intermittent chaotic behavior by a change in inhibitory weights,
which provide insights into dynamical behaviors that may mirror
pathological conditions.

3.2. LOTKA-VOLTERRA NETWORKS. GALLERY OF THE PHENOMENA
GLV model is very important and popular model for the analysis
of multi agent non-equilibrium dynamics in ecology, biochem-
istry, and neuroscience. There is a huge amount of publications
about GLV dynamics. Here we recall the main phenomena that
are described by this model, which have been observed over a wide
range of the control parameters.

If the connection matrix is symmetric the GLV model is a gra-
dient system and demonstrates monotonic dissipative dynamics
(Hirsch and Smith, 2005). In particular, one can observe mul-
tistability like in associative memory neural networks (Hopfeld,
1982; Cohen and Grossberg, 1983; Yi et al., 2003). In the case of
moderate inhibition, the typical regime is winner-share-all (Fukai
and Tanaka, 1997). Phase portrait of such stable regime of the
symmetric high-dimensional model Equation (1) is shown in
Figure 1A.

If the connection matrix is non-symmetric, the GLV model
dynamics is extremely rich. For N > 3 the dynamics of GLV
system can be chaotic (Arneodo et al., 1982; Takeuchi, 1996;
Varona et al., 2002; Rabinovich et al., 2012b). An example of
chaotic behavior in the GLV model with 6-modes is shown in
Figure 1B. Another example is the transient dynamics represent-
ing cognitive information processing such as attention switching
or sequential working memory stability (Bick and Rabinovich,
2009; Rabinovich et al., 2014); stable heteroclinic transients are
illustrated in Figure 1C.

The key issue for the present study is understanding the ori-
gin of the SHC instability in the framework of model Equation
(1) with heterogeneous connections. The results are important for
the description of sequential information processing; for a review,
see Rabinovich et al. (2012a).

3.3. STABILITY OF THE INFORMATION SEQUENCE. SADDLE VALUES
Robust transient dynamics is organized in the phase space typ-
ically as a chain of sequentially switching of metastable states—
saddle points. The mathematical image of such dynamics is a
stable heteroclinic channel—the vicinity of the chain of saddles
coupled sequentially by their unstable separatrices. The chain can
be finite, i.e., ending at the simple attractor (stable fixed point),
or it can be periodic, asymptotically reaching a heteroclinic cycle.
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FIGURE 1 | Illustration of various dynamical regimes of the

Lotka-Volterra system. (A) Example of a system when all trajectories
converge to one stable fixed point, illustrating the coexistence of 3 modes.
(B) Portrait of irregular switching in a 6-dimensional inhibitory LV network. 3D

projection of the phase portrait of the observed strange attractor Equation (1).
(C) Winnerless competitive dynamics of a network with random
non-symmetric connections; 3D projection is shown; see Huerta and
Rabinovich (2004).

Let Ai = (0, . . . , 0, γi, 0, . . . , 0) be an equilibrium point of the

system Equation (1), i = 1, . . . , N. If λ
(i)
1 , . . . , λ

(i)
N are eigenvalues

of the matrix of the system linearized at Ai, that are ordered as fol-

lows λ
(i)
1 > · · · ≥ Reλ(i)

ki
> 0 > Reλ(i)

ki+1 ≥ · · · ≥ Reλ(i)
N then Ai is

a saddle with ki-dimensional unstable manifold.
When the unstable manifolds of the saddles are one-

dimensional, i.e., ki = 1 for all i, the stability of a SHC depends on
the ratios of the compression of the phase volume to the stretch-
ing of it in the vicinity of the channel. These ratios are called

saddle values and they can be defined as νi = −Reλ(i)
2 /λ

(i)
1 . Thus,

if νi > 1, the saddle is called dissipative and the trajectories get
closer to the unstable manifold of the saddle after passing through
its neighborhood. The mechanism of the SHC emergence in dissi-
pative systems is the Winnerless Competition that can guarantee
the sequential switching of agents activity in networks with non-
symmetric inhibitory coupling (Rabinovich et al., 2006, 2012b;
Bick and Rabinovich, 2010).

The conditions of the existence and stability of the heteroclinic
contour with constant uniform stimulation strength γi = 1 for
any i are given in Afraimovich et al. (2004a). The conditions of
existence and stability of the heteroclinic sequence with differ-
ent values of γi were obtained in Afraimovich et al. (2004b). To
support the proposed interpretation of cognitive dynamics using
heteroclinic chimera, we provide detailed mathematical analysis
in the Appendix.

4. RESULTS
4.1. DEPENDENCE OF THE NETWORK DYNAMICS ON THE

DISTRIBUTION OF INHIBITORY CONNECTIONS STRENGTHS
In this work, a system of 6 LV Equations (1) is studied. Figure 2
illustrates the general structure of such system with all-to-all con-
nections among 6 modes shown in 6 different colors; external
inputs are marked by arrows pointing to each mode. We are able
to select the parameters of the model to guarantee the regime of
regular sequential working memory. In order to produce a system
having robust heteroclinic contour, the inhibitory connections are
chosen in two groups, i.e., with weights greater than one and
smaller than one, respectively, while the self-inhibition weights
are equal to one. Moreover, the weights in each of these subsets
have a limited spread, i.e., they are concentrated around a partic-
ular value. Also, the strength of the inhibition is growing when the
number of interacting modes increases; for details, see Bick and
Rabinovich (2010). In the pathological case of weakened inhibi-
tion, on the other hand, we may expect that the strength of some
inhibitory connections to approach zero.

4.2. DYNAMICAL CLUSTERING IN HETEROGENEOUS NETWORKS.
INTERMITTENT SEQUENCES AND HETEROCLINIC CHIMERA

To analyze in detail the case of reduced/intermediate strength of
coupling when quasi-periodic heteroclinic dynamics and chaos
co-exist in a mutually coupled system, we performed extensive
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FIGURE 2 | All-to-all inhibitory interactions between 6 modes

(information items) of the cognitive network; excitatory self

connections are not shown. Black arrows represent incoming signals.

simulations with various sets of parameters. Examples of the dis-
tribution of the inhibitory weights in the GLV system with 6
modes are given in Figure 3. Blue color illustrates connectivity
in a network producing normal SHC behavior, when the strong
weights correspond to two triangle motifs, while there is a group
of small weights describing weak connectivity between the motifs.
The degraded (pathological) case is shown in red and it has signif-
icantly reduced inhibitory connection values with respect to the
normal SHC case. The magnitudes of the weights are distributed
over a range of parameters; the dotted red line illustrates a simple
exponential fit for better visibility.

Takens’ theorem (Takens, 1981) can be used to reconstruct
high-dimensional attractors from the time series of a variable
using time-delayed coordinate embedding. Note that time delay
τ can be selected according to the given problem to produce a
suitable display of the phase portrait. For example, R1(t) and its
time-lagged copies R1(t − τ ) and R1(t − 2τ ) are used in Figure 4
to show the 3-dimensional phase portrait with time-lagged recon-
struction. The case of τ = 150 is used in this display; the direction
of the trajectory is illustrated by arrows. Figure 4A shows the case
of SHC corresponding to normal parameters. On the other hand,
the attractor produced by reduced strength of coupling parame-
ters given in Figure 4 reflecting pathological conditions is shown
in Figure 4B. Here a highly complex dynamics emerges resem-
bling the Roessler strange attractor with two wings (Kennel et al.,
1992). Specifically, the attractor in Figure 4B has a main wing
and a secondary wing. The main wing is shown by overlapping
red, orange, yellow, and green patches. There is a second wing,
which is less pronounced and approaches but does not quite reach
the blue and magenta dots. The secondary wing starts when the
trajectories exit the main wing shown as Exit in Figure 4B, and
later return to the main wing through the region shown as Enter.
Figure 4C depicts a more detailed view of the two-wing attractor
using more detailed computer simulations with about 105 time
steps.

FIGURE 3 | Distribution of the strengths of the inhibitory connections

in the GLV network with 6 participants. Blue: connectivity in a network
producing normal SHC behavior; the large weights represent two triangle
motifs with strong constant connectivity values, while there is a group of
small weights describing weak connectivity between the motifs. Red:
illustrates the pathological case with significantly reduced inhibitory
connections with respect to normal SHC case, which are distributed over
the parameter range; the dotted red line is a simple exponential fit shown
for better visibility.

Quantitative evaluation of the Lyapunov exponents confirms
the coexistence of heteroclinic cycles and chaos. Namely, we
have two positive Lyapunov exponents, one small negative
value close to zero, one small negative exponent, and two
large negative exponents. The exact Lyapunov exponent values
corresponding to parameters shown in Figure 3 are as follows:
λ1 = 0.0061 ± 0.0005, λ2 = 0.0008 ± 0.0001, λ3 = −0.0019 ±
0.0015, λ4 = −0.0127 ± 0.0019, λ5 = −0.6654 ± 0.0004, λ6 =
−1.4409 ± 0.0002. We explored a variety of systems close and
further away from the heteroclinic cycles. The above conclusions
have been confirmed, i.e., we have two positive Lyapunov
exponents, one close to zero, and the rest are negative. Our
results show that two different dynamic regimes coexist in a
single system of coupled agents with non-oscillatory intrinsic
dynamics, similarly to the chimera states described recently in the
literature (Abrams and Strogatz, 2004; Hagerstrom et al., 2012;
Omelchenko et al., 2012). Earlier manifestations of chimera states
have been in ensembles of phase oscillators. In our case of WLC,
however, we observe amplitude clusterization.

Dynamical clustering means the separation of the phase flow
into several qualitatively different components. In our example
we have two components, one includes quasi-heteroclinic reg-
ular trajectories, while the other is a transient chaotic set. We
named such complex image as heteroclinic chimera. We observe
that the network’s cooperative dynamics is dominated by the
weak interaction between just a few (in our case two) dynamical
sub-networks, although the monotonic heterogeneity of the con-
nection strengths between agents would allow more distributed
interaction dynamics.

We interpret this behavior as emergent granulation of the dis-
tributed dynamics into the interaction of just a few sub-networks.
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FIGURE 4 | Illustration of various dynamic regimes using 3-dimensional

phase portrait with time-lagged reconstruction of R1; (A) normal regime

with stable heteroclinic channel (SHC); (B) abnormal regime:

coexistence of SHC and quasi-chaotic attractor—heteroclinic chimera;

(C) abnormal regime: coexisting SHC and quasi-chaotic attractor for

longer time series with up to 105 points.

These sub-networks could be formed through the collaboration
between agents Ri, i = 1, . . . , 6 with the strongest mutual inter-
action between each others. We have tested this interpretation in
the case of weak interaction between two strongly interconnected
sub-networks, each with 3 modes (triangles). Our results indi-
cate that in the case of coupled triangles we have topologically the
same phase portrait of heteroclinic chimera as we observed in the
original system with distributed parameters. We pointed out ear-
lier, following Equation 1, that information mode variable Ri is
either positive or zero, which determines the differences between
the previously known phase chimera characterizing the dynam-
ics of the network of phase oscillators, and the new heteroclinic
chimera observed here in the case of the WLC processes. These
results point to the importance of conducting a rigorous analysis
in the case of weak inhibitory connections; details are given in the
Appendix.

Figure 5 is the schematic image of a SHC modeling normal
cognitive functions with sequential switching between various
memory items. The consecutive patterns are symbolized by circles
of different colors for simplicity. The appearance of the transient
chaotic dynamics is illustrated in Figure 6, when the sequence of
the patterns enters a valley, in which various colors are mixed
in a chaotic fashion. This is the model of abnormal cognitive
dynamics when the regular sequential memory dynamics breaks
down. After some period of time, however, the trajectory leaves

FIGURE 5 | Illustration of the trajectory in an SHC progressing through

the sequence of saddle points; different memory patterns are shown

in different colors, i.e., red, orange, yellow, green, blue, and violet.

the chaotic valley, e.g., through the orange unit, and it resumes
the regular sequential switching pattern.

Figure 7 illustrates heteroclinic chimera in a GLV network
with degraded inhibitor weights. This GLV network has 6 units,
from which two units are shown here, R1 and R2, respectively.
Figure 7A depicts variable R1(t), which exhibits SHC regime with
stable values over extended time periods. Figure 7B shows the
temporal evolution of variable R2(t), which has frequent irreg-
ular oscillations. The determined positive Lyapunov exponent
indicates the existence of chaos. The dynamics of all 6 vari-
ables Ri, i = 1, . . . , 6 of the abnormal system is summarized in
Figure 8 using a raster plot. A given variable is shown in the plot
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FIGURE 6 | Schematics of the trajectory of a pathological case of GLV

equations, when the initial sequence enters a chaotic valley after the

violet unit. The system stays in the valley for some time, but ultimately
escapes it and resumes the regular SHC switching, see exit at the orange
unit.

FIGURE 7 | Examples of time series illustrating heteroclinic chimera in

a GLV network with degraded inhibitor weights; the GLV network has

6 units, and two units are shown here. (A) Variable R1(t) exhibits SHC
regime with stable values over extended time periods; (B) Variable R2(t)
has frequent irregular oscillations; the determined positive Lyapunov
exponent indicates the existence of chaos.

if its amplitude exceeds a threshold value (of 0.1). Note the preser-
vation of sequential switching in the boxes marked by dashed
lines. While some of the variables apparently maintain stable het-
eroclinic trajectories, others exhibit intermittent oscillations and
chaos, as a manifestation of heteroclinic chimera dynamics.

5. DISCUSSION
This paper analyzes the role of the heterogeneity of inhibitory
connections in a cognitive network that models cognitive sequen-
tial information processing. The introduced model has been
applied for the description and prediction of many cognitive
processes like working memory, attention, and decision making.
Here we suggested a plausible dynamical mechanism to study the
deterioration of the working memory. Sequential order has been
destroyed as the result of pathological heterogeneous decrease of
some of the inhibitory connections. This mechanism is related
to a new dynamical phenomenon: dynamical clustering of infor-
mation items (cognitive modes) in networks with heterogeneous
inhibitory connections.

FIGURE 8 | Raster plot of intermittent sequences of the variables of the

GLV system in the case of heteroclinic chimera dynamics; the 6

variables are shown as R1, R2, R3, R4, R5, and R6, respectively. A given
variable is shown in the plot if its amplitude exceeds a threshold value; the
threshold used here is 0.1. Note the preservation of sequential switching in
the boxes marked by dashed lines.

The corresponding phenomenon is coined here “heteroclinic
chimera.” In the case of heteroclinic chimera, we observe the
coexistence of chaotic and heteroclinic cycle behavior, thus the
chimera property is expressed through sequential amplitude
coordination. An important distinction between the previously
described phase chimera and heteroclinic chimera is that phase
chimera represents phase dynamics and it does not relate to
the temporal sequence of items. The phenomenon of dynami-
cal clustering described in this work in the case of heterogeneous
inhibitory connections in model Equation 1 is robust. In Sokolov
et al. (2014) the dynamics of the model is studied in the presence
of multiplicative noise. It is shown that the noise does not change
the qualitative picture of the dynamics.

Studies focusing on the analysis of sequential non-linear brain
dynamics in the case of psychiatric disorders attract the interest
of medical doctors. Results exist related to anxiety and depression
(Bystritsky et al., 2014), and to obsessive-compulsive disorder
(Bystritsky et al., 2012; Schiepek et al., 2013). Some psychiatrists
anticipate that analysis of non-linear sequential dynamics will
lead to changes in cognitive behavioral therapies (Kronemyer and
Bystritsky, 2014).

There are several fMRI experiments that focused on the spa-
tiotemporal analysis of the representation of informational items
in short-time memory (Attout et al., 2014; D’Argembeau et al.,
2014, and references therein). In addition, some experiments
show the disruption of functional cortical networks in the case
of psychiatric disorders including schizophrenia (Baker et al.,
2014; Bittner et al., 2014). However, no comprehensive analysis
have been completed yet concerning the spatiotemporal dynam-
ics of functional cortical networks, in the case of patients with
schizophrenia who do not recall ordered information from SWM.
Together with our colleague Alan Simmons (UCSD Dept. of
Psychiatry), we plan to conduct such analyses and compare the
results with our predictions. In particular, we intend to measure
the voxels in functional time series in pathological conditions,
i.e., signal intensity vs. time activity in parietal and prefrontal
cortexes, to characterize the performance of SWM recall. The
modeling results are represented by the Ri(t) time series. The
mathematical image of the damaged SWM with heteroclinic
chimera is in fact an intermittent chaotic dynamical regime. There
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are several successful methods for controlling chaotic dynam-
ics; see, for example Sieber et al. (2014), which is a successful
approach to modulate the irregular activities by feedback.

Observations in neuroimaging studies were used to describe
the neural correlates of cognitive deficits in attention, working
memory and executive functions in patients with Huntington’s
disease (Montoya et al., 2006). The chaotic behavior of clustered
sequential dynamics can serve as a model of Huntington’s Chorea.

A related important cognitive problem involves abnormali-
ties in attention switching and focusing, which can be described
by the proposed dynamical model; see also Rabinovich et al.
(2013). Of the many clinical features of schizophrenia, distur-
bances in certain cognitive processes, such as impairments in
attention, memory and executive functions (that is, the ability
to plan, initiate, and regulate goal directed behavior), might rep-
resent the core features of the illness (Elvevag and Goldberg,
2000). There is increasing evidence indicating that such dis-
orders are related to decreasing level of inhibition in corti-
cal inhibitory circuits (Lewis et al., 2005). In recent studies,
schizophrenia patients has been tested to answer the question: are
they impaired relative to controls in sustaining attention, switch-
ing attention, or both (Smid et al., 2013). The results supported
the hypothesis that schizophrenia is associated with attention
switching, while the mechanisms of sustained attention remains
largely intact. Our results give a dynamical interpretation to these
observations.

If the GLV model suggested is successful in characterizing
the differences in temporal dynamics in normal and patholog-
ical samples then it would be of great interest in determining
if this could guide a potential intervention in these dynamics
to either mimic or ameliorate the core symptomologies of these
pathologies. We expect that it would be very promising to provide
feedback based on functional sequential cortical activity during
memory recall, i.e., the time series representing sequential switch-
ing between metastable states (Polyn et al., 2005; Norman et al.,
2006), by repetitive transcranial brain stimulation. This feedback
may involve either repetitive magnetic stimulation (Barr et al.,
2013) or ultrasound stimulation (Hameroff et al., 2013; Mueller
et al., 2014). Such feedback has to support the correct sequen-
tial switching between corresponding recalled information items
from SWM.

SHC is the mathematical image of regular sequential switching
of attention as it is postulated in Rabinovich et al. (2013). Regular
sequential switching between attention modalities is maintained
in our model at normal conditions. In the case of the pathological
inhibitory strength distribution (selective decrease of inhibitory
weights), the regular sequential switching of attention focus is
impaired. As a result, the sequential switching is intermittently
interrupted by periods of irregular/chaotic dynamics, and the
attention switching process becomes uncontrolled. Our model-
ing results are also in agreement with recent works (Colzato et al.,
2007; Tomasi et al., 2010) showing that chronic cocaine use is
associated with disrupted inhibitory connections in the brain. In
particular, findings in Tomasi et al. (2010) suggest that decreased
functional dopaminergic inhibitory connectivity of the midbrain
interferes with the activation and deactivation signals associated
with sustained attention in cocaine addicts.
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APPENDIX
Here the case of GLV with weak inhibitory connections are stud-
ied. For convenience, let us introduce the notation for foregoing
sub-networks S1 and S2, respectively. Both subsystems have 3
modes, S1 contains modes R1, R3, and R5, while S2 includes
R2, R4, and R6. We consider the case of weak, uniform connec-
tions between the two subsystems. Accordingly, κ1 and κ2 denote
the connection strength from S1 to S2 and from S2 to S1, respec-
tively. For the sake of simplicity, here we assume κ2 = 0 and we
study bifurcation only with respect to one parameter κ = κ1.
Note that the results of this section are readily extendable to the
case κ2 �= 0.

Based on the definition of subsystems S1 and S2, clearly two
independent stable heteroclinic cycles exist for κ1 = 0. Further, it
is expected that the two heteroclinic cycles are maintained for very
weak coupling 0 < κ << 1. Increasing κ in the small to inter-
mediate coupling levels, complex dynamics may emerge, such as
simultaneous presence of chaos and heteroclinic cycles. The upper
bound of this region is marked as κ∗. Finally, the cycles must
collapse if coupling exceeds a high threshold value (κ >> 1).

We start with the definition of several quantities, which allow
us to separate the whole domain of coupling parameter κ into
regions with different types of behavior. The threshold values are
expressed as follows: κ∗ = maxi{γi + 1/γi}, i = 1, . . . , 6, where γi

is the strength of stimulation of mode i (see Equation 1). Further,
let us characterize each equilibria. In the following considerations,
all indices are written with respect to (mod 6) and we use of
the following convention {i ∈ {0, . . . , n}|i = n ( mod n)} = n.
Let us define for each i = 1, . . . , 6 the corresponding set of two
numbers i = {(i ± 2) mod 6}.

Further notations are: k∗
odd = max{k1, k3, k5} and k∗

even =
max{k2, k4, k6}, and indexes defined as i∗odd = arg max{k∗

odd} and
i∗even = arg max{k∗

even}, where ki is defined by

ki = γ(i + 1)( − ∑

k∈i γkaki + γi
∏

k∈i aki)
∏

k∈i (γk − γiaki)
(2)

In the following considerations, we use quantities
k′ = max{ki∗odd−2, ki∗odd+2} and k" = max{ki∗even−2, ki∗even+2}. It

is easy to see that k′ and k" are larger than the other thresholds.

In the following description, we assume that k′ < k" unless it is
specified otherwise.

There exists a value of coupling parameter 0 < k0 << 1 such
that for κ ∈ (

0, k0
)

the coupled system exhibits two heteroclinic
cycles. For κ ∈ (ko, κ∗) various complex behaviors emerge, with
the possibility of co-existing chaotic attractor and heteroclinic
cycle. In the case of κ ∈ (κ∗, k′) the system converges to a fixed
point. For κ ∈ (k′, k"), a heteroclinic cycle in one system coex-
ists with zero fixed points in the other system. Finally, for κ >

k" the coupled system collapses. Thus, we have the following
regions

0 < ko < κ∗ < k′ ≤ k" < ∞. (3)

If k′ = k" then the conclusion still holds with the difference that
the behavior corresponding to values between k′ and k" does not
occur. The present results were derived based on the dissipative
property of the saddle point. In other words, the equilibrium
point attracts trajectories in its neighborhood if it is dissipative
point. However, if the dissipative property of the saddle point
changes, i.e., the saddle value is no more greater than one due
to the increase of κ , we may observe that the orbits move in direc-
tions away from equilibria. For this reason, when the coupling
parameter is large (κ > k′), the origin will attract the trajecto-
ries of one of the subsystems. Under this scenario, we have one
subsystem (i.e., S1 or S2) embedded in 6 dimension, and this sub-
system behaves as in the case κ = 0. In other words, considering
the phase space R

6 = R
3 ⊕ R

3, if one subsystem vanishes we deal
with the subspace where all coordinates of this subsystem are zero,
so the other subsystem behaves like in the case κ = 0.

In the case of κ ∈ (κ∗, k′), the central eigenspace of each equi-
libria stays the same. However, the number of stable non-leading
eigenvalues is increased to the maximum possible value, thus fixed
points appear. In the most challenging case when κ ∈ (k0, κ∗),
the equilibria which form the heteroclinic cycles have different
number of stable and unstable non-leading eigenvalues. This case
is possible due to the non-symmetry of the equations, which
describe the coupled system with mutual inhibition between its
subsystems. To put it simply, there is no symmetry group between
its subsystems coupling.
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Cognitive enhancement is perhaps one of the most intriguing and controversial
topics in neuroscience today. Currently, the main classes of drugs used as potential
cognitive enhancers include psychostimulants (methylphenidate (MPH), amphetamine),
but wakefulness-promoting agents (modafinil) and glutamate activators (ampakine) are
also frequently used. Pharmacologically, substances that enhance the components
of the memory/learning circuits—dopamine, glutamate (neuronal excitation), and/or
norepinephrine—stand to improve brain function in healthy individuals beyond their
baseline functioning. In particular, non-medical use of prescription stimulants such as
MPH and illicit use of psychostimulants for cognitive enhancement have seen a recent
rise among teens and young adults in schools and college campuses. However, this
enhancement likely comes with a neuronal, as well as ethical, cost. Altering glutamate
function via the use of psychostimulants may impair behavioral flexibility, leading to
the development and/or potentiation of addictive behaviors. Furthermore, dopamine and
norepinephrine do not display linear effects; instead, their modulation of cognitive and
neuronal function maps on an inverted-U curve. Healthy individuals run the risk of pushing
themselves beyond optimal levels into hyperdopaminergic and hypernoradrenergic states,
thus vitiating the very behaviors they are striving to improve. Finally, recent studies have
begun to highlight potential damaging effects of stimulant exposure in healthy juveniles.
This review explains how the main classes of cognitive enhancing drugs affect the learning
and memory circuits, and highlights the potential risks and concerns in healthy individuals,
particularly juveniles and adolescents. We emphasize the performance enhancement at
the potential cost of brain plasticity that is associated with the neural ramifications of
nootropic drugs in the healthy developing brain.

Keywords: methylphenidate, modafinil, ampakine, cognitive enhancement, synaptic plasticity, brain development

INTRODUCTION
Cognitive enhancement, and the ethical considerations that go
along with it, is one of the hottest current topics in the neuro-
science community. Humans have sought substances to improve
our cognitive function for centuries, from ancient civilizations
using hallucinogens in an attempt to raise their consciousness
to commune with their gods, to the rise of coffee, to the more
recent development of drugs such as stimulants and glutamate
activators. Some might argue, therefore, that seeking to improve
ourselves is a human trait, and therefore cognitive enhancement is
nothing more than our application of new scientific approaches to
meet our age-old desire for self-improvement and development.
However, others argue that artificially enhancing one’s cogni-
tive abilities is unfair and gives an unbeatable advantage to the
richer populations who will have more ready access to the drugs
(Butcher, 2003; Cakic, 2009). The issue of cognitive enhancement
has even been likened to the steroid debate in sports (Cakic, 2009).

There are many comprehensive reviews and articles published on
the ethical concerns of cognitive enhancement; however, literature
on the safety of consuming these drugs in youth is starkly lack-
ing despite the significant increase in teen misuse and abuse of
stimulants reported in a recent national study (Goldberg, 2013).
Therefore, for the purpose of this review, we will concentrate on
examining potential neurobiological ramifications of the popular
cognitive enhancers, and highlight recent data on these drugs’
actions in developing brains. It is likely that a large proportion
of the population is exposed to cognitive enhancing drugs and
pressure to take them may be especially high among college and
high school students; these individuals are facing more stringent
college and graduate school acceptance criteria, limited job pools
and an ever-increasing pressure to perform better and better if
they hope to succeed (Goodman, 2010; Franke et al., 2011; Lynch
et al., 2011). However, individuals in this population may be the
ones most likely at risk for potential neurological consequences,
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FIGURE 1 | (A) Chemical structure of methylphenidate (Ritalin©).
(B) Chemical structure of modafinil (Provigil©). The drug bears a striking
resemblance to methylphenidate and other stimulants.

due to their still-developing brains. We express regret that we
are not able to cite many other good articles due to the topic
specificity and sparsity of existing research; however, interesting
information on cognitive enhancers that was outside the scope of
this review can be found in these additional references (Dresler
et al., 2013; Pang and Hannan, 2013; Ragan et al., 2013; Madan,
2014).

METHYLPHENIDATE AND THE DEVELOPING BRAIN
One of the most popular drugs under consideration for cog-
nitive enhancement was originally developed to treat attention
deficit-hyperactivity disorder (ADHD). Methylphenidate (Rital-
in©; MPH; Figure 1A) is currently the most commonly prescribed
medications for the treatment of ADHD (Challman and Lipsky,
2000; Spiller et al., 2013). MPH is a psychostimulant, related to
amphetamine and cocaine and exerts its effects by blocking the
transporters that reuptake dopamine and norepinephrine into the
presynaptic neuron following their release; thus, it increases the
levels or prolongs the availability of these neurotransmitters in the
synapses to exert effects on postsynaptic neurons (Kuczenski and
Segal, 2005).

However, a large proportion of literature on the safety and effi-
cacy of MPH comes from studies performed on normal, healthy
adult animals, as there is currently no sufficiently reliable animal
model for ADHD. Several decades ago, studies began emerging
that suggested that reduced hyperactivity and impulsivity in
stimulant-treated ADHD patients were not “paradoxical” effects,
but in fact also occurred in healthy individuals given the same
doses (Rapoport et al., 1978, 1980). More recent MPH studies
in both humans and rats have found that low doses of MPH
that correspond to those given to ADHD patients in the clinic
appear to enhance prefrontal-dependent functions and cognition
in much the same way in healthy humans and rats as they do in
ADHD patients and disease model rat strains (Mehta et al., 2001;
Askenasy et al., 2007; Dow-Edwards et al., 2008; Agay et al., 2010;
Linssen et al., 2012). These facts led to not only the acceptance of
MPH study in normal subjects, but also the consideration of the
medication as a cognitive enhancer.

The vast majority of studies on the cognitive enhancing
effects of MPH and its effects on the normal brain have been
performed in adult animals or humans. Higher doses (doses
greater than those given to treat ADHD; 5–10 mg/kg intraperi-
toneal in rats) increase locomotor activity and impair attention
and performance on prefrontal cortex-dependent cognitive tasks;
however, lower doses (doses equivalent to the range given to

FIGURE 2 | Relationship of dopamine/norepinephrine to prefrontal
function. At lower than optimal levels, the PFC is underactive, and the
individual suffers from symptoms of ADHD (impulsivity, poor judgment,
inattentiveness, motor hyperactivity). As levels rise, the function improves,
until cognition and executive function reaches peak performance at optimal
levels of dopamine/norepinephrine. As levels of the neurotransmitters
continue to rise past the optimal point, cognition again becomes impaired,
with the individual showing distractability, impulsivity, stereotypical
behaviors and cognitive inflexibility.

ADHD patients; 0.5–2 mg/kg intraperitoneal in rats) improve
cognitive performance and reduce locomotor activity in healthy
individuals (Mehta et al., 2001). Likewise, lower doses of MPH
(0.25–1 mg/kg, intraperitoneal, i.p.) in normal adult rats resulted
in increased performance on attention tasks along with no effect
on locomotor activity, while higher doses impaired performance
and caused hyperactivity; doses beyond 10 mg/kg resulted in
“stereotypes” (repetitive, fine motor movements similar to the tics
seen in disorders like Tourette’s syndrome) (Mehta et al., 2001).
The low doses of MPH result in slight increases in dopamine
and norepinephrine selectively in the prefrontal cortex, while not
affecting other brain regions (Berridge et al., 2006). This allows
for improvements in executive control and working memory
(WM) without inducing locomotor activity or stereotypes.

However, the dangers of cognitive enhancement with stim-
ulants like MPH lie in their potential effects on the regula-
tion of dopamine and norepinephrine (Figure 2). At optimal
doses, dopamine binds to higher-affinity D1-like receptors, and
norepinephrine binds to α2 receptors, leading to an increase
in prefrontal cortical signal-to-noise ratio and enhancing the
flow of information and strengthening neuronal communica-
tion (Arnsten and Li, 2005). When the levels of dopamine and
norepinephrine rise beyond the optimal levels, they begin to
activate dopamine D2-class receptors and noradrenergic α1 and
β receptors, which leads to weakening of the signal-to-noise ratio
via activation of neurons that may not be involved in the current
task (Arnsten and Li, 2005; Arnsten, 2009b). This nonspecific
activation impairs attentional selectivity and results in a man-
ifestation of locomotor hyperactivity, distractability and poor
impulse control.

Levels of dopamine and norepinephrine in a normal, healthy
brain are not universal and they may vary slightly over time within
the same individual based on season, time of day, or activity
(Otter and Nurmand, 1980; Petrović et al., 1980). Currently, there
is no reliable method for determining optimal levels of these
neurotransmitters in living human brains; thus, predicting how
a certain dose of MPH will affect a particular person is largely an
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educated approximation. It is also possible that, although many
studies found no overt cognitive differences between the effects
of low-dose MPH on normal individuals and ADHD patients,
molecular or cellular differences may exist that await detection by
the development of more advanced technology. Thus, one must
examine the research on MPH as a cognitive enhancer and studies
using normal individuals with caution.

MPH is currently most often abused and sold on the black
market among adolescents, particularly in high schools and on
college campuses (Goodman, 2010; Franke et al., 2011). Students
look for the medication when they have exams, or need to
stay awake for long hours, in order to boost their energy and
memory. This rather commonplace usage among adolescents is
particularly frightening in light of the developmental timeline
of the prefrontal cortex. This brain region, the center of control
of judgment, behavioral inhibition and emotion, WM, logical
thinking and decision making, does not finish developing until
young adulthood; in humans this falls around the end of the
second decade or the beginning of the third decade of life (Casey
et al., 2008). During adolescent development, the levels of nore-
pinephrine and dopamine surge and wane to allow for maturation
of the executive control and reward pathways (Kanitz et al., 2011).
Introducing a substance that alters dopamine and norepinephrine
levels, such as MPH, might disrupt the maturation of the pre-
frontal cortex and have lasting behavioral consequences.

Indeed, research has recently begun to shift toward under-
standing MPH’s actions in a juvenile brain. These pioneering
studies have yielded striking results, indicating that early life
treatment with MPH may alter circadian rhythms, induce anxiety
that persists into adulthood, and even impair object-recognition
memory (Lee et al., 2009; Algahim et al., 2010). However, many
of the studies have not been particularly stringent in their dosing
regimens, and the reader must examine the amount of drug used
in each study very carefully. In adult rats, a therapeutic, clinically-
relevant dose of MPH is one that produces blood plasma levels of
8–40 ng/dL; this appears to be in the range of 0.25–1 mg/kg given
in an intraperitoneal injection (i.p.) (Berridge et al., 2006). We
have recently completed several studies examining the effects of a
low therapeutic dose (1 mg/kg, i.p.) on juvenile rats. We reported
that a single dose of MPH resulted in significant depression of
neuronal excitability and synaptic transmission in the prefrontal
cortex; treatment with a chronic regimen of 3 weeks resulted
in even further depression (Urban et al., 2012). In adult rats,
however, the same low dosage increased neuronal activity (Urban
et al., 2012). These results suggest that there is an age-dependent
difference in MPH’s actions, and that in healthy juveniles and
adolescents, the doses previously thought to be therapeutic and
cognitively enhancing may in fact be inducing excessive levels
of dopamine and norepinephrine and in fact impairing certain
aspects of cognition. Further supporting this theory, we discov-
ered that the depression of neuronal activity was due, at least in
part, to activation of a channel known as the hyperpolarization-
activated non-specific cation channel (HCN; Urban et al., 2012).
The HCN channel allows for flow of positively-charged ions,
particularly potassium, out of the neuron, lowering its voltage
potential and making it harder for the neuron to fire action
potentials. The HCN channel is also known to be activated by a

hyperdopaminergic state; thus, its role in juvenile treatment with
MPH suggests that the dosage is inducing excessive dopamine,
and possibly norepinephrine as well (Arnsten, 2009a).

One important unique property of the prefrontal cortex is
its high level of plasticity, allowing for executive functions like
WM and active decision-making; this plasticity may be a product
of the slow maturation of this region (Jernigan et al., 1991;
Kuboshima-Amemori and Sawaguchi, 2007; Spencer-Smith and
Anderson, 2009; Newman and McGaughy, 2011; Teffer and
Semendeferi, 2012; Selemon, 2013). Plasticity is controlled by
levels of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
(AMPA) receptors and n-methyl-d-aspartate (NMDA) receptors.
NMDA receptors contain two NR1 subunits with a combination
of either NR2A or NR2B; NR2B conveys slower kinetics to the
channel, allowing it to remain partially open during multiple
stimulations (Cull-Candy et al., 2001). This property results in
summation of responses and the continuation of the neural
activity briefly after input has stopped, which is thought to be
the neuronal correlate of WM (Wang et al., 2008, 2013). In most
cortical brain regions, the ratio of NR2B/NR2A is high at birth,
and declines over development; however, in prefrontal cortex
it remains high (Wang et al., 2008). This allows for retention
of plasticity throughout life, allowing the prefrontal cortex to
continually adapt to incoming information and adjust behavioral
output. We recently discovered that low dose (1 mg/kg, i.p.)
treatment of juvenile rats with MPH induced a selective decrease
in the levels of NR2B without affecting NR2A subunits (Urban
et al., 2013). This finding supports our theory that the juvenile
brain may be hypersensitive to dopamine levels; excessive levels of
dopamine induce internalization of NR2B receptors via activation
of glycogen synthase kinase (GSK)-3β, which causes phosphory-
lation of β-catenin, disrupting the β-catenin-NR2B interaction
that stabilizes the NR2B subunit (Li et al., 2009). With β-catenin
unbound, the NR2B subunits become targeted for internalization.

What do our findings mean for the healthy adolescent taking
MPH? The prefrontal cortex’s uniquely high levels of NR2B
subunits throughout life impart the ability of the neurons to sum-
mate responses to incoming stimuli, resulting in the short-term
potentiation of neural activity necessary for WM; thus, decreasing
the levels of NR2B in prefrontal cortex leads to a reduction in
the summation, which should impair WM (Wang et al., 2008,
2013; Urban et al., 2013). However, long-term potentiation (LTP)
was found to be enhanced following juvenile treatment with
MPH (Urban et al., 2013). The exact roles of NR2A versus NR2B
receptor subunits in LTP regulation in the prefrontal cortex are
not well understood, but it is currently believed that the direction
of plasticity in prefrontal cortex (potentiation or depression) is
dependent on the ratio of NR2A/NR2B, rather than exact levels
of each subunit (Massey et al., 2004; Xu et al., 2009; Foster et al.,
2010). Thus, reducing NR2B levels without altering NR2A levels,
as was seen following juvenile MPH treatment, was enough to
alter the direction of PFC long-term plasticity (Urban et al.,
2013). The behavioral ramifications of altering LTP and long-
term depression (LTD) in the prefrontal cortex are unclear, as
it is not known exactly what LTP is representing in this region.
However, it has been hypothesized that, if short-term potentiation
is a cellular constituent of WM, then LTP might be a marker of
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sustained attention and long-term memory consolidation. Thus,
perhaps treatment of the healthy juvenile brain with these low
doses of MPH results in impaired WM and behavioral flexibility,
but enhanced sustained attention and long-term memory? If this
is the case, it could indicate that MPH-treated children who do
not in fact have ADHD would appear successfully treated in
a classroom setting—these children would be paying attention
to the teacher, less hyperactive and learning might improve.
However, stringent testing of their behavioral flexibility and WM
might reveal subtle deficits that may affect their lives. For example,
behavioral flexibility is needed for driving an automobile—the
driver must be able to quickly shift attention from the road, to
road signs, other approaching vehicles, back to the road and so
on. Rigid attention and lack of flexibility could potentially result
in inattentive or distracted driving. Behavioral flexibility is also
a critical component of interpersonal skills; one must be able to
adapt to different individuals and, in a work setting, shift plans
and roles within the group in order to achieve the goal. Again,
behavioral and cognitive inflexibility could impair the individual’s
function at their job and lead to reduced pay, unemployment
or disciplinary action. Finally, behavioral flexibility is a critical
component of resisting and recovering from drug abuse. Kalivas
and Volkow identified alterations in glutamatergic signaling that
result in an inability to alter one’s behavior in cocaine addicts
(Kalivas and Volkow, 2005, 2011; Kalivas et al., 2005). MPH
has been shown to reduce the likelihood of later drug abuse
in individuals diagnosed with ADHD, but, as the drug appears
to affect glutamatergic signaling, it could potentially result in
similar behavioral rigidity and lead to an increased likelihood
for obsessive-compulsive or addictive behaviors (Newman and
McGaughy, 2011).

MODAFINIL—POTENTIAL FOR STIMULANT-LIKE EFFECTS?
MPH’s effects on brain development are surely interesting and
potentially frightening; however, it is not the only cognitive
enhancing medication that alters dopamine and glutamate trans-
mission. Another cognitive enhancer that has begun to receive
attention in the scientific community is modafinil (Provigil©),
which bears a striking structural resemblance to methylphenidate
(MPH) and other stimulants (Figure 1B). Originally developed in
France in the 1970s, modafinil elevates hypothalamic histamine
levels, but also appears to have a striking affinity for cell surface
dopamine transporters (Engber et al., 1998; Ishizuka et al., 2008;
Zolkowska et al., 2009). Its exact mechanism of action remains
under debate, although arguments have been made both for its
performing more as a wakefulness-promoting reagent via the
hypocretin/orexin system of the hypothalamus, and as a classi-
cal psychostimulant via its blockade of the dopamine reuptake
inhibitor (Ishizuka et al., 2003; Zolkowska et al., 2009). How-
ever, modafinil still promotes wakefulness in orexin knockout
mice, so it appears that the orexin system is not required for
therapeutic benefits (Willie et al., 2005). Whatever the mecha-
nism, or mechanisms, of action may turn out to be, modafinil
is currently a heavily studied drug with multiple uses. It is
currently approved by the US Food and Drug Administration
(FDA) for the treatment of narcolepsy, shift-work disorder and
obstructive sleep apnea (Erman and Rosenberg, 2007; Cephalon,

2013). It has been shown to reduce jet lag and improve mood
among shift workers, who often struggle with depression and
chronic fatigue, forgetfulness and general cognitive impairments
brought on by their work hours not allowing for a steady
sleep-wake cycle (O’Connor, 2004; Hart et al., 2006). Modafinil
has also been studied as an alternative to amphetamines for
military usage—the military provides stimulants to soldiers in
sleep-deprivation or high stress situations that require extreme
alertness for long stretches of time. It is currently approved
for Air Force missions in the US, and is also used in the
UK and India (Taylor and Keys, 2003; Wheeler, 2006; Sharma,
2011).

Although modafinil is considered a first-line therapy for
excessive daytime sleepiness (EDS) associated with narcolepsy
in adults; it is also widely used in the treatment of EDS in
children (Ivanenko et al., 2003; Sullivan, 2012). Caution is again
the rule, especially at younger ages, due to reports of serious
adverse events (such as tachycardia, insomnia, agitation, dizzi-
ness and anxiety) in elevated modafinil doses (Spiller et al.,
2009), and in fact, the manufacturer recommends against use of
modafinil in younger children. Despite these reports, modafinil
is FDA-approved for use in children over age 16 years (Sullivan,
2012).

The usefulness of modafinil in improving alertness and wake-
fulness in non-sleep-deprived, healthy individuals, and its mil-
itary involvement, has led to the consideration of the drug
as a cognitive enhancer (Turner et al., 2003; Baranski et al.,
2004; Randall et al., 2005b). Most studies agree that modafinil
induces improvements in pattern recognition memory, digit
span recall and mental digit manipulation (performing addi-
tion/subtraction/multiplication in one’s mind), but the effects on
spatial memory, attention and other aspects of executive function
are more ambiguous, and appear to depend on the baseline
performance of the individual in question (Turner et al., 2003;
Baranski et al., 2004; Müller et al., 2004; Randall et al., 2005b). In
a study of healthy student volunteers, modafinil improved target
sensitivity in a rapid visual information processing (RVIP) task,
and speed of color naming and drawing, but only in individuals
with a “low” (mean 106 + 6) IQ; it had no significant effect on
individuals with “higher” (mean 115 + 5) IQs (Randall et al.,
2005a). In rats, these results are replicated, with low responding
rats showing improvement on stop-signal reaction time tests
after modafinil; higher performing rats showed no improvement
(Eagle et al., 2007). Interestingly, MPH also shows sensitivity to
baseline performance; many studies have indicated that MPH
induces greater improvement in low-performing individuals than
in higher performing individuals, and in some cases may actually
cause deficits in higher performers (Eagle et al., 2007; Finke et al.,
2010).

A recent study conducted in healthy human subjects reported
that modafinil differs from other arousal-enhancing agents in
chemical structure, neurochemical profile, and behavioral effects
(Rasetti et al., 2010). Unlike most functional neuroimaging
studies that focused on the effect of modafinil only on infor-
mation processing underlying executive cognition, this study
examined the effect of modafinil on neural circuits underlying
affective processing and cognitive functions. They underwent
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blood-oxygen-level dependent (BOLD) functional magnetic
resonance imaging (MRI, or functional MRI, fMRI) while per-
forming an emotion information-processing task that activates
the amygdala and two prefrontally dependent cognitive tasks—
a WM task and a variable attentional control (VAC) task. BOLD
fMRI revealed significantly decreased amygdala reactivity to fear-
ful stimuli on modafinil compared with the placebo condition.
During executive cognition tasks, a WM task and a VAC task,
modafinil reduced BOLD signal in the prefrontal cortex and
anterior cingulate. This study suggested that modafinil in low
doses has a unique physiological profile compared with stimulant
drugs: it enhances the efficiency of prefrontal cortical cognitive
information processing, while dampening reactivity to threaten-
ing stimuli in the amygdala, a brain region implicated in anxiety
(Rasetti et al., 2010).

The baseline performance sensitivity, and dopamine reuptake
transporter affinity, indicates that modafinil could induce similar
effects on the brain as psychostimulants like MPH. If this is the
case, cause for concern arises when modafinil is considered as a
cognitive enhancer in adolescents and young adults. To enlist in
the Air Force, where modafinil is currently in use for pilots, one
must be between 17–27 years of age (U. S. Air Force, 2013). The
prefrontal cortex, under tight regulation by levels of dopamine
and norepinephrine, and the brain’s main center of attention and
executive processing, does not finish development until the late
20’s to early 30’s for humans; thus, young pilots may be at risk
for modafinil inducing excessive levels of dopamine in this brain
region (Casey et al., 2008). One can expect that the potential ram-
ifications of modafinil use in healthy young adults and teenagers
would be similar to those seen in juvenile/adolescent use of MPH
(Urban et al., 2012, 2013). Thus, modafinil could induce changes
in plasticity or behavioral rigidity, and potentially damage WM,
logical thinking and decision making. It has been reported that
prolonged wakefulness induces experience-dependent synaptic
plasticity in mouse hypocretin/orexin neurons (Rao et al., 2007).
Specifically, acute and chronic prolonged wakefulness in mice
induced by modafinil treatment produced LTP of glutamatergic
synapses on hypocretin/orexin neurons in the lateral hypothala-
mus, a well-established arousal/wake-promoting center. A similar
potentiation of synaptic strength at glutamatergic synapses on
hypocretin/orexin neurons was also seen when mice were sleep
deprived for 4 h. These results indicate that synaptic plasticity
due to prolonged wakefulness occurs in circuits responsible for
arousal and may contribute to changes in the brain of animals
experiencing sleep loss. It is therefore likely that misuse and abuse
of modafinil in the teens will eventually result in brain plasticity,
especially brain regions related to sleep and motivation such as
hypothalamus and dopamine-rich prefrontal cortex, hippocam-
pus and nucleus accumbens. Future studies will need to address
these shortcomings in order to determine the safety and efficacy of
modafinil as a true cognitive enhancer. Recent reviews proposed
some interesting mechanisms that may explain the likelihood of
cognitive enhancement (Lynch et al., 2011; Roesler and Schröder,
2011; Lynch and Gall, 2013) but experiments are warranted for
further exploration. The current research is contradictory in
that some studies have noted clear improvements in sustained
attention in humans, while others have failed to find any effect of

the drug (Turner et al., 2003; Randall et al., 2005b ). Similar dis-
crepancies can be found in rodent studies; however, more recent
studies are pointing to the possibility that modafinil selectively
enhances WM without affecting consolidation of memories into
long-term storage (Béracochéa et al., 2002; Turner et al., 2003;
Müller et al., 2004; Randall et al., 2005b; Minzenberg and Carter,
2008). These studies are interesting, and suggest striking utility
of modafinil as a cognitive enhancer; however, they have been
performed on adult humans and rodents. MPH has also been
shown in studies of healthy adults and children with ADHD to
apparently enhance WM (Mehta et al., 2004; Pietrzak et al., 2006;
Kobel et al., 2009; Marquand et al., 2011), yet recent juvenile rat
studies suggest that in a healthy, developing brain, the drug might
actually impair WM at low doses thought to be clinically relevant,
i.e., doses that produce blood plasma levels of 8–40 ng/dL (Urban
et al., 2013). Modafinil’s profile by showing improvements in WM
in healthy adults and sleep-deprived individuals (the population
the drug was originally developed for) is analogous to MPH
promoting improvements for healthy adults and children with
ADHD; since both drugs appear to affect dopamine levels through
blockade of the reuptake transporters, and alter glutamate signal-
ing, it stands to reason that they could result in similar effects on
WM in healthy, juvenile brains. Thus, modafinil at certain doses
might cause a reduction in NMDA receptor levels, impairments in
short-term plasticity and alterations in long-term plasticity much
as MPH does (Urban et al., 2013). Future studies of modafinil as a
cognitive enhancer should examine this possibility, and establish
whether the drug shows an age- and dose-dependent profile of
effects like the classic psychostimulants.

AMPAKINES—DRUGS FOR TREATMENT OF ALZHEIMER’S
DISEASE—TURNED COGNITIVE ENHANCERS
The final classes of medications we will discuss in this review
are the ampakines, which also have potential for significant
effects on the developing glutamatergic system. Ampakines are
a class of drugs that bind to the glutamatergic AMPA receptor,
enhancing its activity by slowing deactivation and attenuating
desensitization of AMPA receptor currents, increasing synaptic
responses and enhancing LTP (Arai and Kessler, 2007). AMPA
receptors are critically involved in regulating cortical plastic-
ity; trafficking of AMPA receptors to the synapse is crucial for
maintenance of excitability that leads to LTP (Malinow and
Malenka, 2002; Huganir and Nicoll, 2013). However, there is
more to the story of how AMPA regulates excitability; it does
not function alone in the process. A second class of ionotropic
glutamate receptors, NMDA receptors, actually trigger the induc-
tion of LTP; however, these receptors are normally blocked by
magnesium at resting membrane potentials (Dingledine et al.,
1999; Cull-Candy et al., 2001; Paoletti et al., 2013). Activation
of AMPA receptors induces EPSCs, which depolarize the neuron
and remove the magnesium block of NMDA, allowing for the
induction of LTP. Then, NMDA receptors increase trafficking of
more AMPA receptors to the synapse, maintaining the LTP (Lu
et al., 2001; Paoletti et al., 2013). No ampakines are currently
FDA approved, but they are being investigated as treatments for
Alzheimer’s senility, Parkinson’s disease, ADHD, Rhett syndrome,
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schizophrenia, depression, autism, and Angelman syndrome (AS;
Goff et al., 2001; Arai and Kessler, 2007; Ogier et al., 2007;
Wezenberg et al., 2007; Simmons et al., 2009; Baudry et al., 2012;
Silverman et al., 2013). However, they’ve also shown effectiveness
at improving memory and cognition in healthy adult volunteers
and rats (Ingvar et al., 1997; Hampson et al., 1998; Lynch and Gall,
2006; Wezenberg et al., 2007). Ampakines are also being studied
by the US military for use as cognitive enhancers and alertness
promoters for soldiers in high-stress extended combat situations;
the lack of central nervous stimulation (such as would occur
with modafinil, amphetamines or MPH make the ampakines very
attractive (Saletan, 2008). Although ampakines have few adverse
effects at therapeutically relevant concentrations and protect neu-
rons against neurotoxic insults in adults (Arai and Kessler, 2007),
the ampakine faramptor can cause headache, somnolence and
nausea (Wezenberg et al., 2007).

While the ampakines represent perhaps the most promising
group of pharmaceuticals for low-risk cognitive enhancement, as
well as a potential relief for sufferers of psychiatric illnesses, they
are likely not without danger to teens, adolescents, and young
adults. First, very little is known about these drugs; the only
example to reach human clinical trials is Cortex Pharmaceuti-
cals’ CX-717, which was evaluated in Phase I for the treatment
of Alzheimer’s disease; histological damage was seen in animal
studies but Cortex claimed this was an artifact of tissue fixation
(Stoll and Griesel, 2007). The FDA denied the application, and
CX-717 approval halted. None of the other ampakines is known
to currently be in human trials, so little can be proven about
their efficacy or safety in healthy individuals. However, we can
speculate based on knowledge of plasticity and the glutamate
system.

The first concern when stimulating glutamate transmission in
the brain is the potential for excitotoxicity. Glutamate toxicity
generally occurs when excess glutamate storms the AMPA and
NMDA receptors, causing a mass influx of calcium. This excess
calcium in the cells activates a number of enzymes like proteases
and phospholipases, which induce damage to organelles, the cell
membrane, and DNA (Manev et al., 1989; Ankarcrona et al.,
1995). However, activating AMPA receptors directly would cause
a similar mass influx of cations and could also induce excito-
toxicity. A recent study reported that ampakines promote spine
actin polymerization, LTP, and learning in a mouse model of
AS (Baudry et al., 2012). AS is a neurodevelopmental disorder
largely due to abnormal maternal expression of the UBE3A gene
leading to the deletion of E6-associated protein. AS subjects have
severe cognitive impairments for which there are no therapeutic
interventions. Mouse models (knockouts of the maternal UBE3A
gene: “AS mice”) of the disorder have substantial deficits in
LTP and learning. Baudry et al reported that ampakine CX929
significantly enhanced LTP and notably, reduced dendritic spine
abnormality and learning impairments (Baudry et al., 2012). This
minimally invasive drug treatment is certainly promising for AS,
and probably other neurodevelopmental disorders such as fragile
X syndrome and autism (Rueda et al., 2009; Silverman et al., 2013)
as well. However, such a magnitude of effects on synaptic plas-
ticity and dendritic spine integrity also raises serious concern for
immature brains of young children using ampakines as cognitive

enhancers. It is not difficult to imagine that ampakines would
have similar effects on the synaptic transmission and neuronal
communication in the normal brain, eventually eliciting brain
plasticity in the regions that are associated with emotional and
affective functions. This could potentially lead to poor emo-
tional regulation and impaired behavioral inhibition if plastic-
ity is excessive and unregulated. Indeed, one of the important
mechanisms by which the brain connections are maintained and
tuned is through synaptic pruning, whereby highly active synapses
are strengthened and less active synapses are removed through
axon retraction (Luo and O’Leary, 2005; Gazzaniga and Mangum,
2009; Kolb et al., 2012). At first thought, heightened plasticity
might seem to be a benefit—translating to faster learning and
improved cognitive function; however, the excessive plasticity
could also lead to high activity in all synapses and therefore reduce
synaptic pruning. Impairments in synaptic pruning have in fact
been associated with autistic spectrum disorders (Belmonte et al.,
2004). The excessive connectivity leads to a heightened overall
brain activation but the reduction in selectivity of activation is
such that the signal-to-noise ratio is greatly lowered (Belmonte,
2000; Belmonte and Yurgelun-Todd, 2003). Thus, one can clearly
see the potential dangers associated with unregulated plasticity,
and how ampakines (which strengthen synapses and heighten
plasticity by promoting dendritic spine growth) might lead to
autism-like syndromes.

Although no studies have yet noted this in humans, doses of
ampakines given to humans thus far have been tightly controlled.
If the drug became available as a cognitive enhancer, or reached
the black market, individuals could easily exceed safe doses and
suffer neuronal damage from glutamate toxicity. Furthermore,
the main purported therapeutic action of the ampakines is an
alteration of plasticity; they are known to lower the threshold
for induction of LTP and also increase the magnitude of LTP
achieved (Lynch and Gall, 2006). While this alteration of plasticity
may improve many aspects of learning and cognition, such as
alertness, enhancement of LTP will likely come with a concomi-
tant decrease in the opposite direction of plasticity, i.e., LTD.
LTD is crucial for formation of spatial maps, and might play
a role in cerebellar motor learning as well (although studies of
motor performance after LTD impairment have been somewhat
contradictory) (Aiba et al., 1994; Manahan-Vaughan, 2005; Kemp
and Manahan-Vaughan, 2007). Thus, shifting plasticity in favor
of LTP could lead to impairments in spatial memory and perhaps
motor function. Careful determination of a dose-response curve,
excitotoxic effects and species differences in metabolism/reaction
to ampakines will need to be completed in the future in order to
determine their true utility as cognitive enhancers.

CONCLUSION AND FUTURE PERSPECTIVE
In this review, we have examined three major pharmaceuticals
under consideration as cognitive enhancers—MPH, modafinil
and the ampakines. We have reported striking and deeply con-
cerning effects of clinically relevant doses of MPH on the juvenile
prefrontal cortex function and plasticity, compared them to the
potential ramifications of modafinil treatment, and suggested sev-
eral potential risks of ampakine exposure in healthy individuals.
It is clear from the current lack of research in the field that
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much work needs to be done in order to determine the safety of
cognitive enhancers, particularly among adolescents, the popu-
lation most likely to take advantage of these drugs should they
become available. There is already a high demand on college
campuses and in high schools for MPH; thus, many healthy
adolescents and young adults are already being exposed to unreg-
ulated doses of this substance. Understanding the behavioral and
functional ramifications in cellular and molecular changes in the
yet immature brains is paramount to mitigating risks for potential
brain plasticity and consequent emotional and behavioral changes
(Urban and Gao, 2012, 2013).

It is currently unclear if the dose range of stimulants that
translates to effective ADHD symptom alleviation and cognitive
enhancement in the healthy adult will translate to the same
behavioral effects in juveniles; however, our recent studies suggest
that the juvenile brain is hypersensitive to the effects of MPH
(Urban et al., 2012). Thus, even a low, purportedly clinically
relevant dose is likely to cause excessive levels of dopamine and
norepinephrine, and impair executive functions and WM. This
excessive dopamine/norepinephrine is likely also a potential risk
of juvenile treatment with modafinil. It is far less clear how the
ampakines might affect juvenile brain function, but their effects
on plasticity through the glutamatergic system warrants further
exploration. The desire for development of cognitive enhancing
substances is unlikely to diminish with time; it may represent
the next stage in evolution—man’s desire for self-improvement
driving artificial enhancement of innate abilities. It is therefore
the responsibility of scientists and the medical community to
stringently evaluate and research each new candidate substance,
furthering our understanding of the brain in the process. Perhaps
most importantly, the role of age and developmental stage in
individual responses to cognitive enhancing substances needs to
be thoroughly examined. Juvenile metabolic rates compared to
adult are not clear in humans or rodent models; the dose-response
curve for juveniles compared to adults for MPH, modafinil and
the ampakines, as well as many other psychoactive medications,
has not been examined. Finally, a potential long-term ramifica-
tion of early life exposure of the healthy juvenile brain to these
substances is only a very recent emerging topic of research, and
much care needs to be taken to answer the questions expediently.
Cognitive enhancement is no longer a scientific fiction; we must
consider the unique dynamics of the developing brain and pro-
ceed cautiously until thorough safety and efficacy parameters have
been established.
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A primary means for the augmentation of cognitive brain functions is “pharmacological
cognitive enhancement” (PCE). The term usually refers to the off-label use of medical
substances to improve mental performance in healthy individuals. With the final aim to
advance the normative debate taking place on that topic, several empirical studies have
been conducted to assess the attitudes toward PCE in the public, i.e., in groups outside
of the academic debate. In this review, we provide an overview of the 40 empirical
studies published so far, reporting both their methodology and results. Overall, we find
that several concerns about the use of PCE are prevalent in the public. These concerns
largely match those discussed in the normative academic debate. We present our
findings structured around the three most common concerns: medical safety, coercion,
and fairness. Fairness is divided into three subthemes: equality of opportunity, honesty,
and authenticity. Attitudes regarding some concerns are coherent across studies (e.g.,
coercion), whereas for others we find mixed results (e.g., authenticity). Moreover, we
find differences in how specific groups—such as users, nonusers, students, parents,
and health care providers—perceive PCE: a coherent finding is that nonusers display
more concerns regarding medical safety and fairness than users. We discuss potential
psychological explanations for these differences.

Keywords: cognitive enhancement, neuroenhancement, brain function augmentation, medical safety, coercion,

fairness, authenticity, smart drugs

INTRODUCTION
Brain enhancement is a topic of huge interest in the media and the
academic literature. An often discussed form of brain enhance-
ment is pharmacological cognitive enhancement (PCE) which usu-
ally refers to the use of certain prescription substances. Schermer
et al. (2009) define these sorts of enhancements as “pharmaco-
logical interventions that are intended to improve certain mental
functions and that go beyond currently accepted medical indi-
cations” (p. 77). PCE is not only a topic that is debated in
academia—mainly in neuroscience, law, and ethics—but also a
reality: several surveys show that students, but also other groups
such as academics and surgeons, use substances to enhance
their cognitive performance (e.g., Maher, 2008; Smith and Farah,
2011; Franke et al., 2013). Examples of seemingly common
pharmacological enhancers are methylphenidate (e.g., Ritalin®),
mixed amphetamine salts (e.g., Aderall®), and modafinil (e.g.,
Provigil®). Originally, the first two were developed as treatment
for Attention Deficit Hyperactivity Disorder and the latter as
treatment for Narcolepsy, but now they are being used to enhance
performance in healthy individuals.

Although there are considerable intra- and interpersonal dif-
ferences in the effects of these substances (e.g., Husain and Mehta,
2011; Van Der Schaaf et al., 2013), average effects have been
reported. In their overview of findings and meta-analysis of the
effects of methylphenidate and modafinil in healthy individu-
als, Repantis et al. (2010) assessed mood, motivation and four

categories of cognitive processes: wakefulness, attention and vig-
ilance, memory and learning, and executive functions and infor-
mation processing. The available data about methylphenidate did
not provide enough information to draw a firm conclusion about
the effects of methylphenidate on enhancing or maintaining per-
formance, although evidence for a positive effect on memory was
found. An enhancing effect on attention was not verified, con-
flicting with the goal of increasing concentration and alertness
that users of enhancement substances often have (Teter et al.,
2005). The aggregated findings of potential enhancing effects of
modafinil indicate that it improves attention for well-rested indi-
viduals. Furthermore, it helps in maintaining a higher degree
of wakefulness, memory and executive functions over a period
of sleep deprivation (Repantis et al., 2010). The authors suggest
that these effects led to a growing popularity of modafinil, and
strongly recommend a public debate on the ethics of the use of
PCE which takes this into account. However, other reviews did
not find any effect or even suggested that the non-cognitive effects
of the substances, e.g., on confidence and motivation, might be
responsible for enhanced performance (Farah et al., 2014).

In the normative debate about whether or not PCE is to be
endorsed, certain concerns about its use are often raised and have
been discussed by several authors (e.g., Farah et al., 2004; Bostrom
and Sandberg, 2009; Schermer et al., 2009; Hyman, 2011). In this
review, we focus on three concerns that are most often empha-
sized by the public, but are also discussed in the normative debate.
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First, the medical safety of the aforementioned substances has
been discussed, in particular in terms of short- or long-term side
effects. A second topic of discussion is coercion, relating to con-
cerns about the explicit and implicit pressures that can arise from
the availability of PCE, forcing people to use these substances to
be able to compete, for example at the workplace or in school.
The third concern relates to the fairness of the use of PCE. This
concern includes several subtopics such as a possible unequal dis-
tribution of access to such enhancers, their use in competitive
environments being seen as cheating, and also to what degree
performance brought about under PCE can be seen as authentic.

There are good reasons to examine the attitudes of the public
toward PCE in addition to this normative debate. In their plea
for the inclusion of public views on developments in biomedicine
and technology, Schicktanz et al. (2012) underline a view already
suggested a few years ago by Sarewitz (2010) in a column in
Nature. They propose three general arguments for the inclusion
of the public in ethical reasoning. First, views and attitudes of the
public can point to remote or emerging moral problems. Second,
empirical research can be used to examine premises about human
behavior and social consequences of actions that underlie sev-
eral applied ethical arguments. Third, research on public opinions
can increase the context-sensitivity of ethical reasoning by point-
ing out consequences of concrete decisions in social policy. They
argue that any bioethical discussion that avoids a confrontation
with public opinions “not only runs the risk of missing important
aspects, ideas, and arguments. It also arouses strong suspicion of
being indeed one-sided, biased or ideological—thus illegitimate.”
(Schicktanz et al., 2012, p. 136). Apart from the aforementioned
general arguments to include the public’s attitude in certain
bioethical discussions, specific arguments for the case of PCE are
also made. Faulmüller et al. (2013) describe how PCE, as long as
it is perceived negatively by the public, might give rise to indirect
psychological costs for users: they might be treated in ways that
damage their psychological well-being, for example by a misat-
tribution of their success to the enhancer rather than themselves,
or by dehumanization or ostracism. More insight into the pub-
lic’s view can lead to more insight into these potential indirect
psychological costs. In addition, Banjo et al. (2010) argue that
physicians are and will be “gatekeepers” in dispensing at least a
portion of PCE substances. Although there is discussion on if and
how their views might affect social policy or legal regulation on
PCE (Delaney and Martin, 2011), PCE is part of their clinical real-
ity. Therefore their views can provide specific insights that are of
importance to the general debate (Ott et al., 2012).

The current article is based on an extensive literature search.
We used two databases, Web of Science and Scopus, and included
all articles published in English between 1990 and 2014. The
search terms we used were [(“cognitive enhancer” OR “cog-
nitive enhancement” OR “pharmacological enhancement” OR
“prescription drug” OR “performance enhancing drug” OR neu-
roenhancement OR “human enhancement”) AND (view OR
perspective OR opinion OR attitude OR judgment OR motive
OR justification)] as part of the title, abstract or keyword of the
text. This search resulted in 447 articles in Web of Science and
4162 articles in Scopus. Based on a careful check of titles and
abstracts, we selected all articles that reported empirical studies

on the opinions of groups outside the normative academic debate
(such as students or physicians) on the use of PCE. We also cross-
checked the reference lists of the studies found this way to identify
additional relevant literature matching our inclusion criteria.
Moreover, we checked Google Scholar and asked colleagues pub-
lishing in this area to direct us to relevant publications. Overall,
this search resulted in 40 publications reporting qualitative or
quantitative examinations of attitudes, opinions, and views of the
general public and more often specific sub-populations toward
PCE, which we included in this review. These 40 publications are
marked with an asterisk in the reference list.

Our overarching finding is that in the public several concerns
about the use of PCE substances are prevalent: they agree on sev-
eral concerns when being asked specifically and raise concerns
themselves when being asked for their opinion. These concerns
widely match the normative debate. Hence, this review is struc-
tured around the common concerns reflected in the academic
and public debate: (1) medical safety, (2) coercion, and (3) fair-
ness. Each section in this review will be introduced with a short
description of the academic debate on the respective concern.
Then, the relevant empirical studies are reported. We also try to
pinpoint some shortcomings in the current literature and suggest
potential paths for future research. Table 1 provides an overview
of key methodological aspects of all studies reviewed, containing
information about the concerns investigated, the research method
by which the data were obtained, the country where the study
took place, and the sample (occupation of participants, sample
size, sampling method, and response rate).

MEDICAL SAFETY
The normative debate about the safety of PCE usually focuses
on potential trade-offs between benefits and risks. As with all
medical procedures, there might be side effects and yet-unknown
long-term health risks with substances such as methylphenidate
or modafinil (King et al., 2006). Schermer et al. (2009) point out
that the harm-benefit ratio of PCE deserves special consideration,
as the life-improving benefits might not outweigh the potential
risks for consumers who use them for enhancement purposes,
instead of the therapeutic purposes for which the substances
were originally developed. However, Dubljevic (2013) emphasizes
the importance of analyzing different substances in a case-by-
case approach, as some entail greater health and addiction risks
than others (Kociancic et al., 2004). Several studies have exam-
ined people’s health concerns about such cognitive enhancers.
Interestingly both users and nonusers systematically overestimate
the cognitive-enhancing effects of PCE (Finger et al., 2013; Ilieva
et al., 2013), but a sharp discrepancy between their risk estima-
tions is revealed. While nonusers generally have strong concerns
regarding the safety of PCE, users show less concern.

Nonusers tend to believe that such substances are addictive,
might induce sleep disorders and may even lead to mental
health problems, which was shown in an interview study with 19
Australian students (Partridge et al., 2013). In two surveys con-
ducted on a UK university campus with a total of 357 students,
Scheske and Schnall (2012) observed that moral reservations
against PCE stem mostly from these safety concerns: the riskier
the substances, the more student respondents morally object to
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Table 1 | Overview of the empirical studies discussed in this review.

Authors Country Occupation of Sampling method Research Response Sample Concerns

participants method rate size

Aikins, 2011 USA University students Purposive sampling Semi-structured
interview

n/a 12 Safety, fairness

Asscher and
Schermer, 2013

The
Netherlands

General public Purposive sampling Focus groups n/a 37 Safety

Ball and
Wolbring, 2014

Canada Parents Purposive sampling Semi-structured
interview

n/a 12 Safety

Banjo et al., 2010 USA and
Canada

Physicians Convenience
sampling

Web-based
survey

n/a 212 Safety,
coercion,
Fairness

Bell et al., 2013 Australia University students Convenience
sampling

Interview n/a 19 Safety,
coercion

Bergström and
Lynöe, 2008

Sweden General public Random sampling Paper and pencil
questionnaire

52% 517 Safety

Physicians 39% 108

Bossaer et al.,
2013

USA University students All students at one
university invited

Web-based
survey

59.9% 372 Safety, fairness

Desantis and
Hane, 2010

USA University students Convenience
sampling

Interview n/a 175 Safety

Dodge et al.,
2012

USA University students All students at one
university invited

Web-based
survey

37% ±1200 Fairness

Dubljević et al.,
2013*

Germany University students Three stage cluster
sampling
(universities,
disciplines, students)

Web-based
survey

First
wave

53.5%

5882 Fairness

Second
wave

69.1%

3486

Eickenhorst
et al., 2012

Germany University students Convenience
sampling

Web-based
survey

n/a 1218 Safety

University graduates 106

European
Citizens Panel,
2006

Belgium,
Denmark,
France,
Germany,
Greece,
Hungary,
Italy, the
Netherlands,
UK

General public Stratified random
sampling (age,
profession, gender)

Citizen’s
deliberation

n/a 126 Coercion

Fitz et al., 2013 USA and
Canada

General public Convenience
sampling, Amazon’s
Mechanical Turk
recruitment

Web-based
survey

n/a 4011 Safety,
coercion,
fairness

(Continued)
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Table 1 | Continued

Authors Country Occupation of Sampling method Research Response Sample Concerns

participants method rate size

Forlini and
Racine, 2009

Canada University students Purposive sampling Focus groups n/a 29 Coercion

Parents 21

Health care providers 15

Forlini and
Racine, 2012a

Canada University students Purposive sampling Focus groups n/a 29 Safety,
coercion,
fairness

Parents 21

Health care providers 15

Forlini and
Racine, 2012b

Canada University students Purposive sampling Focus groups n/a 29 Safety, fairness

Parents 21

Health care providers 15

Franke et al.,
2012a*

Germany High school students All students at 12
public grammar and
vocational schools,
and students of
three departments of
one university invited

Paper and pencil
questionnaire

83% 1035 Safety,
coercion,
fairness

University students 512

Franke et al.,
2012b

Germany University students Convenience
sampling

Interview n/a 22 Safety,
coercion,
fairness

Franke et al.,
2014

Germany Physicians All primary care
physicians in one
state invited

Paper and pencil
questionnaire

30.2% 832 Safety

Hotze et al., 2011 USA Physicians Random sampling Paper and pencil
questionnaire

46.6% 633 Fairness

Judson and
Langdon, 2009

USA University students All students at two
colleges invited

Paper and pencil
questionnaire

10% 333 Safety

Kudlow et al.,
2013

Canada University students All medical students
at one medical
school invited

Web-based
survey

50% 326 Safety

Maier et al.,
2013

Switzerland University students All students at three
educational
institutions invited

Web-based
survey

22.3% 6275 Coercion

Maslen et al.,
in press

Germany University students Convenience
sampling

Paper and pencil
questionnaire

n/a 80 Coercion

Mazanov et al.,
2013

Australian University students Convenience
sampling

Web-based
survey

n/a 1729 General,
fairness

Ott and
Biller-Andorno,
2013

Switzerland University students Convenience
sampling

Web-based
survey and
separate paper
and pencil
questionnaire

n/a 1765 Safety, fairness

(Continued)
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Table 1 | Continued

Authors Country Occupation of Sampling method Research Response Sample Concerns

participants method rate size

Ott et al., 2012 Switzerland Physicians Stratified random
sampling (profession,
gender, years of
training, language)

Paper and pencil
questionnaire

23.9% 379 Safety

Partridge et al.,
2012

Australia General public Random sampling Telephone
interview

31.9% 1265 General

Partridge et al.,
2013

Australia University students Convenience
sampling

Interview n/a 19 Safety

Riis et al., 2008 USA University students No information
provided

Web-based
survey

n/a 357 Fairness

Sabini and
Monterosso,
2005

USA University students Convenience
sampling

Paper and pencil
questionnaire

n/a 185 Fairness

Santoni de Sio
et al., in press

United
Kingdom

University students Convenience
sampling

Paper and pencil
questionnaire

n/a 102 Safety, fairness

Sattler et al.,
2013a*

Germany University students Three stage cluster
sampling
(universities,
disciplines, students)

Web-based
survey

87.1% 1852 Safety, fairness

(Sattler et al.,
2013b)*

Germany University teachers Three stage cluster
sampling
(universities,
disciplines,
students/teachers)

Web-based
survey

33.5% 1402 Safety

University students 69.1% 3486

Sattler et al.,
2014*

Germany University students Three stage cluster
sampling
(universities,
disciplines,
students); only
second time wave

Web-based
survey

69.1% 3486 Safety,
coercion,
fairness

Sattler and
Wiegel, 2013*

Germany University students Three stage cluster
sampling
(universities,
disciplines,
students); only
second time wave

Web-based
survey

First
wave

53.5%

5882 Safety

Second
wave
69.1%

3486

Scheske and
Schnall, 2012

UK University students Convenience
sampling, two
studies - two
samples

Paper and pencil
questionnaire

n/a 50 Safety, fairness

306

Schildmann
et al., 2013

Germany University students No information
provided

Survey n/a 1026 Coercion,
fairness

(Continued)
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Table 1 | Continued

Authors Country Occupation of Sampling method Research Response Sample Concerns

participants method rate size

Schuijff and
Brom, 2013

The
Netherlands

All Purposive sampling Focus groups n/a 38 Safety,
coercion,
fairness

Sweeney, 2010 USA University students Convenience
sampling

Paper and pencil
questionnaire

n/a 100 Safety, fairness

Convenience sampling and purposive sampling require no random selection of participants, whereas random sampling, stratified random sampling and cluster

sampling do. Purposive sampling requires obtaining a sample of people who meet a predetermined criterion, whereas convenience sampling does not. For stratified

random sampling, a population is divided in strata (subgroups) from which participants are randomly selected to make sure all strata are represented in the sample

in proportion to their prevalence in the population. Cluster sampling requires a list of clusters, e.g., disciplines in a university, from which a few clusters are randomly

chosen. Instead of randomly selecting participants from a list of potential participants, e.g., all students of the university, every member of the selected cluster is

invited to participate (Cozby, 2009).
*The authors explicitly state that N is not equal for each analysis due to missing data or specific criteria employed.

their non-medical use. Similarly, in a survey involving 102 UK
Science students, Santoni de Sio et al. (in press) found that the
concern against enhancement use that was raised most often by
respondents related to potential unintended side-effects.

A plausible consequence is that students are less willing to
engage in PCE the higher the severity and risk of the resulting
health issues are perceived to be. This was shown in two German
factorial design online surveys based on a large pool of vignettes
with a sample of 1852 students in the first study (Sattler et al.,
2013a) and 3486 students and 1402 university teachers in the sec-
ond study (Sattler et al., 2013b; these are results of the second
wave of a biannual project; also see Sattler and Wiegel, 2013 and
Dubljević et al., 2013 for findings on the first and second wave,
and (Sattler et al., 2014) for other results on the second wave).
Moreover, Franke et al. (2012a) showed in an extensive paper-
and-pencil questionnaire study with a sample of 1547 German
students that the majority would consider taking PCE substances
only if their safety could be assured.

The relation between willingness to use PCE and the perceived
risk of PCE might also be an explanation for the results from a
focus group study on several human enhancement technologies
conducted with 38 Dutch participants divided into five groups
(Schuijff and Brom, 2013). (A focus group study is a qualitative
research technique in which a group of participants discuss their
opinions on a given topic.) After more information on the effects
and risks of using methylphenidate as an enhancer was provided,
fewer participants stated they would consider using the substance
for enhancement purposes than before receiving the information.
Participants in this study were not familiar with the concept of
human enhancement, in contrast to participants in most of the
other studies, and therefore might have underestimated the risks
accompanying the use of PCE. In another Dutch focus group
study with 37 participants divided into five groups, several exam-
ples of the use of medical means to fulfill non-medical wishes
were investigated. An example related to PCE, taking β-blockers
during a driving test, raised several concerns about medical risks
(Asscher and Schermer, 2013). In a semi-structured interview
study with twelve Canadian parents of either cognitively disabled
or non-disabled children, Ball and Wolbring (2014) observed that

all parents unanimously agreed that medical safety has to be
insured in order to administer PCE to their children.

Sattler and Wiegel (2013) provided the first evidence on the
influence of the perceived severity of side effects and risk atti-
tudes on actual PCE use. In a large- scale online survey with
5882, in a first wave, and 3486 respondents, in a second wave, a
lower proneness to risk and an expectation of more severe drug-
related side effects were associated with more PCE use at the first
time point and increased use of PCE over a 6-months period.
However, other results in the second wave of the same project did
not show the relation between the expected severity of side effects
or risk attitudes and willingness to use PCE (Sattler et al., 2014).
The authors did, though, find in the second wave that a higher
expected likelihood of side effects decreased the willingness to use
PCE.

Other findings suggest that natural remedies are perceived
as less harmful than PCE substances, as shown in a question-
naire study involving the Swedish general public and physicians
with a sample size of 625 in total (Bergström and Lynöe, 2008).
Furthermore, people morally object more to the application of
PCE substances if they are artificial rather than natural, and
if they are taken in the form of injections rather than pills
(Scheske and Schnall, 2012). Focus group participants in the
Netherlands referred to natural remedies, placebo, and psycho-
logical treatment as alternatives to a specific example of PCE
(taking β-blockers during a driving test; Asscher and Schermer,
2013). However, these results may depend on the familiarity of
the sample with medical substances. An online survey among 326
Canadian medical students showed that there were no significant
differences between attitudes toward pharmacological or natural
supplements for cognitive enhancement (Kudlow et al., 2013).

Furthermore, 212 US American and Canadian physicians,
reported in an online survey, being less comfortable prescribing
PCE substances for non-medical use to young adults, compared
to older patients (Banjo et al., 2010). Franke et al. (2014) con-
firmed these findings in a paper and pencil questionnaire study
among 832 German physicians. In both studies, physicians wor-
ried about misuse and deemed PCE for young people to be
unnecessary. Yet, this applied less to the treatment (i.e., medical
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use) of older patients. Consistent with these findings, an exper-
imental vignette study conducted online with 4011 respondents
found that the US American and Canadian public is more toler-
ant of side effects when they can be seen as the result of necessary
therapy instead of enhancement (Fitz et al., 2013). This touches
upon a big debate in medical ethics about the distinction between
treatment and enhancement, since this is not a distinction based
on biological facts, but, rather, reflecting subjective valuation
(Parens, 1998; Daniels, 2000; Hyman, 2011). This is also reflected
in a survey by Ott et al. (2012), who concluded that subjective
suffering is taken into account as a criterion for disease. From
the respondents, 379 Swiss general practitioners and psychia-
trists, 88% reported being influenced by the degree of subjective
suffering in prescribing an enhancer in four different scenarios.
When asked if they would prescribe a PCE substance if a stu-
dent requested a prescription to stay awake to study more, only
15% confirmed without any doubt, although 54% would pre-
scribe if there were no therapeutic alternative. Around half of the
respondents reported being confronted in their practice with such
requests for prescriptions.

In contrast to these consistent findings on nonusers, users of
PCE differ in their estimation of the safety of PCE substances.
In an online survey with 1324 German students, users tended
to rate the health consequences of PCE as less dangerous than
nonusers did (Eickenhorst et al., 2012). This could be explained
by users’ higher ratings of willingness to take risks, found in a
large-scale online survey involving 1765 Swiss students (Ott and
Biller-Andorno, 2013). Moreover, fewer individuals (63.9%) from
this latter survey’s “user group” of 108 students reported worry-
ing about side effects than individuals from the “nonuser group”
of 1689 students (81.9%). Similarly, in a semi-structured inter-
view study with 12 US American students who were illicitly or
licitly using PCE, most participants believed that the benefits
of PCE outweighed the potential negative side effects (Aikins,
2011). Another study with 333 US American students revealed
that students who were illicitly using PCE had even more pos-
itive attitudes to the use of PCE with regard to medical safety
issues compared to licit users (Judson and Langdon, 2009). In
another interview study with 22 German students who used
both caffeine and PCE, participants saw differences between the
two forms of enhancement: in particular they estimated both
the desired effects and the negative side effects as more pro-
nounced in the case of PCE (Franke et al., 2012b). Also, Sweeney
(2010) presents in her thesis results of a campus survey with a
sample of 100 US American students, which demonstrate that
students who are illicitly using cognitive enhancers seem to be
more likely than nonusers to believe that the substances are
harmless.

The aforementioned findings concerning differences between
users and nonusers in their estimation of risks and harmful-
ness might also explain the large difference between the attitudes
of users and nonusers found in other studies. A study on atti-
tudes toward the acceptableness of PCE amongst 1265 members
of the general public in Australia found that respondents who
were familiar with PCE—either by using it themselves or by
knowing somebody who used PCE—were twice as likely to find
PCE acceptable than respondents who were not familiar with it

(Partridge et al., 2012). Also users of PCE among a group of
Canadian medical students tended to have more favorable atti-
tudes toward PCE than nonusers (Kudlow et al., 2013). Lastly, a
survey of 1729 students from Australian universities revealed dif-
ferences in attitudes between users and nonusers of PCE, with
users more often finding the use of study drugs “moral” than
nonusers (Mazanov et al., 2013). The latter three studies did not
specifically present the reason why respondents had a certain atti-
tude toward PCE, and thus their opinions might not be related to
medical safety. Still, these results are in line with a common find-
ing in drug epidemiology, revealing that positive attitudes toward
a drug, in particular low perceived risk, correlate with its use (e.g.,
Bachman et al., 1998; Bavarian et al., 2013; Cabriales et al., 2013).

In addition, users justify their practice and underestimate
potential health risks for themselves and for others as shown in an
interview-based survey with 175 US American students (Desantis
and Hane, 2010). Conversely, Franke et al. (2012a) found that
users and nonusers estimate addictive risks similarly, perhaps
because there is a greater likelihood of substance dependency for
users (Kroutil et al., 2006). However, Franke et al. (2012a) did not
specifically test for PCE dependency in their study. In the above-
mentioned study by Desantis and Hane (2010), it was revealed
that users argue for the substances’ safety and downplay poten-
tial health risks by contrasting PCE to street-drugs (e.g., cocaine,
heroin, etc.) and by pointing toward their acceptance within the
medical establishment. This relates to the observation that stu-
dents who believe that they know enough in order to safely use
PCE are more likely to state that PCE is harmless (Sweeney, 2010).
The fact that users tend to estimate PCE usage as harmless might
explain why they find its application to be morally and socially
acceptable (Desantis and Hane, 2010).

Hence, there is a general discrepancy between the views of
users and nonusers with regard to the associated health risks of
PCE and its moral acceptance, with users being less concerned
than nonusers.

COERCION
The question of coercion relates to autonomy, i.e. the freedom to
decide about one’s personal life, and is a central issue in the nor-
mative debate on PCE. A main concern is that people are being
pressured or even coerced into enhancing themselves. This might
happen either indirectly in the form of peer pressure (Warren
et al., 2009), or potentially directly in certain workplaces with long
working hours and high demands on cognitive functioning, such
as in the military or in surgery (Schoomaker, 2007; Maslen et al.,
in press). While opponents of enhancement consider it a “threat
to the responsibility one bears for one’s own life” (Habermas,
2003, p. 61), proponents instead focus on its advantages. They
point out that PCE in particular entails the possibility of enhanc-
ing autonomy itself by increasing the reasoning abilities required
to engage in such autonomous decisions (Schaefer et al., 2013).

The participants in Schuijff and Brom’s (2013) focus group
study indicated implicit peer pressure and explicit demand by
employers to use human enhancement technologies to be a major
concern for them. Maslen et al. (in press) found in a survey of
80 UK students clear and strong objection against the idea that
people in professions with high responsibility, such as pilots and
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physicians, might even have a moral obligation to enhance their
performance, with only one respondent agreeing to such an obli-
gation and 44% completely disagreeing. Two other surveys among
German students found that the majority of students did not
approve of PCE in jobs with high responsibilities: in one survey
only 26% of the 1026 respondents approved of the use of PCE
in highly responsible jobs (Schildmann et al., 2013), the second
found that approximate 20% of their 1547 respondents approved
the use of PCE for individuals with high responsibility (Franke
et al., 2012a).

Forlini and Racine (2009) conducted one of the (very few)
studies investigating people’s attitudes on autonomy and coer-
cion specifically with regards to PCE, again with the use of
focus groups. Their participants, 65 Canadians assigned to one
of nine groups consisting of either students, parents, or health-
care providers, agreed that PCE should be a matter of personal
choice. This seems in line with one of the recommendations of
a “European citizens’ panel” held in 2005 and 2006, a citizens’
deliberation on brain science involving 126 individuals from nine
European countries. (A citizen’s deliberation is a form of pub-
lic participation in consultation about science, but can be less
structured than a focus group study because groups can change
during the deliberation.) One of the topics touched upon briefly
was human enhancement. The participants’ highest ranked rec-
ommendation was that people should be given the right to take
“whatever drug they want,” but enough information about the
effects and dangers should be available; however, they did not
support use of PCE in situations in which people have to pass
exams (European Citizens Panel, 2006).

Participants in Forlini and Racine’s (2009) study held the
descriptive view that users are generally deciding to take such
substances as a result of a voluntary decision. At the same time,
however, they believed that this decision can be influenced by per-
ceived social pressure or by competitive environments, such as
academia or the job market, where people are striving for suc-
cess and feel they have to perform better than average. Health
care providers amongst the participants admitted that students
who don’t take enhancers may be disadvantaged because demands
are getting higher and PCE is becoming more prevalent. They
regarded peer pressure as an important contributing factor to the
perceived need to take cognitive enhancers. Parents, in contrast,
were aware of the pressure being put on students and conse-
quently felt worry and sadness. They feared that the use of PCE
may become a new standard.

However, peer pressure seems to be a more complex phe-
nomenon than one might assume. Sattler et al. (2014) show that
willingness to take PCE drugs does not increase when others
encourage it, but it decreases when disapproval of the use of PCE
by others rises. Furthermore, on the one hand, Forlini and Racine
(2009) observe the desire of students not to be at a disadvantage,
while on the other hand, less than 10% of 1547 German students
stated in a survey by Franke et al. (2012a) that they would use
PCE if others did so. In an online study amongst 6275 Swiss stu-
dents less than 3% agreed that other people’s use of substances
would justify the use of PCE, compared to over 66% who agreed
that increased learning would justify the use (Maier et al., 2013).
One methodological reason for these diverging findings might be

that even though a qualitative approach as used by Forlini and
Racine (2009) can reveal aspects that might stay undiscovered in
quantitative approaches like surveys, the small sample size might
limit the generalizability of the findings. Going beyond method-
ology, we might speculate that it is not other people using PCE
per se, but other people performing better, that puts pressure on
students and leads them to consider taking such substances. In
general, student participants in Forlini and Racine’s (2009) focus
groups viewed PCE as a personal lifestyle choice and emphasized
the importance of personal integrity, i.e., they accepted the use
of PCE conditional on the fact that one remains faithful to one’s
personal values. At the same time, they recognized the difficulty
of that endeavor when social pressure is high and when absti-
nence could lead to personal disadvantage. Parents of university
students, on the other hand, maintained a paternalistic view: stu-
dents should be informed about cognitive enhancement, and, as
a consequence, they should be held responsible and accountable
for the decision to engage in PCE.

Thus, people consider the role of peer pressure as problematic
and agree on the importance of deciding autonomously whether
to engage in PCE. However, since the few studies reported here
reveal mixed results, more research is needed to investigate the
topic in greater depth.

FAIRNESS
The normative debate around the fairness of PCE is perhaps the
least clearly defined. The term “fairness” seems to raise different
distinct concepts in the lay mind, and thus creates a difficulty
in comparing different studies that ask for opinions on the fair-
ness of PCE use without defining what is meant by “fair.” Overall,
fairness related concerns seem to play an important role in the
public, since they have been the second most common argument,
after unintended side effects, against the use of enhancement
raised by participants in Santoni de Sio et al.’s (in press) sur-
vey. Forlini and Racine’s (2012a also c.f. Forlini and Racine,
2009) focus-group study explored lay statements about fairness
of PCE in greater detail. They developed a model to describe
three different subthemes: they suggest that judgments of fair-
ness can (apart from external factors like legislation) be defined
by a relationship between equality of opportunity, honesty, and
authenticity. Participants who valued the equality of opportunity
described the importance of an equal distribution of opportuni-
ties to obtain PCE substances and opportunities deriving from
their use. Honesty and authenticity are both related to effort
that has to be invested to achieve a certain task. The underlying
assumption is that when high performance is achieved with less
effort—as might be the case when PCE substances are taken—
this might be less fair compared to performance that is achieved
with substantial effort. Honesty relates to the social aspect of this
assumption and reflects the effect of PCE use on other individ-
uals, for example in a competitive environment where PCE use
might be seen as cheating. Authenticity relates to the individ-
ual PCE user and questions whether his/her performance under
PCE, often seen as a situation in which effort is discounted, is
an authentic performance. It is based on the underlying belief
that putting in effort shapes the experience of an individual and
thus affects a “future” individual that does not gain the same
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experience while using PCE. Although the above separation of
concepts is too coarse to fully reflect the depth of the academic
normative debate, the concerns of the public can be grouped
around these subthemes of fairness.

EQUALITY OF OPPORTUNITY
First, we discuss equality of opportunity, the fear that inequality
in access to enhancement substances might increase inequalities
in society. Farah et al. (2004) describe how certain groups might
experience cost barriers and social barriers to access PCE. (In this
section, we do not consider concerns about restrictions of free-
dom to follow personal preferences, as these are discussed in the
previous section about coercion). Equality of opportunity is also
referred to as distributive fairness (e.g., Scheske and Schnall, 2012),
distributive justice (Farah et al., 2004), or the concern of inequal-
ity (e.g., Bostrom and Sandberg, 2009). Note that the notion of
equality of opportunity relates to a certain underlying theory of
justice (cf. Rawls, 1971), which can be contrasted, for example,
to the notion of equality of outcome. However, these underly-
ing theories are not distinguished yet in empirical research on the
public’s opinions about PCE.

Although healthcare providers, students and parents who par-
ticipated in the focus group study by Forlini and Racine (2012a)
believed that, currently, everybody who wanted could find PCE
substances one way or another, they did emphasize the impor-
tance of the value of equality of opportunity as part of their
judgment on the fairness of the use of PCE. Correspondingly, in
survey research by Sattler et al. (2013a) amongst 1852 respon-
dents, a lower score on both willingness-to-use a PCE and
moral acceptability of PCE substances was reported when judg-
ing an imaginary situation where no other students take this
PCE substance, compared to situations in which half of the
other students or all fellow students were taking the PCE sub-
stance. Possibly, they read the “no other student” situation as
one where there is inequality in opportunity with them hav-
ing, and other students not having, access and found this to be
morally unacceptable. However, Sattler et al.’s (2013a) finding
could also point to the experience of a “social norm,” following
from the prevalence of use that influences the judgment of moral
acceptability.

In a survey, Hotze et al. (2011) presented 633 US American
general practitioners with two statements related to this topic:
a slight majority agreed that society should prevent economic
advantages turning into biological advantages (57%), and that
everyone should have equal access to medical enhancers (55%).
Scheske and Schnall (2012) showed that the use of PCE sub-
stances is perceived as more wrong if not everybody can
afford them, compared to situations in which everybody can.
Fitz et al. (2013) investigated fairness by using the contrastive
vignette technique online. Their 4011 respondents, recruited via
Amazon’s Mechanical Turk, were randomly assigned to one of
22 different vignettes that described the use of PCE diverg-
ing in terms of alleged safety, societal and peer pressure, fair-
ness and authenticity. Respondents saw it as less fair if a stu-
dent obtained an enhancer with the help of money given by
his parents rather than with money earned by own work.
The 185 US American respondents in Sabini and Monterosso’s

(2005) study endorsed the so-called “interaction view” (p. 91):
their judgments of fairness depended on the group that was
affected by the drug. Although their fairness ratings of PCE
use were always close to or lower than the midpoint of the
scale—thus generally regarding it as rather unfair—respondents
believed the use by the worst performing 10% of students
to be fairer than the use by everybody or the top 10%. The
“interaction view” corresponds to what John Rawls (1971,
1985) calls the “difference principle”: inequality is acceptable
only if the current situation for those least advantaged is
improved.

A survey amongst 1026 German students demonstrated that
27% of the respondents approved the use of PCE by worse
performing classmates, while 57% approved the use for elderly
with declining cognitive performance (Schildmann et al., 2013).
Correspondingly, over a quarter of the respondents of another
study among German students reported that classmates with
low academic performance should be allowed to use PCE, while
50% indicated that the use of PCE by cognitively impaired
elderly should be allowed (Franke et al., 2012a). The percent-
age of respondents who endorsed the use of PCE by classmates
with low academic performance was higher among PCE users
than nonusers. It is clear that although the interaction view is
endorsed, previous performance is of less influence on judgments
of fairness of the use of PCE than age. However, this is perhaps
because the samples are both young students who are in com-
petition with other young students, so that age and performance
variables could be said to be confounded in the sample. Future
studies need to investigate the attitudes of young students in com-
petition with elderly students, and compare elderly students with
elderly non-students, so that attitudes toward these factors could
be separated. Sabini and Monterosso (2005) explain the interac-
tion view by arguing that a substance that would affect the worst
performing 10% only can better be seen as a normalizer instead
of an enhancer, suggesting that in this case it might be closer to a
treatment than to an enhancement. If this explanation is correct,
it would seem that both the acceptance of side effects as well as
the acceptance of a certain unequal distribution is greater in the
case of a treatment compared to enhancement.

In general, healthcare providers, students, and parents seem to
agree that an unequal distribution of PCE is unfair, if the unequal
distribution is related to factors that are changeable, such as
wealth. If the unequal distribution exists due to biological disposi-
tions, such as having a low attention span, an unequal distribution
is seen as less relevant to moral judgments. This is related to the
distinction between treatment and enhancement, in which the
former is generally believed to be seen as more acceptable (Parens,
1998; Daniels, 2000; Hyman, 2011). Users find it more acceptable
than nonusers that fellow students with low academic perfor-
mance use PCE, but research investigating the reasons for these
diverging views of users and nonusers is still lacking.

HONESTY
Honesty relates to the question of whether the use of PCE might
give a user an unfair advantage over people who do not use PCE,
and thus might need to exert more effort to achieve the same
result. Scheske and Schnall (2012) refer to honesty as competitive
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fairness and Bostrom and Sandberg (2009) discuss it in relation
to cheating. Using an example and taking a normative stance,
Bostrom and Sandberg (2009) describe how goals and rules define
whether an act qualifies as cheating: if the primary goal of school-
ing is acquiring knowledge, PCE might be legitimate. In the case
of a competition for grades or admission, however, PCE could
be seen as cheating if it were against the rules or if access were
unequally distributed.

Quantitative accounts of the public’s opinion on honesty
related to PCE use can be found in several studies. Students
of a highly competitive UK university deemed the competitive
advantage PCE can give as one of the most important con-
cerns regarding its use: an advantage due to PCE use was found
most morally wrong when no other competitors were taking the
substance, relating competitive to distributive fairness and peer
pressure (Scheske and Schnall, 2012). Moreover, an online survey
by Bossaer et al. (2013) demonstrated that 60% of the 372 student
respondents agreed that PCE provides users with an unfair advan-
tage over other students. An almost identical amount of just over
half of the respondents (56%) believed that PCE use for study
purposes could be seen as academic dishonesty. In a large-scale
online survey, with respectively 5882 and 3486 participants in the
first and second wave, (Dubljević et al., 2013) found that German
students deem the use of PCE with the intention to increase study
performance to be morally less acceptable than traditional forms
of academic misconduct, such as cheating in exams, fabrication,
or plagiarism. Schildmann et al. (2013) reported that half of the
respondents of their questionnaire study thought the use of PCE
by others was unfair, another quarter was unsure of their thoughts
about the statement, and only a quarter “rather” or “absolutely”
agreed that the use of PCE by others was fair. Over half of the
respondents in Franke et al. (2012a) indicated in a questionnaire
that they found PCE fair “under no circumstances” or “proba-
bly not.” This percentage was higher among females and among
nonusers. Although exact percentages are not provided, Sweeney
(2010) also discusses a survey amongst 100 students in which
nonusers felt more troubled than users by academic advantages
obtained by PCE. This difference between users and nonusers was
also found in the online survey by Ott and Biller-Andorno (2013).
They show that a little over 40% of nonusers agree that with using
PCE, one would be betraying others who do not use PCE, while
less than 20% of users agree to this statement. An online study
with 1200 male US American student participants revealed that
the misuse of performance enhancement substances in the sport-
ing domain received a higher rating on a scale that measured the
degree of cheating than the use of PCE in academia (Dodge et al.,
2012).

As described above, Fitz et al. (2013) showed that when obtain-
ing PCE takes less effort, it is seen as more unfair. This was
reflected in reduced fairness ratings in a scenario in which one
individual could use PCE and another could not. The effort
needed to obtain PCE was manipulated, as well as a second vari-
able, that of the effect of the PCE as either reducing the effort
needed to study or increasing the number of hours that one could
study for. The combination of diminished effort in obtainment
and reduced study effort produced the lowest ratings of fair-
ness. Thus, any variation of the description that would result in a

reduction of effort for the user of PCE in comparison to a nonuser
resulted in respondents judging PCE as less fair.

Qualitative studies provide a more elaborate but also more
ambiguous perspective on honesty in relation to PCE. In an inter-
view study amongst 19 Australian students by Bell et al. (2013
also c.f. Partridge et al., 2013) fairness appeared at the top of the
list of concerns mentioned. More than half of the participants
described PCE as a form of cheating, while most of the others
explicitly reported that they did not find it unfair in compar-
ison to other available methods for performance improvement
(e.g., coffee). In contrast to coffee, focus group participants saw
PCE as a form of cheating similar to the use of steroids (Forlini
and Racine, 2012b). Also, participants showed dissent and inde-
cision about whether PCE use should be seen as cheating or not
(Forlini and Racine, 2012a). Each subgroup of students, parents,
and health care providers included some individuals who saw
PCE as an unfair shortcut, putting others at a disadvantage, but
also individuals who considered PCE a study tool like any other.

To summarize, a little over half of the public believes that the
use of PCE provides an unfair advantage to users, a situation that
is seen as cheating, especially in highly competitive environments.
Nonusers provide lower ratings of honesty than users in quantita-
tive studies. In general there seems to be dissent on whether PCE
qualifies as cheating or not. Qualitative studies give more insight
into the different perspectives on this question.

AUTHENTICITY
In the normative debate, critics of PCE argue that users, com-
pared with nonusers, of enhancement substances experience the
value of exerting effort on a task less. This makes activities less
meaningful and facilitates fewer experiences of self-development
(see Schermer, 2008, for an analysis of this argument). Part of
the debate therefore relates to authentic performance, for which
effort is seen as a necessary condition (e.g., President’s Council
on Bioethics, 2003). Goodman (2010) specifies that this is true
for what he calls process goods, for which the activity itself is seen
as central. For so-called outcome goods, however, for which the
result of an activity counts, effort is less relevant.

We can apply the distinction between process goods and
outcome goods to the list of 19 traits rated by 357 respon-
dents in an online study by Riis et al. (2008). For each trait
they had to rate their willingness to enhance it using pharma-
cological means, if they could. Outcome related traits, such as
memory, received higher scores on willingness-to-enhance than
more process related traits, such as mood and social comfort.
These higher ratings for what we deem outcome related traits
might be explained by respondents valuing the notion of effort.
Furthermore, respondents were less willing to enhance traits that
were rated as more fundamental to the self, such as kindness and
empathy.

Participants in the focus group study by Forlini and Racine
(2012a) explicitly related effort to judgments of the fairness of
PCE. Students, parents, and healthcare providers commented
on effort and authenticity. They displayed both positive (non-
problematizing) and negative (problematizing) views toward PCE
in relation to effort and authenticity in equal proportions, as can
be seen in the following examples. Participants of each target
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group (students, parents, and healthcare providers) noted that
even with the use of PCE, effort still had to be put in to complete
certain tasks. However, participants also discussed how enhance-
ment may compromise certain social and personal values that
shape an individual’s behavior. Also some of the student par-
ticipants in the interview study by Bell et al. (2013) described
PCE as a quick fix rather than a true reflection of an individ-
ual’s abilities, while other participants neither reported effort
nor authenticity as being corrupted by the use of PCE. Two
thirds of the student respondents in the survey by Schildmann
et al. (2013) agreed that performances done with PCE were
“less commendable than comparable performances that are done
without these substances” (p. 25). In addition, 63% of the 644
physicians who completed the survey by Hotze et al. (2011)
viewed PCE as a threat to the value of human achievement.
Moreover, an online survey by Banjo et al. (2010) showed that
the respondents, 212 physicians, ranked “PCE undermines the
values of personal effort” as the fourth most important rea-
son (of 13 presented) to feel uncomfortable about prescrib-
ing PCE to non-elderly people. However, an online survey
among 1729 Australian students showed that users of prescrip-
tion amphetamines had fewer concerns regarding the integrity of
authentic and moral actions than did nonusers (Mazanov et al.,
2013).

Finally, in their experimental vignette study Fitz et al. (2013)
found that respondents rated an individual’s performance as sig-
nificantly less authentic when PCE was used, compared to when it
was not used. However, this opinion did not completely transfer
to judgments of worthiness for a promotion when the character
would be assigned a new project in his job. Respondents judged
a PCE user as significantly more worthy when successful without
enhancement compared to with enhancement, but they also indi-
cated that people who succeeded with the help of PCE were more
worthy of promotion than people who did not use PCE and failed.

To summarize, in general people are more likely to enhance
outcome related traits than process related traits. However, in
direct discussions about effort and authenticity in relation to fair-
ness, individuals display divergent opinions on the importance of
these topics. The proportion of people who believe effort is dis-
counted and authenticity violated when using PCE is a little over
half of the respondents in most studies. This implies that little
less than half of the public is not that concerned about effort and
authenticity in relation to PCE. One reason that is given is that
effort still has to be invested to achieve certain goals, even when
PCE is used.

CONCLUSION
This review provides an overview of 40 studies on the public’s
opinion about PCE. Our main finding is that in groups outside
the normative academic debate several concerns about the use
of pharmacological substances for performance enhancement are
either raised or endorsed. These concerns that are discussed in
the current review of research on opinions about PCE widely
match the normative debate. These similarities between the pub-
lic’s opinion and the normative debate are also found in studies
on other ethical issues, for example the sex selection of embryos
(Banks et al., 2006) and life extension technologies (Partridge

et al., 2009). The findings we present are divided between three
concerns regarding PCE use which are common in both the
ethical and lay debate: medical safety, coercion, and fairness.

Several studies have shown that medical safety is regarded as
central by nonusers of PCE, and insecurity about it provides a
reason for them to refuse the use of PCE. Related to this concern
are findings that point toward a preference for natural over artifi-
cial enhancers. A similar preference can be seen for interventions
that might be closer to treatment than to enhancement. Users,
on the other hand, do not display these preferences and indicate
conflicting results on judgments of (subjective) health risks asso-
ciated with PCE. They are concerned about addiction, but do not
worry about other health risks, and deem PCE more often harm-
less than nonusers do. A more convergent view can be found on
the theme of coercion. Different subgroups agree that PCE should
be a matter of personal choice. They believe that decisions con-
cerning use are, in general, made voluntarily, although they can be
influenced by perceived social pressure or by competitive environ-
ments. It is shown that peer pressure is a complex phenomenon,
as students might not always be influenced by other people’s PCE
use itself, but only when these others achieve a higher perfor-
mance compared to their own. However, only a few studies have
investigated coercion to date and we call for future research to
fill this gap. Finally, we discussed fairness, divided into three sub-
themes: equality of opportunity, honesty, and authenticity. An
unequal distribution of PCE substances that might develop due
to changeable factors—such as wealth—is seen as unfair, while
an unequal distribution due to biological dispositions—such as a
low attention span—is seen as less relevant to judgments of fair-
ness. This might relate to a general finding that treatments are
seen as more acceptable than enhancements. The public’s opin-
ion on the subthemes of honesty and authenticity shows a more
complex pattern. Nonusers believe more often than users that the
use of PCE provides an unfair advantage, although in general
only half of the public raises concerns about this topic of hon-
esty and cheating. Several studies show that around the theme of
authenticity both problematizing and non-problematizing views
on PCE arise in equal proportions. While some respondents indi-
cate that “the work has still to be done” even when PCE is used,
others believe that PCE is a quick fix and undermines an authentic
performance.

One important distinction within the public can be found
between users and nonusers, who tend to differ in their perspec-
tives on the medical safety and subthemes of the fairness of PCE:
while users generally deem PCE to be safe and fair, nonusers
do not. These results imply that users are either more willing
to engage in PCE because of their positive attitude toward it,
or that they adopted their positive attitude as a result of per-
sonal usage. In either case, the differences in users’ and nonusers’
attitudes toward PCE might be driven by cognitive biases. It is
possible, for example, that nonusers display a more negative view
toward PCE because they experience the so-called status quo
bias, which describes the irrational preference for an option only
because it preserves the current state of affairs (Kahneman and
Tversky, 2000). As currently PCE use is not seen as a common
way to improve cognitive performance, this bias might result
in the preference to not use PCE. This tendency, to use the
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status quo as a reference point, might explain why people pre-
fer interventions when they are seen as treatments as opposed to
enhancements (Bostrom and Ord, 2006). It is also possible, how-
ever, that users adopt a more positive view toward PCE in order
to reduce their cognitive dissonance, the discomfort experienced
when one’s actions don’t reflect one’s beliefs (Festinger, 1957).
This would reflect a situation in which users adapt their attitudes
toward their PCE use, that is, their behavior. Future research is
called to examine in greater depth which biases might influence
people’s attitudes toward PCE and the causal direction explaining
the attitudes currently prevalent. Further, future research might
also reveal whether differences between users and nonusers also
hold for other concerns, such as coercion and authenticity for
which data on this distinction is currently lacking.

It is important to note that the current literature focuses
mostly on opinions of students, with only a few exceptions pro-
vided by studies on health care providers and the general public.
Furthermore, several studies were conducted with a non-random
sample of participants, or obtained a low response rate in the case
of random sampling. This might have biased the results. In addi-
tion, even the studies that were conducted with random sampling
of students at specific universities can create a biased population
overview in our review, because differences between colleges on
the use of PCE are found (e.g., McCabe et al., 2005). Furthermore,
future research should provide more insight into the opinions of
populations other than students, such as the general population
or more specifically people active in the workforce. This would
add to a more accurate picture of opinions of the general pop-
ulation and of potential users in those areas where use is to be
expected.

Moreover, future research is called for to reveal more fine-
grained differences in the public opinion for certain concerns. In
the current literature, different concerns can have the same name,
as is seen with fairness, while different names may also be used
for the same concern, as was described for equality of opportu-
nity. This makes it harder to draw precise conclusions on the state
of research on public attitudes toward PCE and to systematically
compare it with arguments from the normative debate. Although
more fine-grained studies are needed to reflect the depth of the
normative debate, it can be said that, thus far, concerns of the
public regarding the use of PCE reflect the main issues fiercely
debated in academia.
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Background: Pharmacological cognitive enhancement, using chemicals to change cellular
processes in the brain in order to enhance one’s cognitive capacities, is an often discussed
phenomenon. The prevalence among Dutch university students is unknown.

Methods: The study set out to achieve the following goals: (1) give an overview of different
methods in order to assess the prevalence of use of prescription, illicit and lifestyle
drugs for cognitive enhancement (2) investigate whether polydrug use and stress have
a relationship with cognitive enhancement substance use (3) assessing opinions about
cognitive enhancement prescription drug use. A nationwide survey was conducted among
1572 student respondents of all government supported Dutch universities.

Results: The most detailed level of analysis—use of specific substances without a
prescription and with the intention of cognitive enhancement—shows that prescription
drugs, illicit drugs and lifestyle drugs are respectively used by 1.7, 1.3, and 45.6% of the
sample. The use of prescription drugs and illicit drugs is low compared to other countries.
We have found evidence of polydrug use in relation to cognitive enhancement. A relation
between stress and the use of lifestyle drugs for cognitive enhancement was observed.
We report the findings of several operationalizations of cognitive enhancement drug use
to enable comparison with a wider variety of previous and upcoming research.

Conclusions: Results of this first study among university students in the Netherlands
revealed a low prevalence of cognitive enhancement drug use compared to other
countries. Multiple explanations, such as a difference in awareness of pharmacological
cognitive enhancement among students, accessibility of drugs in the student population
and inclusion criteria of enhancement substances are discussed. We urge enhancement
researchers to take the different operationalizations and their effects on the prevalence
numbers into account.

Keywords: cognitive enhancement, neuroenhancement, smart drugs, prescription stimulants, non-medical use,

illicit drugs, lifestyle drugs, self-report

INTRODUCTION
Recently the topic of cognitive enhancement has received much
attention, both in popular media (e.g., Schwarz, 2012; Sharrett,
2012; Shiner, 2013; Monks, 2014) and academic literature (e.g.,
a special issue on cognitive enhancers by Neuropharmacology
Lynch et al., 2013). Cognitive enhancement can be accomplished
in a variety of ways. Some methods use advanced technology
to modulate brain activity, e.g., deep brain stimulation, whilst
other methods are based on chemicals that are aimed at changing
the cellular processes in the brain, also named pharmacological
cognitive enhancement. Pharmacological cognitive enhancement
refers to boosting cognitive capacities by using substances, with
the aim to enhance one’s performance above baseline levels

(e.g., Bostrom and Sandberg, 2009). Most substances regularly
referred to in the discussion about pharmacological cognitive
enhancement were originally developed to treat neuropsychi-
atric disorders that are often accompanied by cognitive deficits.
A drug widely reported to be used with the purpose of pharma-
cological cognitive enhancement is methylphenidate (e.g., Ritalin,
Concerta), which was developed as a treatment for attention
deficit hyperactivity disorder (ADHD). Other drugs often used to
boost cognitive capacities include modafinil and amphetamines
(Ragan et al., 2013). However, recently also other substances,
such as caffeine and nicotine as well as several illicit drugs,
are included in the discussion of the cognitive enhancement
literature (e.g., Franke et al., 2011b, 2012; Wolff et al., 2014).
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The expectations of the effect prescription drugs for cognitive
enhancement exert in healthy individuals often exceed their real
effect (Repantis et al., 2010). Whether effective or not, the preva-
lence studies have shown that some people do experiment with
drugs to boost their (cognitive) performance (Smith and Farah,
2011).

Herman-Stahl et al. (2007) suggested that the use of prescrip-
tion drugs to improve one’s cognitive performance is especially
common among individuals in cognitively demanding environ-
ments, such as schools and universities. The authors showed that
college students are more likely to use prescription stimulants for
nonmedical purposes than young adults who are not enrolled in
college, although no intentions of use (e.g., recreational, or to
enhance performance) were examined in this study. In addition,
most of the prevalence studies conducted so far have focused on
the university student population. Smith and Farah (2011) give
an overview of 28 epidemiological studies on the prevalence of
nonmedical prescription drug use that were conducted among
secondary and post-secondary students in the US and Canada
before July 2010. The prevalence numbers of lifetime nonmed-
ical stimulant use among university students ranged from 5.3%
in an online study reaching over 2000 respondents (DuPont et al.,
2008) to 55% in a study among 307 fraternity members (DeSantis
et al., 2009). Smith and Farah (2011) conclude that it is hard to
draw quantitative conclusions from the list of studies, as they dif-
fer in many ways. For example, there are marked differences in the
way the prevalence numbers are calculated, where some studies
include all nonmedical use, others only include nonmedical use
with the intention to enhance ones cognitive performance. This
means that in the latter condition users with solely recreational or
experimental intentions are excluded from the prevalence num-
bers that are presented. Moreover, some studies focus solely on
the intention, meaning that also individuals with a prescription
are counted as a cognitive enhancement drug user when they
report to use these drugs for nonmedical reasons, while others
exclude all users with a prescription regardless of their intention
of use. Smith and Farah (2011) also describe a large variation
between studies in sampling method and demographic charac-
teristics, ranging from studies examining a single department at a
single institution to nationwide epidemiological surveys on non-
medical drug use. These differences have a major influence on
the outcome of the studies because of several factors that can
vary between institutions or regions. In a national cross-section
study of over 10,000 students enrolled at 4-year colleges McCabe
et al. (2005) demonstrated, that the nonmedical use of prescrip-
tion stimulants was higher in the North-Eastern region of the
US, compared to other regions, and higher for institutions with
more competitive admission criteria compared to less competi-
tive admission criteria. Finally, a difference can be found in the
way that cognitive enhancement drugs are addressed in the ques-
tionnaire, for example by either questioning general drug use for
the purpose of enhancement or questioning the use of specific
types of stimulants (e.g., Ritalin) and/or active ingredient (e.g.,
methylphenidate) for this purpose. The latter limits the num-
ber of stimulants and/or active ingredients that are taken into
account in the survey, but leads to more specific questions for the
respondent.

Recently more and more studies have been conducted on the
university student population in (mostly Western) Europe. The
aforementioned variety in definitions and demographic charac-
teristics cause difficulty in comparing the prevalence numbers of
these studies as well. For example, Holloway and Bennett (2012)
are sometimes mentioned in the discussion on cognitive enhance-
ment drugs, while they focus on general nonmedical use and only
briefly mention the intention of cognitive enhancement. From
the sample of 1614 students 33% reported to use prescription
drugs nonmedical, but only three students reported the reason
“to study.” Castaldi et al. (2012) on the other hand, focus solely
on the intention, and thus include two students who have a pre-
scription in their prevalence number of 16% of students who use
cognitive enhancement drugs in a sample of 77 Italian medical
students. Also Pustovrh and Mali (2014) did a (pilot) study in
only a single institution, in Slovenia, resulting in a prevalence of
11 out of 211 students (5.21%) who had ever used prescription
drugs for cognitive enhancement.

In contrast to the aforementioned studies, the focus of stud-
ies seems to shift from prevalence of substance use for cognitive
enhancement toward broader topics, such as the motives behind
the use, differences between users and non-users, or theoretically
grounded accounts of why certain students choose to use drugs
for cognitive enhancement while others do not (Eickenhorst et al.,
2012; Sattler and Wiegel, 2013; Wolff and Brand, 2013; Wolff
et al., 2013, 2014; Ott and Biller-Andorno, 2014). However, preva-
lence numbers are usually presented as well and will be reviewed
here even though they are not always the primary aim of study.
Larger studies in Germany and Switzerland demonstrate differ-
ences in targeting specific substances or a more general group of
pharmacological cognitive enhancers. Sattler and Wiegel (2013),
for example, examined prior use by asking whether respondents
had ever used a prescription medicine without medical necessity
to enhance cognitive efficiency, resulting in a lifetime preva-
lence of 4.56%. Ott and Biller-Andorno (2014) examined the
particular use of Ritalin, Adderall or Modasomil among 1765 stu-
dents at one Swiss university, and found a prevalence of 6.2%
of 1765 students who use prescription drugs without a pre-
scription to increase concentration or alertness, of which 4.7%
more specifically reported study purposes. However, they claim
the questionnaire is not designed to be representative for their
population. Maier et al. (2013) examined the use of 17 specific
substances with the intention to enhance cognitive performance,
categorized as prescription drugs (e.g., methylphenidate), drugs
of abuse (e.g., alcohol) and other substances (e.g., caffeine). They
found a prevalence of 7.6% for nonmedical prescription drug use
for cognitive enhancement and 7.8% for drugs of abuse for cog-
nitive enhancement among their sample of 6275 students from
three Swiss universities. This points to a more widespread phe-
nomenon among several surveys in Germany, to not only include
prescription drugs as potential enhancers, but also illicit drugs
and/or more commonly available substances (also: lifestyle drugs)
such as coffee and energy drinks. Most studies clearly separate
them, such as Wolff et al. (2014), who demonstrated the use
of lifestyle, prescription and illicit drugs for cognitive enhance-
ment among approximately 1000 students all over Germany, and
found a lifetime prevalence of respectively, 83.2, 5.8, and 3.5%.
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Franke et al. (2011a,b) surveyed the use of coffee, caffeinated
drinks, caffeine tablets, prescription drugs, and illicit drugs for
cognitive enhancement among high school and undergraduate
students and found a prevalence of respectively, 53.2, 39, 10.5,
1.3, and 2.6%. However, other researchers in Germany diverge
from this distinction between lifestyle, prescription and illicit
drugs, and group them in one general class of cognitive enhancers.
Dietz et al. (2013), for instance, report a 12-month prevalence
of use of cognitive-enhancing drugs of 20%. In this number the
authors include the use of prescription drugs, illicit drugs and
caffeine tablets. Eickenhorst et al. (2012) grouped prescription
drug use and illicit drug use to improve cognitive performance or
mood, and found a prevalence of 7% among 1324 students and
graduates.

The current study does not aim to solve the problems that
arise due to different definitions, sampling methods or ques-
tions, nor do we aim to provide a theoretical framework for
pharmacological cognitive enhancement drug use. We aim to
contribute to the discussion by examining different study meth-
ods in the same sample. This creates the possibility to directly
compare the influence of certain questions and inclusion crite-
ria on the resulting prevalence number. Furthermore, the present
study sets out to assess the prevalence of pharmacological cogni-
tive enhancement by means of a web-based survey administered
to university students in the Netherlands, a sample that to our
knowledge has not been examined before. There are only a few
studies investigating the use of cognitive enhancers in the Dutch
population. Ganpat et al. (2009) surveyed the illicit use of pre-
scription drugs with the intention to improve performance in
sport and study among adolescents between 14 and 17 years
old and found an overall prevalence rate of 1.7%. A second
study assessed the quantity of psychopharmacological enhance-
ment among Dutch psychiatrists and other physicians working in
psychiatry (Timmer and Glas, 2012). The results demonstrated a
lifetime prevalence of 11%. This latter number is comparable to
recent results of a survey among German surgeons (Franke et al.,
2013).

In an attempt to reach a representative sample our survey
has been advertised online and offline among students of all
14 government supported universities in the Netherlands. The
survey examines the prevalence of general nonmedical use of
prescription drugs, and the use of particular prescription drugs
(methylphenidate, modafinil, beta blockers, and rivastigmine)
with the specific purpose of cognitive enhancement with and
without a prescription. Furthermore, we will assess the use of
prescription drugs for cognitive enhancement with a question
not targeted at particular drugs, but at the general group of
prescription drugs. Furthermore, we will describe the use of
lifestyle and illicit drugs with the purpose of cognitive enhance-
ment. It is impossible to make a comparison of all defini-
tions and study methods in previous studies, but in this way
many differences of prior studies are addressed, which makes
it possible to directly compare prevalence numbers by different
methods within this study and to studies with similar methods
abroad.

In addition of giving an overview of different prevalence num-
bers of the use of substances for cognitive enhancement in the

student population in the Netherlands, we also examine two top-
ics that have been found to relate to pharmacological cognitive
enhancement, being polydrug use and the relationship between
using cognitive enhancement substances and stress. Polydrug use
considers the finding that there is a positive relationship between
the use of prescription drugs for cognitive enhancement and the
use of other substances in general (Barret et al., 2005; McCabe
et al., 2005; Eickenhorst et al., 2012; Mazanov et al., 2013).
Furthermore, it regards a positive relationship between the use
of prescription drugs for cognitive enhancement, the use of illicit
drugs for cognitive enhancement and the use of lifestyle drugs
for cognitive enhancement, meaning that if somebody uses one
of these for cognitive enhancement, there is a higher chance of
using substances from the other groups with the purpose of cog-
nitive enhancement as well (Maier et al., 2013; Wolff and Brand,
2013; Ott and Biller-Andorno, 2014). We hypothesize that uni-
versity students in the Netherlands will also display polydrug use,
meaning that (1) users of prescription drugs for the purpose of
cognitive enhancement are more likely to use other substances
than non-users and (2) there is a correlation between the use of
prescription, illicit and lifestyle drugs for cognitive enhancement.

Second, Maier et al. (2013) demonstrated that prescription
and illicit drug use for cognitive enhancement is related to per-
ceived pressure to perform. Wolff et al. (2014) found a similar
relation for the use of prescription and lifestyle drug use for cog-
nitive enhancement and self-reported strain. Wolff and Brand
(2013) demonstrated that overwhelming demands in school
could predict the use of prescription drugs and lifestyle drugs for
cognitive enhancement. With a longitudinal design Sattler and
Wiegel (2013) demonstrated that increased cognitive test anx-
iety increased the prevalence of nonmedical prescription drug
use for cognitive enhancement over time. We hypothesize that
a similar relation between the use of cognitive enhancement
substances and stress will be prevalent among students in the
Netherlands; and thus that students who use substances for the
purpose of cognitive enhancement will report more stress than
students who do not use substances for the purpose of cognitive
enhancement.

Finally, several surveys have examined attitudes toward the
use of prescription drugs for cognitive enhancement. In general,
the public displays similar concerns as described in the academic
literature on the topic, concerning topics such as the safety of
using prescription drugs by healthy people, the possibility of
being coerced in using a drug for cognitive enhancement and the
fairness of using drugs to enhance ones cognitive performance
(Schelle et al., 2014). To add to this discussion we assessed opin-
ions in the current sample toward several statements regarding
the safety and policy surrounding the use of prescription drugs
for cognitive enhancement.

To sum up, the survey aimed at (1) giving an overview of
different methods to assess the prevalence of use of substances
for cognitive enhancement and apply these methods to a new
sample of university students in the Netherlands (2) investi-
gating whether findings of polydrug use and the relationship
between cognitive enhancement substance use and stress can also
be applied to this population and (3) assessing opinions about the
use of prescription drugs for cognitive enhancement.
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METHODS
RESPONDENTS
In the current study, 1572 respondents of a total population of
approximately 245,000 students registered at Dutch universities,
replied to a nationwide poster spread, social media advertise-
ments and a letter to student organizations. Prior to analysis 69
respondents were excluded [exclusion criteria were not being a
student at a Dutch university, technical difficulties with the online
questionnaire and an affirmative answer on a control question
(see below)], resulting in a final sample of 1503 respondents
with a mean age of 21.8 years (± sd 2.8 years; 70% women).
The sample included students of all 14 government supported
Dutch universities, although the relative distribution of respon-
dents was not equal for different universities. Respondents were
stimulated to complete the questionnaire by raffling one tablet
PC, 30 shopping vouchers (C15,-) and 20 cinema vouchers
(C7, 50).

PROCEDURE
The questionnaire was an anonymous online survey in Dutch,
which could only be accessed after signing a digital informed
consent form. This form was followed by the questionnaire as
described in a next section. After submission of the question-
naire a new non-related website opened where the respondent
was offered the opportunity to enter in the lottery for the tablet
PC and vouchers. Data were stored in an offline database for later
analysis. Care was taken not to store IP addresses from the respon-
dents in the dataset. Contact information needed for distribution
of the prizes was stored in a separate data file. The procedure and
questionnaire are approved by the Ethics Committee Faculty of
Social Sciences (ECSS) of the Radboud University, Nijmegen, the
Netherlands.

QUESTIONNAIRE
The first section of our questionnaire assessed demographics
and background characteristics. Furthermore, we assessed study
behavior (e.g., time spent studying) and study outcome to be able
to further characterize the cognitive enhancement substance user.
After that, we translated and adapted the “Perceived Stress Scale”
(Cohen et al., 1983) to a version assessing “Perceived Study Stress”
by inserting the word “study” in front of the word “stress” each
time this was mentioned in the original scale. The remainder of
the survey focused on the use of and the opinion about several
substances, the main outcome measures of this study.

The length of the survey depended on the amount of sub-
stances used, because respondents were routed toward more
specific questions about substances. All questions had a forced
response format, meaning that respondents could not skip the
question. For most respondents the survey was about 80 ques-
tions long. On average, respondents took approximately 18 min
to complete the survey.

MAIN OUTCOME MEASURES
Type of substances
The main outcome measures concern the use of prescription
drugs, illicit drugs (stimulants, soft drugs and hard drugs)
and lifestyle drugs (alcohol, nicotine, and caffeine). We asked

respondents to indicate their use of prescription drugs in two
different ways, namely with questions about four prescription
drugs in particular (methylphenidate, modafinil, beta blockers,
and rivastigmine) and questions about the use of prescription
drugs in general.

The use of specific prescription drugs was part of a single
question in which we asked respondents to indicate whether
they had used one or more of the following substances since
the start of their university studies, followed by examples as
shown in the following overview: alcohol (e.g., in beer, wine,
liquor), nicotine (e.g., in cigarettes, roll-ups), caffeine (e.g., in
coffee, energy drinks), pharmacy products (such as painkillers,
nutritional supplements), soft drugs (such as marihuana), smart
shop products (such as memory boosters, herb pills), stimulants
(such as amphetamine, cocaine), hard drugs (such as lysergic acid
diethylamide (LSD), heroine), methylphenidate (e.g., in Ritalin),
modafinil (e.g., in Provigil), beta blockers (e.g., in Propanolol)
and rivastigmine (e.g., in Exelon). We added a non-existent
drug to the list of possible substances respondents could indi-
cate to have used. This drug was named “Hoxazine (e.g., in
Hypersotaline)” and was placed there to detect untrustworthy
results. Respondents who admitted to have used this non-existent
drug were excluded from further analysis.

Because we only included four often discussed prescription
drugs that could potentially be used for cognitive enhancement
we also asked a question regarding general prescription drug use.
Respondents were asked to indicate whether they had ever used
a prescription drug without having a prescription themselves. If
they confirmed this question they were routed toward a question
about their reasons for using prescription drugs.

Use of substances
If respondents indicated to have been in contact with a substance
they were routed toward questions about the specific substance(s)
to indicate amount, times and reasons of usage. In the case of
prescription drugs they were also asked to indicate whether they
had a prescription or not. The answer options for amount, times
and reasons of usage were based on questions that have previ-
ously been developed for the questionnaire “Family and Health
2003/2004” of the project “Family and Health” of the Radboud
University Nijmegen (Heatherton et al., 1991; Engels et al., 1999;
Engels and Knibbe, 2000; Harakeh et al., 2005). Specific categories
and answer options for amount and times of usage were different
for certain substance categories. Therefore, they will be dis-
cussed in the following sections regarding the specific substances.
Answer options for amounts and times of usage of substances
which were not present in the “Family and Health 2003/2004”
were created based on questions asked on a similar substance in
the questionnaire.

The “Family and Health 2003/2004” questionnaire discusses
four general reasons for substance usage: coping with stress,
conformity to peers, enhancement (feeling good) and social
substance use, related to the four-factor model of alcohol use
(Cooper, 1994). We added four answer options in the question
about reasons for usage for each substance: (1) “to enhance study
performance” as this was our main target of interest, (2) “medi-
cal reasons” and (3) “to lose weight” as it applied to some of the
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Box 1 | Description of the term “smart pills” (translated from Dutch).

Some students use drugs which are only available with a prescription, without having a prescription themselves. Some other students do
have a prescription, but they use a higher dose than prescribed. When they use those drugs to improve their study results, these drugs
are called smart pills. The statements below are all about smart pills. Please fill in to what extent you agree with these statements.

Table 1 | The number of respondents using specific routes of

obtainment for prescription drugs with the purpose of cognitive

enhancement from the group of respondents who indicated to “less

than often” have a prescription for the drug themselves.
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Methylphenidate (N = 21) 17 8 5 2 0 0

Beta blocker (N = 7) 2 2 2 0 0 2

substances different than alcohol on which the four-factor model
was based, and (4) “other” to provide respondents with an answer
option in case their answer was not in the list.

From these questions specific measures per substance (cate-
gory) were derived. The amount of nonmedical users was cal-
culated by including all users of the substance (category) who
reported to at least sometimes (on a four-point scale of seldom;
sometimes; regularly; often) use the substance for any other than
“medical reasons” (exception: general prescription drug use, for
which this measure could only be calculated for users who do
not have a prescription themselves). The amount of users using
a substance (category) without a prescription was calculated by
including all users of the substance (category) minus the users
who reported to use the substance without “regularly” or “often”
(similar four-point scale of seldom; sometimes; regularly; often)
to have a prescription. The amount of users using the substance
(category) with the purpose of cognitive enhancement was calcu-
lated by including all users of the substance who reported to use
the substance at least sometimes “to enhance study performance”
(similar four-point scale).

Opinions: prescription drug use for cognitive enhancement
Further, we were interested in the attitude of our respondents
toward the use of prescription drugs for the purpose of cognitive
enhancement. Respondents were presented with 17 statements
and consequently asked to provide a response on a five-point
Likert scale, indicating their (dis) agreement with the statement at
hand (see Table 2 for the list of statements). Before reading these
statements we presented a short description of the term “smart
pills” to the respondents (see Box 1 for a translated version of the
Dutch text).

DATA ANALYSIS
The first hypothesis, regarding polydrug use, has two compo-
nents. Chi-square analyses were conducted to examine whether
users of prescription drugs are more or less likely to use other
substances than non-users. Secondly, Chi-square analyses were

conducted to examine the association between the use of pre-
scription drugs, illicit drugs, and lifestyle drugs for the purpose
of cognitive enhancement. The second hypothesis, regarding the
relationship between substance use for cognitive enhancement
and stress, was examined with One-Way ANOVA’s for the differ-
ences in perceived study stress scores between users and non-users
according to our different operationalizations. P-values <0.05
(two-tailed) were considered statistically significant. The analyses
were conducted with IBM SPSS Statistics version 22.0.

RESULTS
PRESCRIPTION DRUG USE
Use of specific prescription drugs
None of the respondents reported to use rivastigmine or
modafinil. In our sample, 52 students indicated to have used
methylphenidate, while 36 students indicated to have used beta
blockers. Nonmedical use (at least “sometimes” use for any other
reason than medical) of methylphenidate was self-reported by
80.8% of methylphenidate users (2.8% of the total sample of
respondents) and 61.1% of beta blockers users (1.5% of the total
sample of respondents). Total nonmedical use of specific prescrip-
tion drugs in the sample is 4.0% (due to four users using both beta
blockers and methylphenidate at least sometimes for nonmedical
purposes). Excluding the respondents who indicated to “regu-
larly” or “often have a prescription” results in 2.4% of respondents
reporting to use prescription drugs at least sometimes for a
nonmedical purpose without having prescription.

From the methylphenidate users 73.1% (2.5% of the total
sample of respondents) reported to use methylphenidate at least
sometimes for the specific purposes of improving ones study
results (cognitive enhancement). From the beta blocker users
38.9% (0.9% of the total sample of respondents) reported to
use beta blockers at least sometimes for the specific purpose of
improving ones study results. Total specific prescription drug
use with the intention of cognitive enhancement in the sample
is 3.2%.

Furthermore, to examine the prevalence of the use of prescrip-
tion drugs for the purpose of cognitive enhancement without
having a prescription, we excluded respondents who indicated
to use prescription drugs regularly or often with a prescription.
A group of 40.4% of the methylphenidate users reported to use
methylphenidate less than often with a prescription, and at least
sometimes for the purpose of cognitive enhancement (1.4% of the
total sample of respondents). For beta blockers this prevalence
was 19.4% (0.5% of the total sample of respondents). Total use
of specific prescription drugs with (at least sometimes) the inten-
tion of cognitive enhancement without (regularly or often) having
a prescription is 1.7%. Table 1 shows via which other methods
these respondents obtained their prescription drug. Most users
without a prescription acquire the drugs via people they know.
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Use of a general group of prescription drugs
Sixty respondents (4.0% of the total sample of respondents)
admitted to use a prescription drug without having a prescription
for the drug. Forty-six respondents (3.1% of the total sample of
respondents) reported nonmedical use without a prescription (at
least “sometimes” use for any other reason than medical). From
the 60 respondents, 40% used these prescription drugs at least
sometimes to improve their study results (2.7% of the total sample
of respondents).

Opinions about prescriptions drug use for cognitive enhancement
The percentage of respondents that (dis)agreed with 17
statements about the use of “smart pills” are presented in Table 2.
Most respondents disagree with statements regarding the respon-
dent being aware of the use of smart pills. There is less agreement
about statements regarding the risks related to the use of smart
pills, the fairness of the use of smart pills, and the regulation of
the use of smart pills.

ILLICIT DRUG USE
Soft drugs, hard drugs and stimulants are considered illicit drugs.
Table 3 displays the prevalence of the use of the three categories
of illicit drugs, the use of illicit drugs for nonmedical reasons (at
least “sometimes” use for any other reason than medical) and the
use of illicit drugs with the specific purpose of cognitive enhance-
ment. Total use of illicit drugs is 20.5%. The use of illicit drugs
for nonmedical reasons is 20.4% and with the specific purpose of
cognitive enhancement (CE) 1.3%.

LIFESTYLE DRUG USE
Alcohol, nicotine, caffeine, over the counter pharmacy products,
and (legal) smart shop products are considered lifestyle drugs.

Table 4 displays the prevalence of the use of the categories of
lifestyle drugs, the use of lifestyle drugs for nonmedical reasons
(at least “sometimes” use for any other reason than medical)
and the use of lifestyle drugs with the specific purpose of cog-
nitive enhancement. Total use of lifestyle drugs is 92.8%. The use
of lifestyle drugs for nonmedical reasons is 90.5% and with the
specific purpose of cognitive enhancement 45.6%.

Table 5 provides an overview of the prevalence of the use of
certain drugs according to the above described definitions.

POLYDRUG USE
Users of specific prescription drugs with/without a prescription
reported more often the use of soft drugs, stimulants, nicotine
and over the counter pharmacy products. Users of prescription
drugs without a prescription were more likely than non-users to
report use of soft drugs, nicotine, caffeine and over the counter
pharmacy drugs. Table 6 provides the test statistics for these tests.
For most substances the data confirm the hypothesis that users of
prescription drugs for the purpose of cognitive enhancement are
more likely to use other substances than non-users of prescription
drugs for the purpose of cognitive enhancement.

Furthermore, Chi square tests of the association between
prescription drugs, illicit drugs, and lifestyle drugs for the

Table 3 | Prevalence of the use of soft drugs, hard drugs and

stimulants, calculated from the total sample.

Soft drugs (%) Hard drugs (%) Stimulants (%)

Use 19.1 1.9 4.9

Nonmedical use 19.0 1.9 4.8

Use for CE 0.7 0.1 0.6

Table 2 | Percentages of agreement toward statements about smart pills (N = 1503).
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1. I am aware of students using “smart pills” regularly. 85.5 4.6 2.9 5.1 1.9

2. I am aware of students using “smart pills” during finals week. 83.3 4.8 2.5 6.9 2.5

3. I have spoken about “smart pills” with other students. 78.2 5.1 3.0 9.0 4.7

4. I have been offered stimulant drugs by another student. 92.6 1.7 1.3 2.8 1.6

5. I know students that I can get “smart pills” from. 84.1 3.2 2.8 5.9 4.1

6. “Smart pills” are easily accessible on this campus. 70.1 4.9 22.2 1.8 1.0

7. “Smart pills” should be freely accessible. 73.6 11.0 11.9 2.6 0.9

8. I think that it is harmless to use “smart pills.” 57.6 16.8 19.9 4.0 1.7

9. I think students consider the risks of using “smart pills” before taking them. 36.5 25.1 33.9 3.9 0.5

10. I know enough about “smart pills” to safely use them. 67.7 13.0 11.4 4.7 3.3

11. Students should be informed about the risks and possibilities of “smart pills.” 12.3 8.0 20.4 35.0 24.3

12. I think that “smart pills” provide an unfair advantage for students compared to those
that don’t take the drugs.

32.5 19.4 27.1 15.0 5.9

13. I think that the university board on the campus are aware of the use of “smart pills,” 16.2 14.0 64.7 3.8 1.3

14. I am aware of a policy on campus that bans the use of “smart pills.” 67.4 15.9 13.2 2.1 1.4

15. The use of “smart pills” should be prohibited on this campus. 10.6 11.2 38.9 21.0 18.3

16. A policy surrounding “smart pills” would allow a fair academic standard for students. 23.8 15.4 36.3 14.9 9.6

17. I think that it is illegal to take “smart pills.” 11.2 10.6 51.8 15.1 11.2
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Table 4 | Prevalence of the use of alcohol, nicotine, caffeine, over the counter pharmacy products and (legal) smart shop products, calculated

from the total sample.

Alcohol (%) Nicotine (%) Caffeine (%) Pharmacy (%) Smart shop (%)

Use 84.3 20.3 69.1 59.6 3.7

Nonmedical use 83.2 19.8 66.2 36.8 3.2

Use for CE 1.8 3.0 41.7 9.0 0.5

Table 5 | An overview of the prevalence of the use of drugs for CE.

Nonmedical use of specific prescription drugs with/without
prescription

4.0%

Nonmedical use of specific prescription drugs without a
prescription

2.4%

Use of specific prescription drugs with/without prescription
with the intention of CE

3.2%

Use of specific prescription drugs without a prescription
with the intention of CE

1.7%

Nonmedical use of general group of prescription drugs
without a prescription

3.1%

Use of general group of prescription drugs without a
prescription with the intention of CE

1.6%

Nonmedical use of illicit drug 20.4%
Use of illicit drugs with the intention of CE 1.3%
Nonmedical use of lifestyle drugs 90.5%
Use of lifestyle drugs with the intention of CE 45.6%

Table 6 | Results of the Chi square comparisons of substance use

between users and nonusers of prescription drugs, with/without and

only without a prescription.

With and without a

prescription (N = 48)

Without a

prescription

(N = 25)

χ2 Odds χ2 Odds

ratio ratio

Alcohol 2.03 2.36
Nicotine 30.98** 4.56 35.77** 8.78
Caffeine 3.41 4.24* 3.32
Pharmacy 7.87** 2.64 6.28* 3.62
Soft drugs 13.47** 2.90 22.41** 5.62
Smart shop products X X
Stimulant drugs 20.71** 5.02 X
Hard drugs X X

Significance levels are indicated with *P < 0.05 and **P < 0.01. X is used to

indicate that a statistical test was not performed as small cell sizes precluded

significance testing.

purpose of cognitive enhancement demonstrate that users of
lifestyle drugs for the purpose of cognitive enhancement are more
likely to use prescription drugs and illicit drugs for the purpose of
cognitive enhancement. This partly confirms the hypothesis that
there is an association between the use of prescription, illicit, and
lifestyle drugs for cognitive enhancement. Table 7 provides the

test statistics for these tests. Similar tests for the relation between
the use of illicit drugs for the purpose of cognitive enhancement
and prescription drugs for the purpose of cognitive enhance-
ment could not be performed because small cell sizes precluded
significance testing.

COGNITIVE ENHANCEMENT AND STRESS
Users of specific prescription drugs with/without a prescription
for the purpose of cognitive enhancement and users of lifestyle
drugs for the purpose of cognitive enhancement report more
study related stress than their respective non-user groups. This
means that our hypothesis that students who use substances for
the purpose of cognitive enhancement will report more stress
than students who do not use substances for the purpose of cog-
nitive enhancement is only confirmed for certain definitions of
cognitive enhancement drug use. Table 8 provides the according
test statistics.

DISCUSSION
The present study demonstrates the prevalence of the nonmedical
use and the use with the specific purpose of cognitive enhance-
ment of prescription drugs, illicit drugs, and lifestyle drugs
among university students in the Netherlands. General use and
nonmedical use is larger for lifestyle drugs than illicit drugs, and
larger for illicit drugs than prescription drugs. Even though preva-
lence numbers differ for general and nonmedical use, the use
of prescription drugs and illicit drugs with the purpose of cog-
nitive enhancement is rather similar and low in occurrence in
the current sample. However, almost half of the respondents use
lifestyle drugs with the intention to cognitively enhance them-
selves. Users of prescription drugs for the purpose of cognitive
enhancement are more likely to use other substances than non-
users. There is a relation between the use of prescription drugs
and the use of illicit drugs, but not with the use of lifestyle drugs
when it comes to using these substances to cognitively enhance
oneself. The hypothesis, that respondents who use substances for
cognitive enhancement experience more stress than non-users, is
confirmed for the group of users of specific prescription drugs
that include both users with and without a prescription and for
users of lifestyle drugs.

The use of substances for cognitive enhancement has not pre-
viously been examined in the university student population in
the Netherlands. However, the prevalence of the use of prescrip-
tion drugs without a prescription for the purpose of cognitive
enhancement, is in line with a study within a younger Dutch
population (14–17 year) in which 1.7% reported to use prescrip-
tion drugs—which were not prescribed to themselves or in a
different way than prescribed to them—with the intention the
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Table 7 | Results of the Chi square association between the use of prescription drugs (specific prescription drugs with/without a prescription;

specific prescription drugs without a prescription; general prescription drugs without a prescription), illicit and lifestyle drugs for cognitive

enhancement.

Specific with/without Specific without General without Illicit

χ2 OR χ2 OR χ2 OR χ2 OR

Lifestyle 22.56** 4.75 12.15** 4.89 8.51** 3.65 9.68** 4.87

Significance levels are indicated with *P < 0.05 and **P < 0.01. The odds ratio (OR) is calculated as a measure of the effect size.

Table 8 | Results of One-Way ANOVAs for the relation between the

use of prescription drugs (specific prescription drugs with/without a

prescription; specific prescription drugs without a prescription;

general prescription drugs without a prescription), illicit and lifestyle

drugs for cognitive enhancement and study related stress.

Users M (sd) Nonusers M (sd) F (df 1,1501) r

Specific w/wo 39.29 (7.74) 36.67 (6.81) 35.75* 0.067

Specific wo 38.68 (8.61) 36.72 (6.82) 2.02

General wo 38.25 (8.56) 36.73 (6.82) 1.17

Illicit 38.00 (6.61) 36.73 (6.86) 0.67

Lifestyle 37.89 (6.99) 35.79 (6.59) 35.75** 0.153

Significance levels are indicated with *P < 0.05 and **P < 0.01.

enhance performance (Ganpat et al., 2009). Compared to the
nonmedical use of prescription drugs in Wales, our result of non-
medical use is far lower (Holloway and Bennett, 2012). The same
trend is observed for the use of substances for the specific pur-
pose of cognitive enhancement. The use of specific prescription
drugs and general prescription drugs with this intention (1.7
and 1.6%) is lower than most lifetime prevalence numbers in
Europe (ranging from 4.6 to 16%) (Castaldi et al., 2012; Maier
et al., 2013; Sattler and Wiegel, 2013; Ott and Biller-Andorno,
2014; Pustovrh and Mali, 2014; Wolff et al., 2014). It might be
suggested that our numbers are lower due to their timeframe
being based on “during respondent’s university studies” instead of
lifetime prevalence. However, Eickenhorst et al. (2012) also exam-
ined use “during studies” and found a prevalence of 7%, similar
to other lifetime reports. Furthermore, the only two studies with
a low prevalence more similar to our prevalence are conducted
in Germany by Franke et al. (2011a) with a lifetime prevalence
of 0.8% and by Mache et al. (2012) with a lifetime prevalence
up to 2%.

The use of illicit drugs to enhance cognitive performance in
our sample (1.3%) is a little lower than previous prevalence num-
bers of 2.9% (Franke et al., 2011a) and 3.5% in Germany (Wolff
et al., 2014; however, a smaller difference is found when com-
paring to their finding of the point prevalence of 1.7%). When
we combine our prevalence of the use of illicit drugs and alcohol
for cognitive enhancement and compare it with the category of
drugs of abuse (7.8%) by Maier et al. (2013), the resulting preva-
lence of our study is clearly lower. The use of lifestyle drugs to
enhance cognitive performance (45.6%) is lower than found by
Wolff et al. (2014; 83.2%), but more in line with the prevalence of
the use of coffee for this purpose by 53% respondents of Franke

et al. (2011a) and what the authors report as soft enhancers (e.g.,
coffee) by about half of the respondents of Maier et al. (2013).
Again, when looking at the point prevalence instead of lifetime
prevalence of the use of lifestyle drugs for cognitive enhance-
ment (52.3%) by Wolff et al. (2014), the difference is smaller. In
general our prevalence numbers of prescription drugs and illicit
drugs appear to be low compared to research in other European
countries, whilst our results for lifestyle drugs are more in line.

One potential reason that explains the low prevalence of the
use of substances for cognitive enhancement among university
students in the Netherlands can be found by taking a closer look at
responses to statements regarding the awareness about the use of
prescription drugs for cognitive enhancement purposes. Whereas
in a Swiss sample 93.7% of the respondents and in a German sam-
ple almost 60% knew that substances could and are being used for
the purpose of cognitive enhancement, only 13.7% of our current
sample has ever spoken about the use of prescription drugs for
cognitive enhancement (Franke et al., 2011a; Maier et al., 2013).
Lesser awareness of the possibility to use substances for the pur-
pose of cognitive enhancement among peers can have an impact
on the prevalence, in particular for prescription drugs which,
when not obtained by a prescription, are often obtained via peers.
This is in line with previous research (McCabe and Boyd, 2005;
Maier et al., 2013; Ott and Biller-Andorno, 2014).

Although awareness of the use of cognitive enhancement drugs
by others is rather low (10%), it is still considerably higher than
the actual prevalence of the use of prescription drugs for cog-
nitive enhancement (1.6–3.2%). It remains unclear whether this
difference is based on the fact that respondents know the same
users, whether students overestimate the use of prescription drugs
for cognitive enhancement by other students, whether there is
a bias in sampling toward more non-users, or whether they did
not report their own use truthfully. Recent research suggests
that prevalence rates vary depending on the type of questions.
Previous research by Franke et al. (2011a) showed a prevalence
in Germany of below 1% while a more recent study, using an
altered version of the Randomized Response Technique estimated
a prevalence of 20% prescription drugs use for cognitive enhance-
ment in the German student population (Dietz et al., 2013). Dietz
et al. (2013) relates this difference to the stigmatized nature of
the topic of enhancement drug use, which would indicate that
our results demonstrate an underestimated prevalence rate due
to non-truthful answers. However, other researchers emphasize
the overestimation of the use of cognitive enhancement drugs by
peers, which would suggest that the number of 9%, of students
who know other students to be users, is unreliable, while our
actual prevalence rate is more reliable (Lucke et al., 2011).
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In spite of the low prevalence numbers, the majority of the
students believe they ought to be receiving adequate information
about the risks and opportunities of using prescription drugs for
cognitive enhancement. This is in line with findings from pre-
vious studies on the opinions about pharmacological cognitive
enhancement in which people argued that it was important to be
able to make autonomous decisions about the use of such sub-
stances (Schelle et al., 2014). However, deciding whether or not to
give students or the general population more information about
the use of substances for cognitive enhancement is a difficult task.
Sandberg (2013) argues that on the one hand the lack of informa-
tion can create irrational demand and employer coercion when
hype will dominate, but at the same time there is not enough
information yet—especially on the long term effects—to create
a proper risk/benefit analysis.

Modafinil and rivastigmine were not reported as being used
by the students in our sample, while being proposed as two of
four specific prescription drugs that could be used for cognitive
enhancement. One explanation for this discrepancy could be that
these two drugs are not as often prescribed in the Netherlands
to students compared to methylphenidate and beta blockers. For
example, while modafinil is only 10,500 times provided by the
public pharmacies in the Netherlands in 2009, the amount of
times methylphenidate was provided was already rising to a mil-
lion prescriptions per year, which it passed in 2011 (Stichting
Farmaceutische Kengetallen, 2010, 2012). In contrast, rivastig-
mine is often prescribed to older people, which may lead to its
accessibility being scarce in the student population, especially
when compared to the amount of methylphenidate prescriptions
in the population. This explanation based on the amount of pre-
scriptions in the corresponding age population is supported by
the fact that most prescription drugs which are not obtained
by a prescription are obtained via peers, either freely or paid.
This corroborates previous studies in other countries (McCabe
and Boyd, 2005). It would be interesting to further examine
whether different populations in the Netherlands do use prescrip-
tion drugs like rivastigmine and modafinil for the purpose of
cognitive enhancement, especially focusing on those populations
for whom the specific effect of the substance is more desirable, or
the substance is more accessible. Examples of specific target pop-
ulations are academics, pilots and surgeons (see e.g., Franke et al.,
2013).

As hypothesized, users of prescription drugs for cognitive
enhancement reported more often the use of other substances
such as soft drugs, nicotine and stimulants than non-users. This
polydrug use is consistent with previous studies (Barret et al.,
2005; McCabe et al., 2005; Teter et al., 2006; Eickenhorst et al.,
2012; Mazanov et al., 2013). Polydrug use is also found in other
domains, such as doping in sport (Dunn et al., 2009; Backhouse
et al., 2013). Based on their co-occurrence Backhouse et al. (2013)
suggest that athletes who engage in legal performance enhance-
ment are an “at-risk” group for transition toward doping, the
gateway hypothesis. Our findings display that users of lifestyle
drugs for the purpose of cognitive enhancement are more likely
to use illicit drugs and prescription drugs for the purpose of
cognitive enhancement and thus support previous findings in
suggesting that this hypothesis not only plays a role in physical

performance enhancement but also for cognitive performance
enhancement.

Furthermore, in accordance with previous studies there is
an association between the use of prescription drugs and illicit
drugs for cognitive enhancement purposes. In contrast to pre-
vious findings, no such relation was found between the use of
prescription drugs and lifestyle drugs for cognitive enhancement
purposes (Maier et al., 2013; Wolff and Brand, 2013; Ott and
Biller-Andorno, 2014). An explanation of this discrepancy can be
found in the way that the category of lifestyle drugs is approached
and measured. Ott and Biller-Andorno (2014) found that use of
cigarettes could explain variance in their logistic regression model
about cognitive enhancement drug use, while coffee did not.
Another explanation might be found in the low awareness about
the use of prescription drugs for cognitive enhancement in the
current sample. There might be a higher discrepancy between the
awareness of the use of prescription drugs for cognitive enhance-
ment and the use of lifestyle drugs for cognitive enhancement
than in other countries, resulting in less association between the
two types of cognitive enhancement drug use.

Finally, it was proposed that students who use substances for
the purpose of cognitive enhancement report more stress than
non-users. This hypothesis is confirmed for the group of users
of specific prescription drugs that include users with and with-
out a prescription, and for the group of users of lifestyle drugs
for cognitive enhancement. Lifestyle drugs are most commonly
used for cognitive enhancement in our sample, by almost half of
all respondents. Our findings suggest that stress might be a pre-
dicting factor for using lifestyle drugs for cognitive enhancement.
A similar longitudinal study as Sattler and Wiegel (2013) con-
ducted on the relation between cognitive test anxiety and the use
of prescription drugs for cognitive enhancement would inform
whether the use of lifestyle drug use is a coping mechanism for
(study related) stress or a potential cause of stress. The finding
that there is no relation between the use of illicit drugs for cog-
nitive enhancement and stress is supported by previous findings
of Wolff et al. (2014) and Wolff and Brand (2013) but not Maier
et al. (2013). More research is needed to explore these contrasting
findings. Furthermore, future research can also give more insight
in why students in the Netherlands who indicate to use a gen-
eral group of prescription drugs for cognitive enhancement, or
specific prescription drugs without having a prescription, do not
confirm the previous associations between prescription drugs use
for cognitive enhancement and stress (Maier et al., 2013; Sattler
and Wiegel, 2013; Wolff et al., 2014).

In this study, a differentiation between different operational-
izations of cognitive enhancement substance use is presented. By
displaying results based on different operationalizations we aim to
create the possibility to compare our results with as many studies
as possible and inform the debate about differences in the result
due to different research methods. As several of the prevalence
numbers of the use of substances for cognitive enhancement in
our sample are rather low, large differences between the oper-
ationalizations have not arisen. However, our findings suggest
that there is less influence of asking about specific prescription
drugs vs. a general kind of prescription drugs than there is influ-
ence of including or not including users with a prescription for a
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prescription drug. Furthermore, our findings demonstrate a large
difference between asking nonmedical use of any substance or
asking about use for the specific purpose of cognitive enhance-
ment. This supports the importance of a means-to-end relation
as proposed by Wolff and Brand (2013) and Wolff et al. (2014).

In addition to the different operationalizations that were pro-
posed in an attempt to tackle most differences between studies
on the prevalence of the use of substances for cognitive enhance-
ment, a further topic of interest is found. Recently, more and more
researchers start including not only the use of prescription drugs,
but also the use of illicit and lifestyle drugs in the debate about
cognitive enhancement. It was hard to define which substances
belong to which overarching categories, as several frameworks
can be chosen to underlie these categories (e.g., legal; norma-
tive acceptance; accessibility). Therefore, different categories are
used, such as lifestyle drugs vs. soft enhancers (Maier et al., 2013;
Wolff et al., 2014) and illicit drugs vs. drugs of abuse (Franke
et al., 2011a; Maier et al., 2013; Wolff et al., 2014). When one
wants to relate the use of a certain category of substances to for
example stress, it is clear that these relations depend on the type
of substances included in a certain category. We aimed to create
transparency about this topic by providing the prevalence number
for each specific substance within each category separately.

LIMITATIONS
A limitation to this study is the sample which, due to conve-
nience sampling, constituted only an approximate representation
of the student population in the Netherlands. Women, for exam-
ple, were oversampled. In addition, the sample was not equally
distributed for different universities, as well as not distributed in
line with the absolute difference in amount of students of the
14 Dutch government supported universities. However, the per-
centages of recreational substance use obtained in our sample
are lower, but within normal limits, than numbers specified in
the National Drug Monitor in the Netherlands (Van Laar et al.,
2012). This indicates that, regarding our main topic of drug use,
our sample is representative for the population. Therefore, no
weighting strategies are applied.

Furthermore, it is clear that although the use of substances
for cognitive enhancement is mostly examined in student pop-
ulations, it is probably not possible to generalize this to other
populations. This is supported by the prevalence rate of prescrip-
tion drug use for cognitive enhancement of 11% among Dutch
psychiatrists, which is rather high compared to the prevalence in
the current sample (Timmer and Glas, 2012). Even similar aged
non-student populations may demonstrate a different pattern of
use (Herman-Stahl et al., 2007). Future studies will need to give
more insight in the use of substances for cognitive enhancement
in other target groups such as in specific occupations, or specific
age groups, both within the Netherlands as abroad.

A final limitation regards the study methods. The research is
conducted by an online large-scale self-report questionnaire with
many questions which might have given rise to a decrease of the
feeling of anonymity, a burden in the time that was needed to
complete the questionnaire, or for example a lack of memory
about certain situations and feelings during the use of certain
substances. It is possible that the use of certain substances is

stigmatized (Dietz et al., 2013), which may lead to a different
reported prevalence rate compared to the actual prevalence rates.

CONCLUSION
To sum up, the present study indicates that the use of prescrip-
tion drugs and illicit drugs to increase cognitive performance
among students in Dutch universities is rather low compared
to other European countries, while the use of lifestyle drugs for
cognitive enhancement fits the European context better. We have
found further evidence of polydrug use in relation to cognitive
enhancement, while previous findings of the relation between
cognitive enhancement drug use and stress have not been con-
firmed consistently. We have decided to report the findings of
several operationalizations of cognitive enhancement drug use to
enable comparison with a wider variety of previous and upcom-
ing research. We urge future researchers to take the discussion
about these different operationalizations and the effects that
they have on the prevalence numbers into account in designing
and reporting future experiments on the use of substances for
cognitive enhancement.
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The use of pharmaceuticals cognitive enhancers (PCE) has been stirring growing interest,
not only in the scientific domain but also in the popular media, and has probably had some
increase recently in academic, professional and military quarters. So this phenomenon is
deemed as a normal procedure aimed at improving the performance of an individual as
well as the overall standards of an organization. Although the vast majority of countries
have some kind of restrictions to reduce the wide non-medical usage of PCE, these can
be overcome quite easily. In arguing for our explicit claim that, in many contexts, the use
of cognitive enhancers should be disclosed—as a moral and socially relevant duty—we
maintain that PCE present typical, or at least not rare, properties. The features are the
following: (a) the enhancer has acute and/or chronic effects. In the first case, shortly after
taking the drug the performance is significantly better than average; in the second case,
there is a growing or lasting effect, which, however, is poised to diminish when one stops
taking the drug; (b) those effects are significant (there is a difference in the outcome
considered between taking and not taking the drug) and sometimes dramatic; and (c) a
third feature, not directly related to enhancers as such, is their varying safety, availability,
and legal permissibility, which might either induce people to take them or refrain them
from doing so. We will consider the issue of fairness due to “unenhanced” people as well
as the potentially dysfunctional social consequences of an undisclosed PCE use.

Keywords: pharmaceutical cognitive enhancers, privacy, fairness, autonomy, performance-enhancing substances,
moral duty, social duty

INTRODUCTION
In recent years, the use of pharmaceuticals cognitive enhancers
(PCE) has been stirring growing interest, not only in the scientific
domain but also in the popular media, and has probably had
some increase in academic, professional and military quarters,
although such increase is very difficult to assess (McCabe
et al., 2005, 2007; Teter et al., 2005; Sahakian and Morein-
Zamir, 2007; Russo et al., 2008; Franke et al., 2014). PCE
can be tentatively defined as drugs which have been shown to
improve to some degree some features of human cognition,
namely attention, executive functioning (planning, inhibition,
and problem-solving), memory and learning, via altering specific
neurotransmitters. The most investigated and probably used PEC
are off-label drugs primarily aimed at treating neurodegenerative
diseases, ADHD, or narcolepsy, which are taken by the healthy to
enhance their performance (Greely et al., 2008; Lanni et al., 2008;
Marchant et al., 2009; Advokat and Scheithauer, 2013; Mereu
et al., 2013; Sattler et al., 2013; Wood et al., 2013; Urban and
Gao, 2014) across university campuses (Babcock and Byrne, 2000;
Shillington et al., 2006; DeSantis et al., 2008; here we talk about
“academic doping”, see Cakic, 2009) as well as other competitive
contexts (Sahakian and Morein-Zamir, 2007; Chandler, 2012).

For reason of space, arguments related to the current restrictions
in place (Smith and Farah, 2011) concerning the purchase of
these “smart drugs” (Mehlman, 2004)1—and their very limited
impact—(Farah et al., 2004; Herman-Stahl et al., 2007) will not
be discussed here. Instead, this paper aims at analyzing a specific
problem related to PCE use. In particular, it is our goal to
show the tension between the local effect (the enhancement of
the individual performance) and the global effects (the unwanted
social results deriving from the spreading of the use of PCE).
Those effects are to be related to two distinct concepts, which— in
that case—are at odds: (1) autonomy, and consequently privacy,
due to people in their choice of enhancing themselves; and
(2) fairness, which is a socially appreciated value. In the following
sections we shall considered them separately, starting with the
former and later considering its implications on the latter.

LOCAL EFFECT AS PRIVACY
In arguing for our explicit claim that the use of cognitive
enhancers should be disclosed, we maintain that such enhancers

1Maxwell Mehlman provides a useful account of the use, effects and contexts
of these drugs (Mehlman, 2004).
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present typical, or at least not rare, properties. The features are
the following: (a) the enhancer has acute and/or chronic effects.
In the first case, shortly after taking the drug the performance
is significantly better than average; in the second case, there
is a growing or lasting effect, which, however, is poised to
diminish when one stops taking the drug; and (b) those effects
are significant (the outcome is different depending on whether
the drug was taken or not) and sometimes dramatic; (c) a third
feature, not directly related to enhancers as such, is their varying
safety, availability, and legal permissibility, which might either
induce people to take them or refrain them from doing so. Some
recent review studies (Lucke et al., 2011; Smith and Farah, 2011)
show that a number of scholars are inclined to say that today’s
enhancers present those features in a small percentage. Yet, recent
developments in the public acknowledgement of PCE use in
workplaces put doubts over the accuracy of these statements.2

Since some scholars argue that current enhancers have little
effect on cognition, it is helpful to highlight their overall effects.
A recent qualitative study conducted by Scott Vrecko showed
that Ritalin and Adderall do affect intellectual capacities (such
as executive functions, working memory and information
process), but they also heavily affect the user’s emotional
states. “Such alterations appear to be an important dimension
of the drug effects that users perceive to enable improved
academic performance” (Vrecko, 2013). Participants said that the
perception of better emotional or affective states was the most
important feature of the enhancers, leading to improvements
in the sense of having augmented skills in doing academic
work. Emotional dynamics are a salient dimension of the use of
stimulant-based medications. Altered emotional states caused
by cognitive enhancers are “part of what makes stimulant drugs
useful in relation to academic work”. This explains why the
specifically cognitive effect appears limited. Instead, Ritalin and
Adderall have an important action on the dopaminergic system:
they affect the attention, the system of pleasure and that of
emotions, including a euphoric effect (Racine and Forlini, 2010;
Volkow et al., 2012). Therefore, if, as it seems, enhancers are
increasingly spreading among intellectual professionals, it means
that the users expect a positive and significant effect, at least at
the level of subjective perception. Yet, even though research in the
field is at the outset, psychostimulants seem to have very complex,
dose and context-dependent effects (Konrad et al., 2004; Wood
et al., 2013). The role of age, gender, and ethnic groups in drug
efficacy is not clear as well, and such factors play a role in creating
differences in neurotransmitter systems of individuals. Thus, the
effectivity of PCE is deemed to be unreliable. People relying on
PCE for their ordinary or extraordinary performances cannot
adequately assess the effects of taking different doses of PCE in
different contexts and they would often think they are better than
they actually are. And that turns in further reason for disclosing
the use of PCE beyond those we expose below.

There are no doubts however, that one of the issues that
appear more problematic about the idea of disclosing one’s use

2In a recent interview for example, an Australian Public Servant admitted that
in May 2014 there was an extensive (and widespread) use of modafinil in order
to complete the Federal Budget on time (Farr, 2014).

of PCE is that of entering the private sphere of one’s (moral)
conduct. As Warren and Brandeis famously put it (Warren and
Brandeis, 1890), privacy is part of a more general right to
immunity of the person and—through the principle of “inviolate
personality”—it preserves a space of non-interference by others.
The right to privacy seems to suggest that creating publicly
embarrassing or accusatory situations against the individual
should not be tolerated (Prosser, 1960). The enhancement of
individual performances through legal drugs seems to pertain
to such a scenario. If we are to accept a “public intrusion”
in such a choice of lifestyle, it is thus necessary to provide a
counterbalancing moral reason that could legitimize the request
for a disclosure of such information. When is it possible to
identify, then, a moral duty or a social interest that goes against
individual privacy in the case of PCE? We shall look into this
question in the next section.

GLOBAL EFFECTS AS UNFAIRNESS
Interestingly, indeed, it has been recently suggested that PCE
might represent a shortcut to the redistribution of (cognitive)
wealth (Kohn, 2014). Starting from another study conducted by
Mullainathan and Shafir (2013) (in which they underlined that
external inputs related to the participants’ income substantially
affect their cognitive response in the experiment), Marek Kohn
argues that—while not being an ideal solution—taking a pill
to reduce the impact of the external variables related to the
contingent economical disparities between individuals might
be the way to go. We will focus on fairness in competitive
contexts. As we shall see, in general those situations are such
that some researchers, workers or students who use PCE can
be considered more skilled and better at performing their task
than they really are. But this is not the main problem per se.
The potentially dysfunctional social consequences are due to the
undisclosedness of the PCE use. If one does not have her drug
dose available, she will not be capable of the same performance
as usual and, in some professions, might even put her colleagues
at risk. If standards are set based on PCE-using workers, this
may lead to an organizational dysfunction. Some brief examples
can present realistic scenarios in which the principle of the
duty of disclosure seems perfectly suitable and reasonable. These
examples will highlight the argument for the moral and socially
relevant duty to disclose the use of cognitive enhancers, insofar
as it is sufficiently harmful or unfair to third parties, though not
sufficiently harmful or unfair to justify a legal or organizational
ban.

John and Susan are researchers in the same university
department. They are good friends but are now competing to
get a new position opening up in the department. The university
committee has decided to put them to a test to prepare for which
they are given 2 weeks off work. What they do not know is
that the committee will be evaluating both the content of their
answers, and the time they will take to complete the test. John
chooses to take a 15-mg Adderall tablet, so as to increase his
capacity to concentrate and maximize the efforts of his studies.
To be fair to Susan, he offers her the same tablet, but she refuses,
claiming that it would be unfair to alter her performance for
the sole purpose of passing the test. In the end, John gets the
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job. Although he gave one correct answer less than Susan, he
did so in a much shorter time, and so the committee opted for
him: they want knowledge, but also efficiency. In discovering
this, Susan regards the results as clearly unfair: had she taken
Adderall as well—she believes—her reaction time in answering
the questions would have been comparable to John’s. In this way,
she would have won for the higher number of correct answers.
She thus approaches John urging him to publicly acknowledge
that he took Adderall before the test. He refuses to do so for
two reasons: first, he did give her the chance to have “completely
equal” starting conditions, it was only her choice not to take the
tablet. Second, there is no official requirement to acknowledge
the use of any legal substance: why did she not state that she
had three coffees that morning?3 Susan objects that, first, the
starting conditions would have been unfair in any case because—
unless they decided to take Adderall for the rest of their lives—
their performance would still not correspond to their real, normal
capacities. Second, coffee is well known by the committee, and
they probably assume that people under examination would take
some. On the contrary, Adderall’s effects are little known, and they
vary for each person.

Now consider Robert. He wishes to help his community and
has decided to become a professional nurse in the emergency unit
of the local hospital. As he approaches the day of the entrance
test, he becomes more and more nervous: he knows that if he
could only concentrate fully during the written test, he would have
a very good chance to pass. He is told by a friend that Ritalin,
a legal drug, would increase his alertness, so he decides to give
it a try. On the day of the test, he takes his “smart pill” and
enters the room of the written exam. After having performed in
a way that he deems very close to perfect, he discovers that the
practical test is going to follow in 1 h. Given that he still has
a few pills left, he takes another one. Even in this context, he
can tell that his performance has improved. In line with what he
expected, Robert is accepted as a nurse in the emergency unit.
Wanting to “help more”, however, he decides that he will take
Ritalin regularly when in service. He does so for 6 months, until
he runs out of tablets. This happens just on the evening when the
local stadium in town crumples down. At both the psychological
and the psychical level, Robert is shaken by this “deprivation”
and his colleagues have to help him stay focused a few times
during the night: this has never happened before. Luckily the
wounded are taken care of properly and in a relatively short time,
and Robert’s “under-performance” does not cause any particular
damage. However, his boss notices the change and asks him
what happened. Having a clean conscience and thinking he had
done nothing wrong, Robert tells the truth. His boss is extremely
angry at his words: notwithstanding the moral questionability of
taking PCE for the tests, the main issue is that he needs to know
who can perform what, and under what circumstances. They are
dealing with life and death: anything preventing him from having
the actual picture of the people working under him potentially

3It should be noted that this argument is often used by bio-liberals: given that
caffeine is also a cognitive enhancing substance, why should we limit the use
of one enhancer over another? For a more precise analysis see Julien (2001),
especially pages 145–164.

jeopardizes the success of their medical assistance. For this reason,
Robert’s boss asks him to resign. Robert is shocked and objects
that he only thought he was going to be more useful, and certainly
he did not perceive this as a “secret”. It simply never came out in a
conversation.4

With short notice, the Ministry of Education occasionally
sample tests high school students. The goal is to assess the
quality of education, in order to have quantitative data to make
comparisons between different towns and regions, identifying
effective methods to improve the performance of both teachers
and students where needed. Let us assume that standardized
student assessment tests are also submitted to those who are old
enough to legally take PCE. Even if the tests are anonymous,
situations could arise in which students take PCE to improve their
results, perhaps encouraged by the teachers themselves, who are
likely to aspire to high rankings for their classes. In this way,
certain classes or schools in certain towns and regions may end
up having very high scores, which, however, would have nothing
to do with the teaching methods used or with the students’
abilities. This would cause evident biases in the interpretation
of the results and lead to inefficient decisions (let us not forget
that we are dealing with sample tests, and that a handful of
classes, picked using statistically valid methods, can be used as
indicators for vast geographic areas). On the basis of the analysis
of the data collected, school authorities may well think that, in
those classes in which students took PCE, the quality of the
education was higher due to the teaching methods used, and
decide to experiment with these methods elsewhere as well. This
would result in a waste of public resources and hinder research
on truly better teaching methods. Additionally, it could hide
actual differences between geographic areas, resulting in a lack of
intervention where school performance is actually poor.

In all the cases considered, there would appear to be both a
moral duty and a social interest in reporting the use of PCE.
Indeed, the use of PCE could be deemed fully legitimate and in
fact, if openly reported, it could become an additional element in
the assessment of ways to improve one’s performance. To focus
on this last case, by knowing what classes, in what geographic
areas, took cognitive enhancers, it will be possible to assess their
effectiveness without introducing biases in the overall results.
This is certainly of social interest as it helps with the efficient
allocation of resources. Yet, there also seems to be a moral
duty, since teachers who encouraged their students to take PCE
without reporting it might be trying to hide their shortcomings as
educators. In other contexts, instead, taking PCE unbeknownst
to evaluators may result in the failure to identify situations of
economic or cultural distress, because school performance has
improved only thanks to the use of cognitive enhancers.

LOCAL VS. GLOBAL EFFECTS
The duty to disclose the use of cognitive enhancers (and maybe
also of mood affecting drugs) is not just intended to prevent local
effects from prevailing on global effects—with undesirable social

4A similar motivation could be applied to the renowned cases of cocaine use
among surgeons around the world. However, our intention is to focus on PCE
precisely because—unlike cocaine—they are not illegal drugs.
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outcomes deriving from unpredictable composition effects. This
is certainly the most important consequentialist reasoning that
can justify the duty of disclosure. What is at stake, however, is
also an ethical principle of fairness that seems to prevail over
the right to privacy as we described it earlier. In fact, those who
make use of cognitive enhancers in single occasions or non-
repeatable competitive situations seem to be required to report
the sudden difference that has arisen in their abilities without this
enhancement depending on something they can be credited for.
Suppose a candidate for a test, on her way to the university, finds
the answer sheet that the examiner has lost from her pocket; or
that the computer on which a test is run is defective and shows
the correct answers together with the questions; or that, even a
single time, one gets help from a renowned scientist in conducting
a difficult experiment (but claiming full credit for it); or that a
junior broker can rely on the advice of a knowledgeable friend
who is well introduced in the sphere of finance.

These are situations in which fairness in the competition is
lost without violating any rules or prohibitions, but in which
the performance has little to do with the actual skills that a
candidate may manifest later and with what he has done to
improve them. Therefore, fairness in respecting the equality of the
starting conditions as a principle of respect for the others leads to
reveal aspects related to chance or to the sporadic and extrinsic
improvement of one’s skills. It is a much needed principle,
weaker than the prohibition to resort to means extraneous to the
competition or the duty to waive potential favorable conditions
(the latter principle would severely limit individual autonomy).
As our first example shows, if all relevant information is made
available, the competition is fair and everyone can choose how to
act within the framework of the existing legislation.

The duty to disclose the use of PCE has a final consequence
that one should consider. We have talked mainly about a moral
duty to disclose, but such a duty could also carry a legal
obligation and a number of consequences. For example, would
that disclosure justify that a person is not hired for a position? We
think that a simple answer is not available. In some cases, the hirer
could judge that the person is perfectly suitable for the position
and the variability of her performance based also on PCE is always
satisfactory. In other cases, if the person’s performance with
PCE is near the lower threshold of the minimum performance,
considering the dose and context-dependent effects, it could be
a risk to rely on her, so the hirer would have good reasons
not to hire her. In light of these considerations, there might be
a question about the effective incentives (perhaps stressing the
moral praiseworthiness of disclosing) to declare the use of PCE.
Such incentives deserve attention, but they cannot be analyzed
here.

CONCLUSION
The aim of this paper—including the use of realistic examples—
has been to shed light over the existing (but overlooked) tension
between the local and global effects of the use of PCE. Even if
it is perhaps problematic to accept in a liberal society at first,
a partial reduction of our right to privacy might be necessary
in order to preserve the equally important principle of fairness
(as well as social safety and efficiency) that an unregulated use

of PCE could threaten. The legitimacy of this step derives from
other values deeply entrenched in liberal societies, such as the
restriction of individual autonomy if this puts in jeopardy that
of others. Reasons related to equity and social interests, therefore,
can suggest that there is a moral duty to publicly acknowledge
the use of PCE in order to limit the potential damages. There
have already been a number of scientific and moral assessments
of PCE in the literature, and we do not expect to have provided
an exhaustive account on how to legislate further on PCE with
this work, but we do hope to have offered some innovative ways
of conceptualizing the debate evolving around the increasing
use of PCE.
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The go-to cognitive enhancers of today are those that are widely available rather than
optimal for the user, including drugs typically prescribed for treatment of ADHD (e.g.,
methylphenidate) and sleep disturbances such as narcolepsy (modafinil). While highly
effective in their intended therapeutic role, performance gains in healthy populations are
modest at best and profoundly inconsistent across subgroups and individuals. We propose
a method for in silico screening of possible novel cognitive enhancers followed by high-
throughput in vivo and in vitro validation. The proposed method uses gene expression
data to evaluate the the collection of activated or suppressed signaling pathways in
tissues or neurons of the cognitively enhanced brain. An algorithm maps expression data
onto signaling pathways and quantifies their individual activation strength. The collective
pathways and their activation form what we term the signaling pathway cloud, a biological
fingerprint of cognitive enhancement (or any other condition of interest). Drugs can then
be screened and ranked based on their ability to minimize, mimic, or exaggerate pathway
activation or suppression within that cloud. Using this approach, one may predict the
efficacy of many drugs that may enhance various aspects of cognition before costly
preclinical studies and clinical trials are undertaken.

Keywords: nootropic, cognitive enhancement, personalized medicine, drug repositioning, oncofinder, in silico
medicine, signalome, signalome profiling

INTRODUCTION
The concept of cognitive enhancement is age-old, but despite
modern advances in our understanding of the cellular and
molecular bases of cognition, much remains unknown.
Development of new cognitive enhancers with increased
specificity, safety, and effectiveness must outpace increasing
demand, particularly as off-label and illicit use of current drugs
has become common in certain population subgroups (Maher,
2008) and as the aging segment of the population expands
with accompanying increases in rates of cognitive decline and
neurodegenerative disease (Wallace et al., 2011).

Cognition is complex and involves multiple domains, from
learning and memory to attention, and cognitive enhancers
can target one or more. At present, two of the most widely
cited cognitive enhancers are the dopaminergic stimulants
methylphenidate, prescribed for treatment of ADHD, and
modafinil, prescribed for treatment of sleep disorders, such as
narcolepsy. While both of these drugs can enhance memory
and attention in healthy individuals (Elliott et al., 1997),
their application as nootropics is secondary to their original,
therapeutic purpose, and effects are disagreed upon and modest
at best (Repantis et al., 2010).

A number of other potential nootropics have been
developed for the treatment of cognitive deficits in aging

and neurodegenerative or neuropsychiatric disease, from the
FDA approved acetylcholinesterase inhibitors (e.g., donepezil)
to those still under investigation: ampakines, nicotinic receptor
agonists, glutamate receptor agonists, glycine inhibitors, and
PDE inhibitors (for review, Wallace et al., 2011; Pieramico
et al., 2014). Drugs that may play a more modulatory role
target histamine, serotonin, glucocorticoid, and neuropeptide
receptors and epigenetic mechanisms (Roesler and Schröder,
2011; Wallace et al., 2011). Many other drugs positioned as
nootropic agents like piracetam and piracetam-like compounds
are well-tolerated, but their effects and mechanisms of action are
poorly understood and widely debated (Gouliaev and Senning,
1994; Gualtieri et al., 2002). While some nootropics have made
it to clinical trial, others still await or have been withdrawn, and
each has various drawbacks or only modest effects that are disease
specific.

Development of novel nootropics is hampered by research,
validation and regulatory challenges. The very definition of
cognitive enhancement is difficult to pin down (Lynch et al.,
2014). The road from lab to FDA approval is difficult, long, and
costly. Pharmacological enhancement of healthy populations
is fraught with ethical and philosophical pushback (Maslen
et al., 2014). Enhancement in aging and neurodegenerative
disease is less controversial, but perhaps more complex
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(Pieramico et al., 2014). Moreover, therapeutic effects often
contradict those in healthy populations (Kimberg et al., 1997;
Belmonte and Yurgelun-Todd, 2003; Beglinger et al., 2005; Gibbs
and D’Esposito, 2005, 2006; Randall et al., 2005; Frank and
O’Reilly, 2006; Finke et al., 2010; Esposito et al., 2013). The
U-shaped curve effect, wherein treatment effects benefit low-
baseline performers but impair high-performers, is a problem
with at least the dopaminergic drugs (Gibbs and D’Esposito,
2006; Finke et al., 2010; Esposito et al., 2013). Even drugs
FDA-approved for therapeutic use have issues with side effects,
trade-offs (one process is enhanced while another is impaired),
loss of authenticity (one’s true “self ”), and large individual
differences (Maslen et al., 2014). Long term effects are typically
unknown. Finally, and most importantly, there is still much to
be learned about the cellular and molecular basis for the various
aspects of cognition.

For the field of neuroenhancement to advance, the
benefit-to-risk ratio of pharmacological treatment must
improve. This will require (a) a better understanding of the
neurobiological basis of cognition; and (b) drugs with higher
specificity, greater effectiveness, and fewer side effects. To
this end we propose an expedited path to understanding the
molecular basis of cognition and to subsequent drug discovery
via a combination of advanced gene expression analysis,
signaling pathway analysis, and in silico screening of potential
nootropics. In our approach, current drugs will simply be the
launching pad on the quest to find new, better performing
nootropics.

SIGNALING PATHWAY ACTIVATION PROFILES AS DRUG
TARGETS FOR PREDICTING NOOTROPIC EFFECTS IN SILICO
Enhancing cognition is a challenge as it consists of various
processes each influenced by many factors and each with a
distinct neurobiological framework. While single-gene studies
have been an effective first step in identifying individual elements
necessary for learning and memory to occur (Lee and Silva,
2009), in moving forward, integration of many other factors
and influences, including the relatively few signaling pathways
involved, may be more beneficial than investigating each of many
potential individual network elements.

Intracellular signaling pathways show promise for complex
trait analysis. At the cellular level, any two physiological states can
be distinguished by changes in a set of signaling pathways, each
individually activated or repressed to some extent. This collection
of disturbed pathways, termed the signaling pathway cloud, is
a powerful and unique biological fingerprint (Zhavoronkov and
Cantor, 2011; Makarev et al., 2014; Aliper et al., 2015).

Until recently, signaling pathway analysis was impeded by
the inability to quantify individual signaling pathway activation
strength (PAS), owing to the complexity of protein interactions
within signaling pathways and lack of experimental data to
determine the importance factor for each member of a given
pathway. This problem was addressed, however, with the
development of Oncofinder1, a biomathematical method that
simplifies calculation of PAS and signaling pathway cloud

1www.oncofinder.com

disturbance (SPCD), as detailed below (Buzdin et al., 2014b).
With the ability to calculate PAS, one can quantitatively
characterize a biological condition by its associated signaling
activation profile.

PAS analysis involves (1) mapping relevant pathways
from the gene expression profiles for a given condition;
(2) calculating individual PAS values; (3) constructing the
signaling pathway cloud (net activated and repressed pathways);
(4) high throughput in silico screening to predict and rate drugs
that target these pathways, depending on the application; and
(5) in vitro and in vivo validation.

The pair of conditions to be compared in signaling pathway
cloud analysis is flexible. In the past, we have compared tumor
biopsies to healthy tissue, revealing signaling pathway biomarkers
that outperform those of single genes (Kuzmin et al., 2010;
Mityaev et al., 2010; Zabolotneva et al., 2012a,b), and tissue from
old vs. young patients, illustrating how this method may be useful
for the screening of potential geroprotectors (Zhavoronkov and
Cantor, 2011). Other applications include drug discovery and
drug repurposing, as well as applications in manipulating cell
differentiation.

Here, we suggest that these methods could also be applied to
cognitive enhancement, first by defining what aspect of cognition
is to be targeted, then by mapping signaling pathways altered in
transcription profiles of the “enhanced brain” vs. control (e.g., in
mouse models showing performance gains in the target cognitive
domain, whether via genetic manipulation, selective breeding or
inbreeding, or treatment with current nootropics) and finally by
calculating disturbance of the associated signaling pathway cloud
(Figure 1).

High throughput screening for drugs that activate or repress
key pathways could then uncover drugs that replicate cloud
disturbance in “enhanced” models and thus mimic or exaggerate
the effects of the current drugs or genetic manipulations. These
drugs could then be ranked and prioritized for validation of
cognitive effects in vivo or in vitro.

These methods can be used for general screening of cognitive
enhancers at present but in the future may also be used to
develop personalized cognitive enhancement plans for individual
patients.

The idea of using differential gene expression patterns for
drug discovery is not new. The broad variability of as well as
the error rates introduced by the microarray and next generation
sequencing (NGS) equipment led to many early failures, impeded
progress and diminished the potential of this approach. However,
recent algorithmic solutions reducing complexity and smoothing
variability of the gene expression mapped onto signaling pathways
allow us to minimize errors and perform cross-platform analysis
(Buzdin et al., 2014b). These solutions allow us to tap into legacy
databases and compare hundreds of thousands of data sets in
microarray and NGS repositories as well as utilize the drug effects
on gene expression published in publically available databases.

STEP 1: IDENTIFYING THE PAIR OF CONDITIONS
Enhanced cognition can refer to augmented function across
one or several domains and can be demonstrated in a number
of highly specific paradigms or tests, thus one must first
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FIGURE 1 | Using differential signaling pathway activation profiles between cell/tissue culture or mice treated and untreated with known cognitive
modulators or genetic models of cognitive enhancement to screen for potential nootropic compounds.

specify the goals of enhancement and choose models/tissues that
demonstrate enhancement in that respect.

Ethical considerations preclude the use of human studies
for this application, thus animal models would be required.
Fortunately, a number of animal models are highly useful in
investigating mechanisms of cognition (Roesler and Schröder,
2011). Specific aspects of attention, learning, and memory can
be reliably measured in a wide variety of behavioral paradigms.
Many of these have been developed for use in mice, but rats,
monkeys, zebrafish, and drosophila are also potential models. For
the current approach, mouse models are promising, and there are
several different options within this species for comparison of the
“enhanced” vs. “non-enhanced” brain.

MUTANT vs. WILD TYPE
Mice are a classic model for learning and memory and a
number of models involve mutations that induce cognitive
enhancement, including knockout and transgenic mutations (Lee
and Silva, 2009). These model systems have revealed many genes
involved in learning and memory. Hypothetically, the human
orthologs of these genes would also be involved in cognition.
Mutations that enhance cognition are varied in mechanism, and
include enhancing excitation, dampening inhibition, regulating
gene expression, regulating translation, epigenetics, microRNA
biogenesis, and extracellular molecules (Lee and Silva, 2009).
Generally speaking, mutations that increase the activity of cAMP
response element-binding protein (CREB), a basic leucine zipper
transcription factor, enhance long-term potentiation (LTP) and
both long and short term memory, while those that downregulate
CREB activity impair LTP and memory (Lee and Silva, 2009;
Suzuki et al., 2011; Kida and Serita, 2014). In their 2009 review,
Lee and Silva reported that 26 of the 29 mouse models reviewed
showed enhanced LTP. In several cases, LTP was enhanced, but
cognition was either not improved or was actually impaired; thus,
other signaling pathways and cellular processes are involved (Lee
and Silva, 2009), underscoring the potential role for signaling

pathway analysis in elucidating global effects on these mice and
thereby enabling pharmacological replication.

STRAIN vs. STRAIN
An alternative to single gene mutation models is selective breeding
or inbreeding to exploit “natural” genetic variation among mouse
strains in cognitive performance. Strains or groups of strains
that perform high on paradigms of learning and memory can
be compared to other low-performing strains within a genetic
reference panel. The BXD strains are a good example (Williams
et al., 2003). This panel of recombinant inbred strains has
been extensively phenotyped for behaviors related to learning
and memory and drug treatment effects as well as profiled for
basal gene expression, and the data are publicly available for
rapid statistical analysis on genenetwork.org (Wang et al., 2003).
In minutes, known phenotypic differences can be correlated
to known gene expression levels (and thus signaling pathway
activation), without the unwanted or exaggerated effects of
knockout or transgenic manipulation.

DRUG-TREATED vs. DRUG-NAïVE
A third alternative for comparisons in the analysis would be
in vivo or in vitro expression in organisms, tissues, or cells that
have been pharmacologically treated with current nootropics
vs. control. The effect of nootropics on gene expression in the
brain can be large; in the case of methylphenidate treatment,
over 2000 genes have been shown to be differentially expressed
in the caudate putamen of mice (Adriani et al., 2006a,b). This
comparison would enable screening of new nootropics that mimic
current nootropics, but that are more effective, more or less
specific in targeted cognitive domains, and/or have fewer side
effects.

STEP 2: IDENTIFYING TARGET SIGNALING PATHWAYS
Once a specific comparison is decided upon, a predicted set
of relevant pathways can be assembled from the literature
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or mapped from gene expression data. Here, we reviewed
the literature for mouse models of cognitive enhancement,
in which overexpression, knockout, loss-of-function mutation,
deletion, or RNA interference of a particular gene led to
significant gains in cognitive performance as measured in
at least one behavioral paradigm for measuring learning
and/or memory. In 2009, Lee and Silva reviewed these
models and compiled list of target genes and effects of
mutation. We reduced this list to only 40 genes, for which
human orthologs exist. Gene set enrichment analyses of
these listed entries against Insilico Cloud Intelligence signaling
pathway database (Buzdin et al., 2014a) were performed
using Fisher’s exact test and the most enriched pathways are
shown in Table 1. Results revealed several overrepresented
signaling pathways, including IP3, IGF1R, and cAMP molecular
signalization, potentially important for learning and memory
in humans. Key activators/repressors of these pathways can
therefore be used in further experimental assays together
with the mathematical apparatus we provide in the following
section.

Importantly, many of the genes and pathways identified during
in silico screening of nootropics are also implicated in aging and
longevity (Zhavoronkov and Cantor, 2011; Moskalev et al., 2014)
thus suggesting that geroprotector drugs may act as nootropic
agents and vice versa.

STEP 3: CALCULATING SIGNALING PATHWAY CLOUD
DISTURBANCE
The work we propose involves calculating signaling activation
and methods are based on our prior work with cell signaling
pathways (Kiyatkin et al., 2006; Kuzmina and Borisov, 2011;
Borisov et al., 2014). In the past, calculation of signaling
pathway activation has been avoided because of the lack of
experimental data measuring the correlation between expression
and activation at the protein level. In our observation, most signal
transduction proteins are far from saturation even at the peak
concentrations of the activated form, in comparison with total
protein abundance. From this, we suggest all activator/repressor
gene products/proteins have equal importance for pathway
activation/downregulation. We then arrive at the following
assessment: function for overall signal pathway cloud disturbance

outcome (SPCD) is proportional to the following estimator
function:

SPCD =

N∏
i=1
[AGEL]i

M∏
j=1
[RGEL]j

Here, the multiplication is performed over all possible activator
and repressor proteins in the pathway, and [AGEL]i and [RGEL]j

are gene expression levels of an activator i and repressor j,
respectively. To obtain an additive (not multiplicative) value,
one can simply switch from using absolute values of expression
levels to their logarithms, arriving at the PAS value for each
pathway

PASp =
∑

n

ARRnp · BTIFn · lg(ECRn)

In the case of cognitive enhancement, to obtain the values of
enhanced-to-control ratio (ECR), one divides the expression
levels for a gene n in the sample taken for the enhanced
group by the same average value for the normalized
control group. The discrete value of activator/repressor role
(ARR) is the relative strength of the target activation or
repression.

The information about the activator/repressor role of a
particular gene product/protein may be obtained from the
analysis of open-access or customized pathway databases and
from the literature. The Boolean flag of BTIF (beyond tolerance
interval flag) equals to zero when the ECR value lies within
the tolerance limit, and to one when otherwise. We determined
that the ECR lies beyond the tolerance limit if it satisfies
simultaneously the two criteria. First, it should be either higher
than 3/2 or lower than 2/3 of the corresponding gene expression
level in normal group of samples, and, second, the expression level
of a gene should differ by more than two standard deviations from
the average expression level for the same gene in a control group
of samples.

LIMITATIONS OF DIFFERENTIAL SIGNALING PATHWAY
ANALYSIS-BASED DRUG SCREENING METHODS
Acquiring gene expression data from the various regions of
human brain during excitation is difficult and human data

Table 1 | Signaling pathways associated with cognitive enhancement in animal models.

Pathway name Overlap with gene list (%) Odds ratio p-value

IP3 pathway (gene expression) 25.9 0.346 1.53E − 08
IGF1R pathway (cell survival) 17.9 0.215 2.39E − 07
cAMP pathway (axonal growth) 20.8 0.245 6.88E − 06
IGF1R main pathway 6.6 0.073 2.09E − 05
IP3 main pathway 5.2 0.058 0.000142525
IL-2 main pathway 4.4 0.044 0.002495586
Wnt main pathway 2.8 0.029 0.028947377
GPCR main pathway 2.5 0.025 0.033190669
cAMP main pathway 2.1 0.021 0.034326773

Gene set enrichment analyses of the genes implicated in cognitive performance against Insilico Cloud Intelligence signaling pathway database performed using

Fisher’s exact test and the most enriched pathways.
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would have to be obtained from post mortem tissues or cultured
cells or tissues. Gene expression data from mouse brain is
easier to obtain, but further studies are required to evaluate the
correlations between signaling pathway activation profiles in mice
and humans. Tissue selection is also important, gene expression
in one region or cell type may or may not be representative of
other areas of the brain and may not capture all effects of a
given condition. Also, gene expression alone may not provide the
complete picture of the state of the tissue, and while the pathway
activation analysis approach may be used to analyze differences
in genomic DNA (Spirin et al., 2014) there may be epigenetic
regulation of cognitive states that may require other analytical
methods to be performed. Aside from tissue selection, the
complexity of cognition presents other challenge. The proposed
approach evaluates the various drugs and drug combinations
that mimic or enhance the effects of already known nootropics
or genetic manipulations; however, no current nootropic agents
optimally enhance specific aspects of cognitive function without
side effects, and even genetic models of cognitive enhancement
can produce unintended impairments (Lee and Silva, 2009).
In this paper, we have referred to the “enhanced” brain vs.
control in describing the comparisons one would use to perform
signaling pathway analysis. However, “enhanced” is a simplified,
general term that does not specify effects on the various cognitive
domains, and defining enhancement remains an important issue
in developing new nootropics (Lynch et al., 2014).

CONCLUSION
Cognitive enhancement is in demand, whether in healthy
populations or those with cognitive deficits, but current
pharmacological enhancers offer only modest benefits. Testing
of new cognitive enhancers is costly and time consuming. Even
predicting the nootropic candidates out of the hundreds of
thousands of drugs and drug combinations remains a major
challenge. A screening process that would predict the efficacy
of novel cognitive enhancers that may outperform current
options would save time and money, both of which are limiting
as the aging segment of the population explodes over the
upcoming decades, with increasing rates of cognitive decline
and neurodegenerative disease. Here we propose a method for
in silico screening and ranking of drugs and other factors that
act on signaling pathways involved in cognition. Predicting their
efficacy would involve calculating their potential to maximize
the difference in signaling pathway activation between cells or
tissues of cognitively enhanced animal models, including mutant
“smart” vs. wild type mice, high-performing vs. low-performing
strains of mice, or drug-treated vs. drug naïve mice. This would
be followed by in vitro and in vivo validation leading to a short list
of promising components.
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Brain aging and aging-related neurodegenerative disorders are major health challenges
faced by modern societies. Brain aging is associated with cognitive and functional decline
and represents the favourable background for the onset and development of dementia.
Brain aging is associated with early and subtle anatomo-functional physiological changes
that often precede the appearance of clinical signs of cognitive decline. Neuroimaging
approaches unveiled the functional correlates of these alterations and helped in the
identification of therapeutic targets that can be potentially useful in counteracting
age-dependent cognitive decline. A growing body of evidence supports the notion that
cognitive stimulation and aerobic training can preserve and enhance operational skills
in elderly individuals as well as reduce the incidence of dementia. This review aims at
providing an extensive and critical overview of the most recent data that support the
efficacy of non-pharmacological and pharmacological interventions aimed at enhancing
cognition and brain plasticity in healthy elderly individuals as well as delaying the cognitive
decline associated with dementia.

Keywords: brain aging, neuronal plasticity, cognitive enhancing drugs, non-pharmacological interventions, cogni-
tive enrichment

INTRODUCTION
Brain aging is associated with cognitive and functional decline
and represents the favorable background for the onset and
development of Alzheimer’s disease (AD). AD is becoming
a major socio-economical challenge for society (Hurd et al.,
2013). Early use of imaging and biological markers can iden-
tify at-risk for AD subjects decades before the appearance
of cognitive decline. It is therefore imperative to act dur-
ing this extended pre-clinical phase and promote endogenous
responses in brains that still have a large cognitive reserve
and optimal levels of neural plasticity. Beside pharmacolog-
ical intervention, a great deal of interest resides on ways
that allow modulation of brain plasticity in the elderly by
acting on cognitive stimulation and/or aerobic exercise. Cog-
nitive enrichment as well as physical activity can in fact pro-
mote neural plasticity, increase neurotrofism and reduce AD
incidence. This review aims at providing an extensive and
critical overview of the most recent data that support the
efficacy of non-pharmacological and pharmacological inter-
ventions aimed at enhancing cognition in healthy elderly
individuals. This line of intervention can be also critical in
delaying the cognitive decline associated with dementia or
other widespread neurodegenerative conditions like Parkinson’s
disease (PD).

COGNITIVE AND NEURAL RESERVE
The central nervous system (CNS) is a highly dynamic structure
that undergoes continuous functional remodeling. Salient experi-
ence promotes widespread changes within neuronal circuits and
brain areas, a process that results in the harmonization of cogni-
tive skills that are set to meet and cope with demands of everyday
life. In this context, CNS plasticity is the ability to adopt func-
tional or structural responses (Ganguly and Poo, 2013) aimed at
promoting successful adaptive behavior (Xerri, 2008; Wittenberg,
2010). Activity-dependent neural plasticity is not only required
for optimal brain development but is also occurring through
adulthood and senescence (Buonomano and Merzenich, 1998;
Feldman and Brecht, 2005; Feldman, 2009). Plasticity requires a
complex process of molecular, structural, and functional integra-
tions that are carried out in neurons, glia, and subcellular com-
partments like dendrites, spines, and synapses. These biochemical
and morphological changes go along with spatiotemporal syn-
chronization of large neuronal populations across different brain
regions. While neuronal plasticity has been studied mostly in the
neocortex and hippocampus, it is important to underline that
the phenomenon is common to almost all the CNS structures.
The last two decades have produced a dramatic increase in the
availability of techniques that allow the extensive investigation of
CNS from its subcellular components to neural circuits.
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Advancements in fluorescent microscopy, molecular biology,
and electrophysiological techniques have helped to unravel many
molecular determinants of neuronal plasticity. On the other
hand, the availability of neuroimaging tools such as functional
magnetic resonance imaging (fMRI), positron emission tomogra-
phy (PET), and magnetoencephalography (MEG) have enhanced
the capability to detect spatiotemporal patterns of brain acti-
vation that occur within networks, nodes, and neuronal path-
ways (Pascual-Leone et al., 2005; Raichle and Mintun, 2006;
Grefkes and Ward, 2014). These technical advancements, along
with the notion that the aging brain retains the capacity to
reorganize its morphological and functional architecture, have
promoted strong interest and leaps forward in the knowledge
of the physiology of the aging brain and aging-related cognitive
processes as well as in the exploration of strategies aimed at
enhancing or maintaining cognitive skills in the elderly. This area
of investigation is particularly relevant as molecular, structural
and functional derangement of physiological aging represents the
pathological pabulum for the onset and development of neu-
rodegenerative processes that underlay conditions like dementia
or PD.

Cognitive reserve is the concept that has been proposed to
explain the functional adaptation occurring in conditions that are
associated with brain damage, but where structural impairment
does not translate in patent cognitive deficits. When discussing
this process, a clear distinction should be made between brain
reserve and cognitive reserve. Brain reserve refers to the amount
of preserved CNS “hardware”, namely the integrity of synapses,
dendrites, neurons, glia, and pathways while cognitive reserve
indicates the CNS “software”, in short the brain capability to reor-
ganize its activity by setting in motion compensatory cognitive
mechanisms. Thus, the cognitive reserve concept imposes to shift
the attention from brain morphological integrity to functioning
(Stern, 2009).

Despite recent great progress occurring in the field, the relative
contribution of cognitive and brain reserve to the maintaining of
brain functioning throughout aging is not completely clear. The
two processes interplay and it is well known that rehabilitative
interventions can positively act on both phenomena (Voss et al.,
2013).

Cognitive reserve is positively influenced by educational, envi-
ronmental, nutritional as well as genetic factors (Mora, 2013). The
modulation of cognitive reserve greatly influences the vulnera-
bility to dementia and affects the clinical course of the disease.
Cognitive reserve has been indicated as a resource to be has tapped
on in AD patients who despite the presence of large amount of
AD-related pathology show relative paucity of clinical symptoms
and signs. The process is thought to require the formation of
new synapses as well as the plastic remodelling and functioning
of brain networks (Amieva et al., 2014).

The drawback is that these patients can go undetected for long
time and then, when exhaustion of the cognitive reserve occurs,
eventually show a precipitous cognitive decline (Amieva et al.,
2014). This rapid progression is considered to be related to high
pathological loads that were compensated by a high cognitive
reserve that eventually have been subdued and collapsed (Wilson
et al., 2004; Amieva et al., 2014).

Neuroimaging evidence support this idea and indicate that
AD patients with greater cognitive reserve often show underlying
greater AD-related pathology. In a subset of AD patients, PET
measurements of resting regional cerebral blood flow (rCBF) have
shown an inverse relationship between resting cerebral blood
volume (rCBV) and years of education (Friedland et al., 1985;
McGeer et al., 1990). These studies indicate that patients with
high levels of education manifest more pronounced reductions in
parieto-temporal rCBV when compared to less educated subjects
presenting similar clinical features. Similar results were observed
in studies evaluating protective effects of rehabilitative activities
(Stern et al., 1995; Scarmeas et al., 2003). fMRI studies have
revealed patterns of brain network activity that supports the con-
cept of cognitive reserve (Stern et al., 2005). Neuroimaging studies
revealed that elderly people engage additional brain regions to
compensate for impaired functioning (Fjell et al., 2014). For
instance, upon completion of a memory task, experimental data
indicate that, compared to young people, elderly individuals
show increased recruitment of the prefrontal cortex (PFC), a
process that possibly compensates for the reduced activity of brain
regions that support visual processing of information (Ansado
et al., 2013). The phenomenon has been labelled as “age-related
posterior-anterior shift”, or PASA (Davis et al., 2008). PASA seems
to optimize cognition by inducing the inhibition of pre-potent
responses (Corbetta et al., 2008; Vincent et al., 2008; Vallesi et al.,
2011). Moreover, a recent study indicates that subjects performing
attention tasks show an increased activity in bilateral PFC that
positively correlates with enhanced performance (Davis et al.,
2012).

NON-PHARMACOLOGICAL INTERVENTIONS
Age-related modulations and variations of cognitive and neural
systems are dynamic and not irreversible processes. Physical or
cognitive training can promote positive and lasting cognitive
effects in elderly people and behavioral gains that may translate
in more efficient procedural skills that help to cope with daily life
activities. Non-pharmacological intervention can be divided in
two approaches: aerobic training and cognitive stimulation (Jack,
2011; Vaughan et al., 2012).

AEROBIC TRAINING
Aerobic exercise is associated with increased preservation of
cognitive functions (Colcombe et al., 2004). Exercise induces
a cascade of molecular and sub/cellular processes that favor
angiogenesis, neurogenesis, synaptogenesis as well as enhanced
production of neurotrophins specially, the increased synthesis and
release of brain-derived neurotrophic factor, BDNF (Deslandes
et al., 2009; Coelho et al., 2013). The role of neurotrophins
is crucial as decreases in BDNF levels are associated with age-
related neuronal loss and BDNF reduction is also observed in
patients affected by neurodegenerative or psychiatric disorders.
Aerobic exercise elevates BDNF concentrations, increases hip-
pocampal volumes (with the control group showing a reduction
of volume of ∼1.4% while the trained group showed a volume
increase of ∼2% over a 1-year period), and promotes better
cognitive functioning in terms of executive functions, thereby
suggesting that the trophin is a critical factor in mediating the
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protective and cognitive effects of this type of training (Erickson
et al., 2013). Regular aerobic exercise improves executive function,
attention, processing speed, memory, learning processes, and
helps to preserve mental abilities throughout life span (Colcombe
and Kramer, 2003; Curlik and Shors, 2013; Dresler et al., 2013).
Exercise is also beneficial for subjects suffering from Mild Cog-
nitive Impairment (MCI) or early-stage dementia (Smith et al.,
2010).

Longitudinal studies suggest that engagement in exercise at
young age leads to better cognitive performance upon senescence.
The process seems to follow a dose- response effect as, in anal-
ogy with pharmacological intervention, more robust effects are
obtained in individuals who in their youth have exercised more
intensively (Middleton et al., 2010). Exercise appears to prefer-
entially target selected brain regions and/or cognitive domains
(Kramer et al., 2003; Colcombe et al., 2006; Erickson et al., 2013).
Neuroimaging supports the idea of greater effects of exercise
in the prefrontal and medial temporal cortices (Berchicci et al.,
2013). The hippocampus appears to be particularly sensitive to
exercise with trophic responses leading to increased hippocampal
volume by ∼2% in subjects undergoing training (Kerr et al., 2010;
Erickson et al., 2011, 2013).

Overall, exercise-driven effects on specific cognitive domains
like executive functions match morpho-functional changes in
related brain regions (hippocampus, PFC, and basal ganglia)
and neural networks. Elderly people who regularly exercise show
brain volumes increases by ∼2% in these critical areas while age-
matched individuals who are less physically active undergo a 1.4%
decrease in volumes (Erickson et al., 2010, 2011; Esposito et al.,
2013).

COGNITIVE TRAINING
Cognitive stimulation by employing interventions that make use
of ecological or virtual environments is also effective to compen-
sate age-related cognitive decline (Curlik and Shors, 2013; Park
and Bischof, 2013). To date, several types of cognitive trainings
are available. Several programs are aimed at improving memory
(Richmond et al., 2011; Dresler et al., 2013), learning (Bailey et al.,
2010), attention (Mozolic et al., 2011), executive functions (Basak
et al., 2008), fluid intelligence (Jaeggi et al., 2008), mnemonic
techniques, or global cognition (Klusmann et al., 2010).

Shedding some light on the molecular targets of cognitive
stimulation, preclinical models have shown that enriched envi-
ronments improve cognitive performances by inducing enhanced
expression of genes encoding for neurotrophins or promoting
synaptogenesis, dendrite formation and arborization (van Praag
et al., 2000; Fratiglioni et al., 2004). The same mechanisms also
occur in brains of elderly people (Mora, 2013).

Neuroimaging data show that memory-targeted training can
induce positive fMRI changes as well as modification in cortical
thickness of hippocampal subfields and increases in the volumetry
of left hippocampal subregions like the CA3, CA4, and dentate
gyrus (Engvig et al., 2012). Memory training also increases the
thickness of the right fusiform and lateral orbitofrontal cortex, a
phenomenon that has been positively correlated with enhanced
memory performances (Engvig et al., 2010). Unfortunately, only
few fMRI studies have unveil functional connectivity effects

associated with cognitive intervention (Burhan et al., 2012; Engvig
et al., 2014).

PC-BASED TRAINING
Video games are not just teenager leisure material, they are
gaining a place in the field of rehabilitation as tools to improve
cognition in the elderly (Clark et al., 1987; Dustman et al.,
1992; Goldstein et al., 1997; Basak et al., 2008). Results in this
area of intervention are, however, often contradictory. Computer-
based cognitive training for 6 months has been shown to stimu-
late multi-domain abilities like immediate memory and delayed
memory or language (Miller et al., 2013). Game-based cognitive
training, on the other hand, has shown no group effects on
visuo-spatial navigational abilities and memory, though attention
improvements have been found (Whitlock et al., 2012).

Interestingly, a recent study showed that computerized train-
ing targeted at amelioration of reaction times, inspection times,
short-term memory for words, executive functions, visuo-spatial
acuity, arithmetic competence, visuo-spatial memory, visual scan-
ning, visual discrimination, and n-back working memory pro-
moted no enhancement in these domains, but resulted in global
improvement of processing speed (Simpson et al., 2012). The
phenomenon is known as transfer effect. Moreover, evidence
suggest that computer games designed to improve processing
speed can enhance short-term memory and attention (Szelag and
Skolimowska, 2012).

A very intriguing recent study has shown that cognitive capa-
bilities can be significantly rejuvenated in the elderly (Anguera
et al., 2013). Upon playing a video game targeted at increasing
multitasking performance (a domain that show a physiological
age-dependent decline), study subjects showed benefits not just
in multitasking but also in untrained domains like sustained
attention and working memory. The behavioral result was asso-
ciated EEG evidence that show enhanced midline frontal theta
power and frontal–posterior theta coherence in the trained group.
More importantly, by simply undergoing a training period that
spanned for just 12 h over a 4 week period, elderly subjects showed
improved multitasking capability and matched performance lev-
els of untrained young (20-year-old) subjects. Improved cognitive
performances were maintained for 6 months after suspension of
training, thereby suggesting long-lasting functional effects. Thus,
the study supports the idea that age-related decline can be, not
only halted, but actually reversed.

The field of PC-based cognitive training is still in its infancy,
but, nevertheless, promising. Studies have started to analyze and
debug areas that can potentially hamper the efficacy of this type
of intervention. For instance, off the shelf, commercially available
games appear to be less effective than personalized games (Peretz
et al., 2011). Unfortunately, online games designed to enhance
cognition in the elderly have generally failed mostly because of
lack of motivation or ceiling effects in trainees who were already
highly functioning and/or highly exposed to digital settings like
virtual reality environments and games (Bozoki et al., 2013).
Factors greatly affecting the cognitive outcome of PC-based train-
ings are the intensity and frequency of exposure to the training;
however, a clear cut linear relationship between these factors and
the cognitive output has, surprisingly, been difficult to be drawn
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(Whitlock et al., 2012; Wild-Wall et al., 2012). Better study designs
are therefore needed (Green and Bavelier, 2008; Nouchi et al.,
2012; Whitlock et al., 2012). Finally, in a recent comparative
study, a custom-made computerized intervention was found to
improve overall memory and attention performances in a group
of elderly subjects. The study showed that training effects were
still present 3 month after training withdraw (Zelinski et al.,
2011).

COMBINED TRAINING
Interest in multimodal interventions has been increased in recent
years. Evidence, unfortunately still too few, suggest that strategies
that combine aerobic training and cognitive stimulation have a
significant synergistic value (Schneider and Yvon, 2013).

In a recent study, healthy elderly subjects were exposed to four
different training conditions (Shatil, 2013). The first group was
exposed to cognitive training, the second group engaged itself in
moderate aerobic activity, the third group followed a combination
of cognitive and aerobic training, while the control group was
simply exposed to book-reading. Results of the study indicated
that the third group, exposed to combined training, showed the
best improvement in eye-hand coordination, working memory,
long-term memory, and reaction times.

Interesting effects were also found in case of PC-based train-
ing combined with exercise. Cycling sessions performed in a
virtual reality environment enhanced executive functions more
effectively that regular cycling in a gym on stationary bikes
(Anderson-Hanley et al., 2012). Positive effects of trained cyber-
cyclists correlated with increase of BDNF. Important effects,
in the cybercycling group, were also seen in MCI subjects. In
this group, training reduced by 23% AD conversion (Anderson-
Hanley et al., 2012). Another study (Maillot et al., 2012) found
a significant improvement in executive control and processing
speed after a 12 week aerobic training that employed the Nintendo
Wii sports software console.

Other studies have supported the idea of the synergistic value
of combining exercise and cognitive trainings to promote memory
performance (Fabre et al., 2002; Oswald et al., 2006). Unfor-
tunately, no data are available to verify whether these training-
driven benefits translate in better performances in daily living
activities. A previous study, from our group, has tried to fill the
gap (Pieramico et al., 2012). We evaluated effects of 6-month
combination training on cognition, functional connectivity and
daily living activities. Thirty healthy elderly divided in two groups
of 15 subjects were exposed to either no changes in their daily
living routine (control group) or to a combination training con-
sisting in exposure to cognitive, motor, and sensorial stimulations
(trained group). Groups were evaluated, before and after the end
of the training period, with neuropsychological and occupational
tests, resting state fMRI and analysis of cortical thickness. Com-
bination training improved cognitive and occupational perfor-
mances, reorganized the functional connectivity of Default Mode
(DMN) and Dorsal Attention (DAN) networks, and promoted
lower cortical thinning in several brain regions (Pieramico et al.,
2012). Interestingly, analysis of dopamine-related genes indicated
that carriers of DRD3 ser9gly and catechol-O-methyltransferase
(COMT) val158met polymorphisms had the greatest benefits

from exposure to training, thereby suggesting a genetically-driven
susceptibility to the positive effects of this type of combined
intervention.

CRITICAL POINTS IN NON-PHARMACOLOGICAL
INTERVENTIONS
Many unknowns are still present when dealing with training
programs. For instance, the role played by intensity of inter-
vention and knowledge on which is the most beneficial set of
exercises to be employed are still largely unclear and missing. Also
uncertain is what concerns the specificity and selectivity of factors
that can promote significant, reproducible, and durable effects
on cognition. Few studies have investigated correlations between
frequency and duration of aerobic and cognitive trainings along
with the overall morpho-functional changes and effects on brain
functioning upon aging.

Furthermore, still not completely defined is for how long pos-
itive effects are maintained and therefore, robust well-designed
longitudinal studies are needed.

A limiting factor that should be not overlooked is individual
variability, an aspect that mandates more accurate customization
of any given set of intervention. For instance, in analogy with
the field of pharmacogenomics, a “cognitogenomic” approach, in
which genetic differences are explored in relation to response to
cognitive trainings, is definitely necessary (Pieramico et al., 2012).

PHARMACOLOGICAL INTERVENTIONS
Pharmacological intervention aimed at enhancing or maintaining
cognitive functions has been the focus of intensive research in
recent years (Lanni et al., 2008; Hussain and Mehta, 2011; Lynch
et al., 2011; Lynch and Mills, 2012; Wood et al., 2013; Urban and
Gao, 2014). An intuitive definition of Cognitive Enhancer Drugs
(CEDs) qualifies these molecules as able to enhance cognitive
skills; however, an exhaustive definition of CEDs is, perhaps,
not so simple. According to Lynch et coll., there is a need for
a “dimensional” system to successfully define and classify CED
candidates (Lynch and Gall, 2006; Lynch et al., 2011).

The first level, or dimension, is the target of action. Does
the CED candidate mainly act on “general” psychological states
like arousal or attentional level or does it work by potentiating
single and/or selective cognitive domains? If the action is global,
CED effects should be obtained through an optimization of
the processing and information flux that operate within several
brain nodes and networks. In case of selective activity, the drug
should instead affect only specific and distinct subsets of cognitive
domains.

Another important CED level/dimension is the neurobiologi-
cal one or, in other words, the molecular mechanisms of action.
Which neurotransmitter systems, receptor subpopulations, neu-
ronal circuits, and/or brain structures are modified by CED
activity?

Finally, a third dimensional level is represented by the dis-
tinction between drugs that enable to perform complex tasks
in a more rapid or efficient way (efficiency augmentation) vs.
molecules that promote enhanced performances (cognitive capa-
bility augmentation; Lynch, 2004; Lynch et al., 2011).
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In accordance with this systematization, CEDs can be classified
as drugs mainly acting on general or psychological aspects of
cognition, compounds aimed at potentiating more specific cog-
nitive domains or, at least in theory, drugs that are aiming at
enhancing the global cognitive capability of healthy and already
well performing individuals.

Most CED candidates are evaluated in preclinical models,
sets where standardized behavioral outcomes are easily assessed.
Although the translation of preclinical data in valid clinical out-
puts poses several limitations (see Sarter, 2006), animal models
remain extremely valuable to identify CED neurobiology (Roesler,
2011).

In that respect, methylphenidate and modafinil, are good
examples of a category of molecules that, across the board,
induces changes of psychological variables such as vigilance,
attention, and memory. Drug effects on arousal have been exten-
sively described; however, a recent study that examined human
subjects required to discriminate significant stimuli from distrac-
tors raised some question about the validity of the mechanism
(Agay et al., 2010). Methylphenidate increases attention or “vigi-
lance” by stimulating the cortical dopaminergic and noradrener-
gic transmission systems, a mechanism of action first described
in preclinical settings and then confirmed by PET in human
studies. Oral methylphenidate administration (0.25 mg/Kg) has
been shown to promote a 50% blockage of the dopamine trans-
porter (Volkow et al., 1998; Hannestad et al., 2010) and signifi-
cantly increase extracellular dopamine concentrations. However,
oral methylphenidate (at therapeutic ranges; 0.14 mg/kg) was
also shown to bind with high affinity to the norepinephrine
transporter. Methylphenidate-mediated effects on attention seem
quite specific for tasks that need sustained vigilance; however,
the drug appears to be less efficient when subjects are dealing
with situations with levels of complexity that require selective
attention (Advokat, 2010; Advokat et al., 2011). The compound
can also improve spatial working memory in healthy individuals
in conditions in which subjects are challenged with ex novo
spatial problems (Elliott et al., 1997). Interestingly, experimental
data confirmed drug-dependent improvements in spatial working
memory. However, the study indicated that such benefits only
occurred in subjects who were poorly performing at baseline,
thereby suggesting that the drug can work only when significant
amounts of cognitive reserve are available to be recruited (McGeer
et al., 1990).

Modafinil is another example of drugs operating on vigi-
lance or “attentional” states. The compound was first introduced
as agent that counteracts excessive sleepiness associated with
narcolepsy. Modafinil binds to forebrain dopamine transporters
(Volkow et al., 2009; Zolkowska et al., 2009; Andersen et al., 2010)
and promotes an increase in extracellular dopamine concentra-
tions. The molecule can also bind to norepinephrine transporters
in the human thalamus (Madras et al., 2006) and modulate
orexinergic neurons in the hypothalamus (Ishizuka et al., 2010).
Modafinil has been shown to promote marked increases in motor
activity in mice (Simon et al., 1995; Stone et al., 2002), how-
ever, the effects are modest in rats and monkeys (Edgar and
Seidel, 1997; Andersen et al., 2010). Finally, some studies have
indicated drug-dependent improvement in sustained attention in

modafinil-treated healthy subjects (Randall et al., 2005; Esposito
et al., 2013).

An important bias to be considered when evaluating CEDs
is represented by the fact that most studies, in animal models
(Béracochéa et al., 2002) or humans (Turner et al., 2003; Baranski
et al., 2004; Muller et al., 2004; Randall et al., 2005), are focused
on effects on attention and working memory while other cog-
nitive domains (such as long-term memory) are often neglected
(Minzenberg and Carter, 2008). CEDs that selectively act on
specific cognitive domains (memory and attention) belong to
two classes of drugs that target the fast excitatory synaptic trans-
mission responsible for communication within cortical networks.
The first class acts on nicotinic receptors (alpha7 and alpha4
agonists) and modulates glutamate release while the second one,
the ampakine family, facilitates fast glutamatergic transmission
by acting on α-Amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid receptors (AMPAR).

The cholinergic system is involved in several important aspects
of cognitive functions including attention, learning, and memory.
Classical CEDs enhance brain cholinergic tone by inhibit-
ing acetylcolinecolinesterases (AChEIs), the enzymes responsible
of acetylcholine degradation. AChEIs (rivastigmine, donepezil,
galantamine) are approved for the treatment of AD patients;
however, these compounds have failed in patients suffering from
MCI (Raschetti et al., 2007), and very little data are available
on cognitive effects on healthy adults. Rivastigmine has been
shown to negatively affect episodic memory and improve motor
learning and visuospatial functions in healthy elderly subjects
(Wezenberg et al., 2005). Donepezil has produced mixed results,
the drug improves cognitive performance in healthy young sub-
jects (Yesavage et al., 2002) but has also been shown to cause atten-
tion and short-term memory deficits in healthy elderly subjects
(Beglinger et al., 2005). Selective α4β2 nicotinic receptor agonists
represent a new class of drugs acting on the cholinergic system
and found to induce attentional and cognitive improvements in
animal models (Howe et al., 2010). Agonists of α4β2 and α7
nicotinic receptors represent interesting examples of drugs that
can potentiate the prefrontal cholinergic activity. These drugs
promote an increase in fast glutamatergic transmission in the
cortex, thereby enhancing attentional processes (Dunbar et al.,
2007; Jiang and Role, 2008; Loughead et al., 2010). The pro-
posed mechanism of action for α4β2 agonists is based on the
hypothesis that the prefrontal cholinergic system plays a cru-
cial role in the detection of novel and relevant stimuli, thereby
increasing attentional performances (Bloem et al., 2014). The
drug leads to amplitude augmentation of signal-evoked cholin-
ergic transients when a relevant stimulus is administered to a
subject.

Ampakines are positive allosteric AMPAR modulators that
enhance fast excitatory transmission, promote induction and
enhanced strength of long-term potentiation (LTP; Lynch, 2002).
These compounds also increase the production of BDNF and
related proteins (Lauterborn et al., 2000, 2003; Legutko et al.,
2001; Lynch, 2002; O’Neill et al., 2004, 2005; Wezenberg et al.,
2007). A recent study has described a role for the CX546 ampakine
in promoting the proliferation and neuronal differentiation of
stem/progenitor cells originating from the subventricular zone
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(Schitine et al., 2012), thereby underlying the role of these
molecules in the differentiation of newborn neurons and in the
shaping of neuronal circuits. The CX929 ampakine has been
reported to promote LTP and counteract learning impairments
in mice models of neurodevelopmental disorders. In one study, a
5 day treatment with CX929 in a mouse model of the Angelman
syndrome, was reported to enhance fast EPSCs in hippocampal
slices and increase long-term memory scores by 50% (Baudry
et al., 2012). Ampakine are reported to improve performance in
monkeys challenged with complex cognitive tasks (Porrino et al.,
2005; Hampson et al., 2009) and brain imaging has demonstrated
increased activity in the frontal and temporal cortices upon
treatment (Porrino et al., 2005). The study revealed drug-induced
activation of the precuneus, a cortical area usually less involved
in task response (Porrino et al., 2005). This observation strongly
suggests that ampakine administration may promote functional
recruitment of additional brain areas, thereby modifying the
neural substrates of cognition. Unfortunately, no ampakines are
currently approved by FDA. The only molecule that reached clin-
ical trials is CX-717. The compound was evaluated in Phase I for
AD treatment but withdraw upon additional controversial results.
Potential novel candidates are nevertheless being investigated for
treatment of several neurologic and psychiatric disorders such as
PD, schizophrenia, autism, and Attention Deficit Hyperactivity
Disorder (ADHD).

Pharmaco-genomic approaches to be implemented for CED
development and administration represent a promising new
avenue in the field of cognitive augmentation. Traditionally
these approaches have been mainly focused on the identifica-
tion of genetic polymorphisms that can predict more effective
drug responses in subjects already affected by neuropsychiatric
disorders. However, in the past few years, studies have started
to unravel the pharmacogenomic basis of individual response
to CEDs occurring in healthy subjects. Factors to be consid-
ered are polymorphisms of genes regulating drug metabolizing
enzymes, transporters, and receptors. These factors may pro-
foundly influence the dose–response relationship to drugs (Roses,
2008). Differences in COMT genotypes (Val-Val vs. Met-Met)
have been associated with variability in working memory perfor-
mances and cognitive responses following amphetamine admin-
istration (Bilder et al., 2004). Apoliprotein E4 (apoE4), an allele
of apolipoprotein E, and a risk factor for AD, is an interesting
case. Quite paradoxically, ApoE polymorphism in young healthy
carriers (i.e., subjects who have therefore a higher risk of devel-
oping AD later on in life) have the tendency to perform decision-
making and prospective memory tasks better than, ApoE3 carriers
(who are instead protected, by virtue of this genotype, from AD;
Marchant et al., 2010).

CRITICAL POINTS IN PHARMACOLOGICAL INTERVENTIONS
A critical point in the clinical output of CEDs is represented
by the great variability of cognitive or behavioral responses of
healthy individuals to these drugs. Several studies have begun to
question whether such differences depend on genotypes and/or
baseline levels of cognitive function (Kimberg et al., 1997; Mehta
et al., 2000; Gibbs and D’Esposito, 2005; Frank and O’Reilly, 2006;
Cools et al., 2007). For example, dopaminergic drugs have been

shown to improve working memory only low performing subjects
(Gibbs and D’Esposito, 2006). Methylphenidate or bromocriptine
seem to improve working memory in low performers but impair
performance in subjects with high baseline spans (Kimberg et al.,
1997; Gibbs and D’Esposito, 2006). These contradictory results
have been explained by the presence of an inverted U-shaped rela-
tionship between cognitive performance and dopamine receptor
stimulation (Yerkes and Dodson, 1908). Indicating some poten-
tial neurobiological determinant of the phenomenon, dopamine
synthesis has been shown to be lower in in the caudate nucleus
of individuals with low working memory spans when com-
pared to synthesis in subjects with high spans (Cools et al.,
2008). Accordingly, subjects with low dopamine synthesis in the
basal ganglia performed better in reversal learning tasks after
bromocriptine administration when compared to treated subjects
who were already showing high basal ganglia synthesis (Cools
et al., 2009). Modafinil administration has also been shown to
have most effective cognitive effects in low performing subjects
at baseline (Randall et al., 2005; Finke et al., 2010; Esposito et al.,
2013).

Baseline cognitive levels also affect the cholinergic modulation
of cognition in healthy individuals. Donepezil increases cognition
of healthy subjects whose performance declined after sleep depri-
vation but the drug induced cognitive impairments in subject
without sleep loss (Chuah and Chee, 2008; Chuah et al., 2009).

Finally, it should be underlined that optimal brain functioning
results from a tight control of synaptic function, circuits remodel-
ing, and connectivity modulation. In response to extrinsic stimuli,
neurons accordingly change the strength of their connections
in order to avoid excessive excitation or inhibition (Pozo and
Goda, 2010). Therefore, CED-driven excessive connectivity can
be sometimes potentially problematic. In theory, increased excita-
tory synaptic transmission, along with reduced synaptic pruning,
may induce unregulated synaptic plasticity and neuronal circuit
overactivation, thereby promoting a low signal-to-noise ratio that
actually may lead to impaired cognition (Belmonte and Yurgelun-
Todd, 2003).

CONCLUSION AND FUTURE DIRECTIONS
In this review, we have summarized effects on cognition and brain
plasticity of non-pharmacological and pharmacological interven-
tions targeted on elderly individuals. The field is blooming but
many issues remain unresolved. Areas that are in great need of
advancement concern a better understanding of the role played
by genes in the modulation of senescence and/or response to
intervention. Disclosure of more detailed genetic and epigenetic
roadmaps will help the design and implementation of tailored
and personalized training programs. A more extensive imple-
mentation of “omics” (proteomics, lipidomics, metabolomics)
approaches in combination with neuroimaging will also promote
a better assessment of morpho-functional changes that are occur-
ring in the trained brain as well as whole body.

Recent progress in digital technologies leads to foresee, in
the near future, a more user-friendly implementation of train-
ings that can avoid personal computers and make instead use
of smartphones, virtual or augmented reality portable devices.
In that respect, the come of age of digitally-native generations
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will undoubtedly promote an extraordinary acceleration in that
direction.

All these, pharmacological and non pharmacological, inter-
ventions can be envisioned to be effective not only in maintaining
optimal levels of cognitive capabilities in healthy elderly individu-
als, but also as preventive measures to counteract the development
of AD or PD as well as therapeutic tools that can be employed in
the early stage of these neurodegenerative conditions.
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The cholinergic system is a potent neuromodulatory system that plays critical roles in
cortical plasticity, attention and learning. In this review, we propose that the cellular effects
of acetylcholine (ACh) in the primary visual cortex during the processing of visual inputs
might induce perceptual learning; i.e., long-term changes in visual perception. Specifically,
the pairing of cholinergic activation with visual stimulation increases the signal-to-noise
ratio, cue detection ability and long-term facilitation in the primary visual cortex. This
cholinergic enhancement would increase the strength of thalamocortical afferents to
facilitate the treatment of a novel stimulus while decreasing the cortico-cortical signaling
to reduce recurrent or top-down modulation. This balance would be mediated by different
cholinergic receptor subtypes that are located on both glutamatergic and GABAergic
neurons of the different cortical layers. The mechanisms of cholinergic enhancement
are closely linked to attentional processes, long-term potentiation (LTP) and modulation
of the excitatory/inhibitory balance. Recently, it was found that boosting the cholinergic
system during visual training robustly enhances sensory perception in a long-term manner.
Our hypothesis is that repetitive pairing of cholinergic and sensory stimulation over a
long period of time induces long-term changes in the processing of trained stimuli that
might improve perceptual ability. Various non-invasive approaches to the activation of the
cholinergic neurons have strong potential to improve visual perception.

Keywords: attention, cholinergic system, cognitive enhancement, cortical plasticity, nicotinic receptors, muscarinic
receptors, perceptual learning, visual cortex

INTRODUCTION
Boosting the brain’s functioning during rehabilitation paradigms
might help individuals with cognitive or sensory deficits to bet-
ter recover their abilities. In this review, we will examine how
the cholinergic system might help in this regard by specifically
focusing on visual function. Recent knowledge about the cellular
and functional organization of the primary visual cortex (V1) is
particularly interesting for the deciphering of the neurobiological
mechanisms of perceptual learning and its modulation by the
cholinergic system. V1 is the first cortical step of the integra-
tion of complex visual stimuli and is decisive in the selection
of specific stimuli from the visual field. This process further
orients processing in higher cognitive cortical areas involved in
elaboration of fine visual conscious perception. Thus, cholinergic
modulation of visual processing in V1 would have strong effects
on the fine-tuning of perception and the acquisition of memory
traces.

Perceptual learning is the long-term improvement of the abil-
ity to detect or discriminate specific sensory stimuli without
interfering with or diminishing other skills that results from
training over a sustained period of time (Fahle and Poggio,
2002; Fahle, 2009; Roelfsema et al., 2010). In vision, improve-
ments in the discrimination of specific attributes of a stimulus,

such as its orientation (Ramachandran and Braddick, 1973;
Fiorentini and Berardi, 1980; Mayer, 1983), contrast (Hua et al.,
2010) or vernier acuity (McKee and Westheimer, 1978), have
been demonstrated using such paradigms. Increases in visual
capacity should go together with increases in the numbers
of neurons that encode the trained stimulus in the V1 and
the expansions of the cortical maps that represent the stim-
ulus (Kilgard and Merzenich, 1998). The signal-to-noise ratio
is usually increased. The connectivity between neurons and
efficiency of the neuronal transmission, i.e., the strength of
the input they transmit as well as the short processing time,
should also be increased. Changes in dendritic spines number,
morphology and synaptic plasticity (i.e., long-lasting modifi-
cations of the strength of the post-synaptic electrical signal)
have also been demonstrated during perceptual learning (Gilbert
and Li, 2012). However, it should be assumed that the neurons
involved in perceptual learning increase the amount of infor-
mation that they carry while preserving their primary selective
response properties (Gilbert et al., 2001). Perceptual learning
is also facilitated either by attention (Ahissar and Hochstein,
1993) or reinforcement by reward expectation (Seitz et al.,
2009); both of these process enhance neuronal transmission
efficiency.
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Perceptual learning or increased cortical processing of specific
stimuli is generally achieved with repetitive training. It has been
recently suggested that it can also be boosted by neuromodulation
and extrinsic control of the cerebral neuromodulatory systems
by electrical or pharmacological means. The cholinergic system,
which uses acetylcholine (ACh) as a neurotransmitter, is par-
ticularly relevant because it widely innervates V1 and alters the
efficiency of neurons. The injection of ACh or its analogs into
V1 has been shown to increase neuronal responses and trigger
synaptic plasticity (Gu, 2003) and cortical plasticity (Bear and
Singer, 1986). More specifically, the administration of ACh during
visual processing increases thalamocortical input while reducing
intracortical recurrence (Gil et al., 1997; Disney et al., 2007; Soma
et al., 2013a) and thus enhances specific stimulus processing and
output. This diversity of the actions of ACh is due to the ubiqui-
tous localization of both ionotropic nicotinic receptors (nAChRs)
and metabotropic muscarinic receptors (mAChRs) in V1 (Levey
et al., 1991; Disney et al., 2006; Amar et al., 2010), which are
involved in the facilitation of cortical activity and synchronized
cortical activity. In addition to the direct and acute effects of
ACh, an increasing number of studies have recently shown that
repetitive cholinergic activation of the visual cortex has also the
ability to enhance visual perception. The repetitive pairing of
ACh release with exposure to a visual stimulus improves several
visual capacities, such as contrast sensitivity (Mayer, 1983; Hua
et al., 2010), motion detection (Rokem and Silver, 2010), working
memory (Furey et al., 2000; Bentley et al., 2004), texture discrim-
ination (Beer et al., 2013) and visual acuity (Kang et al., 2014) in
both humans and animals. Many animal studies have also demon-
strated the involvement of the cholinergic system in percep-
tual learning in different sensory modalities, including olfaction
(Wilson et al., 2004) and audition (Bakin and Weinberger, 1996).
These improvements suggest that paired visual and cholinergic
stimulation induces perceptual learning possibly via synaptic and
cortical modifications linked to attention mechanisms (Herrero
et al., 2008) or reward expectation (Chubykin et al., 2013) and
cortical plasticity. The repetition of such pairings would result in
a more efficient processing and increased automaticity of visual
stimuli. This could be related to reduced strength of connectivity
between attention regions and V1 (Ricciardi et al., 2013) and a
role of ACh in perceptual inference and repetition suppression
(Moran et al., 2013).

Our research hypothesis proposes that cholinergic effects in
V1 contribute to perceptual learning and can thus be used to
voluntarily develop one’s brain capacity and aid the restoration
of visual function. In the present review, we will discuss how
ACh might improve perceptual capacities, particularly during
repetitive stimulation paired with visual stimulation, which are
related to its roles in the long-term enhancement of cortical
responsiveness and cortical plasticity (Figure 1). Specifically, we
will first discuss the diverse effects of ACh on V1 neuron function
and connectivity and relate these effects to the background theory
of the cholinergic modulation of neural mechanisms and brain
function. To assess these neuronal mechanisms, we will primarily
discuss studies that have been performed in rodents and non-
human primates (for more information about cholinergic effects
on human cognition, see Drevets et al., 2008; Bentley et al., 2011).

FIGURE 1 | Hypothesis of the effect of the cholinergic system on visual
perception. Increase of perceptual capacity (perceptual learning) can be
obtained by naturally or artificially activating the cholinergic system during
sensory training. This perceptual learning might be achieved by long-term
facilitation of cortical responses and/or change of the excitatory/inhibitory
balance. (A) Representation of the improvement of visual perception in the
rat by pairing the presentation of a specific sinusoidal grating coupled to
cholinergic system activation (represented by injection of acetylcholine,
ACh). (B) Long-term enhancement (LTE) of the cortical responses by ACh
(upper path) share common features with classical long-term potentiation
(LTP, lower path): visual stimulation of presynaptic input evokes small
responses (represented by a resulting small visual evoked potential (VEP)
signal waveform) in post-synaptic neurons. If paired to cholinergic
activation, the presynaptic stimulation induces a long-term enhancement of
neuronal responses (upper path, represented by an increased VEP signal
waveform). This mechanism is similar to LTP where theta-burst stimulation
(100 Hz) in lateral geniculate nucleus (LGN) induces an increase of
postsynaptic potentiation in the cortex (lower path). VEP signals are
imaginary waveform to compare neuronal response magnitude, as recorded
in our previous experiments. (C) Cortical plasticity induced by ACh could
also result from a change in excitatory and inhibitory balance by changing
the strength of the excitatory synapse over inhibitory synapses, resulting in
long-term modification of cortical responses.

ORGANIZATION OF THE CHOLINERGIC SYSTEM IN V1
Cholinergic fibers are distributed throughout the cortical layers
of V1 (Lysakowski et al., 1989; Avendaño et al., 1996; Mechawar
et al., 2000), which suggests that ACh might affect every step of
visual processing (Figure 2A).

LOCAL EFFECT OF THE CHOLINERGIC FIBERS
The cholinergic system influences the local network by diffuse
transmission rather than by synaptic transmission (Descarries
et al., 1997; Yamasaki et al., 2010). This property is related to the
fact that ACh is released from the varicosities that are distributed
along the cholinergic axons and that these varicosities show only
rare synaptic organizations at the ultrastructural level (Umbriaco
et al., 1994; Vaucher and Hamel, 1995; Mechawar et al., 2000).
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FIGURE 2 | Schematic representation of the primary visual cortex (V1)
and its cholinergic modulation on cortical processing. (A) Thalamocortical
afferent (light blue fibers) from LGN conveying stimulus information reach
spiny stellate neuron in the layer IV. The input is transferred to the layer II/III,
then layer V and to higher visual area. The cholinergic activation modulates
the visual processing in virtually all the levels of V1 connectivity by nicotinic
(green cylinder) and muscarinic (seven transmembrane domains molecules)

receptors. (B) Cortical processing after VS/HDB training. The cortical
processing for the trained stimulus is significantly enhanced after VS/HDB
training but un-trained stimulus processing is not affected. Note that the input
from the thalamus is similar but the feedforward propagation is increased.
Excitatory influences are shown in blue arrows. The strength of the response
enhancement is represented by the contrast of the arrow. Layer VI and
horizontal connections are omitted for clarity.

However, the modulation of the cortex by ACh is not widespread
and is primarily selective and adapted to the local microfunction
due to the differential distribution of varicosities along the cholin-
ergic axons (Zhang et al., 2011) and the differential distribution of
the cholinergic receptor subtypes on different neuronal targets.
Moreover, ACh release might be triggered by local neuronal
activity to induce locally restricted rather than generalized action
of the cholinergic system (Laplante et al., 2005). The variety of
the cholinergic receptors and their distributions convey subtype-
specific functions (Thiele, 2013; Groleau et al., 2014). In V1,
AChRs exhibit differential subtype densities across the cortical
layers (I-VI) on both excitatory (Gulledge et al., 2009; Thiele,

2013) and inhibitory neurons (Hashimoto et al., 1994). The
distinct actions of cholinergic receptors can be related to differ-
ences in the conductances of the ionotropic receptor nAChRs for
Na+, K+ (α4β2) and Ca2+ (α7) (Rang, 2003) and in the intracel-
lular pathways of the different subtypes of the G-protein coupled
mAChRs. Amongst the five mAChR subtypes identified, the M1,
M3 and M5 mAChRs are coupled with Gq/11 proteins, which
activate phospholipase C and lead to increases in intracellular
Ca2+ and the M2 and M4 mAChRs are bound with Gi protein
that inhibits adenylyl cyclase, which leads to a decrease in cAMP,
the inhibition of voltage-gated Ca2+ channels and an increased
K+ efflux (Caulfield and Birdsall, 1998; Wess, 2003). In addition,
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M1 promotes the opening of NMDARs and induces LTP in the
hippocampus (Buchanan et al., 2010; Giessel and Sabatini, 2010).

CHOLINERGIC FIBERS ACTIVATION IN V1
Stimulation of the cholinergic system in V1 can be achieved via
the administration of ACh analogs (e.g., carbachol), cholinergic
receptor agonists (e.g., nicotine and selective mAChR drugs)
or cholinesterase inhibitors or through electrical or optoge-
netic stimulation of the cholinergic neurons that project to V1.
The cholinergic neurons that project to V1 are located in the
basal forebrain (BF), particularly the ventral pallidum, substantia
innominata and the horizontal limb of the diagonal band of Broca
(HDB; Gaykema et al., 1990; Laplante et al., 2005). Although the
nucleus basalis magnocellularis is the main cholinergic nucleus
of the BF which innervates the cortical mantle, it projects only
weakly to V1 (Luiten et al., 1987; Vaucher and Hamel, 1995);
nevertheless, some studies report that the stimulation of this
nucleus might induce functional changes in the visual cortex
(Goard and Dan, 2009; Pinto et al., 2013). Moreover, although
there are GABAergic neurons in the BF, many studies have con-
firmed that the effects of BF stimulation are identical to those
of intracerebral injections of ACh agonists and are primarily
mediated by the cholinergic fibers (Dauphin et al., 1991; Ma and
Suga, 2005; Dringenberg et al., 2007; Kocharyan et al., 2008; Kang
and Vaucher, 2009). There are also intrinsic cholinergic neurons
that represent only 10–15% of the total cortical innervation (Eck-
enstein et al., 1988; Chédotal et al., 1994), and the involvement of
these neurons in cortical processing remains unclear.

ACETYLCHOLINE MODULATES THE FLOW OF VISUAL
INFORMATION IN V1
The efficiencies of the cortical inputs and outputs are altered
by the different cholinergic receptors in both the glutamatergic

FIGURE 3 | Neuronal connectivity within the primary visual cortex
(V1). Neurons from V1 receive thalamocortical (in blue) and corticocortical
inputs originating from upper cortical areas (feedback control, in brown).
The thalamocortical information is integrated within V1 and further
transmitted to upper cortical areas (feedforward transmission). The
activation of neurons might enhance activation or inhibition of neighboring
neuron by the horizontal connections or through the local inhibitory
interneurons. Recurrent connections auto-regulates neuronal activity (see
text for more details). Excitatory effect is expressed as green color and
inhibitory effect as red.

and GABAergic systems according to the cortical layer, neuron
and receptor subtype reached by ACh (Figure 2). V1 integrates
visual information via different pathways that include the follow-
ing: the feedforward thalamocortical pathways, V1 intracortical
connectivities, and the feedback influence from higher cortical
areas (Figure 3). The visual information arriving to layer IV of
V1 from the lateral geniculate nucleus (LGN) is considered to
be the dominant thalamocortical visual pathway. In contrast, the
intracortical pathway might arise from neighboring neurons, local
recurrent axons or more broadly from horizontal networks. The
cholinergic system induces facilitation, suppression or does not
affect the visual cells. Direct local effects of ACh might be opposed
to the indirect effects of ACh due to neuronal interactions across
layers. The general picture of the cholinergic influence on V1
is that the response to a stimulus is increased by cholinergic
modulation in the thalamocortical pathway while the intracortical
influence is suppressed. The cholinergic influence described in
the following paragraph represents the acute effects in V1 that
can participate in attention and trigger perceptual learning. The
effects of the cholinergic system on long-range corticocortical
relationships are also of interest but are beyond the scope of this
review.

CHOLINERGIC MODULATION OF THALAMOCORTICAL INPUTS
Cortical responses to sensory stimuli transmitted by the LGN are
amplified during learning and experience-dependent plasticity
to emphasize relevant information (Sarter et al., 2005; Wang
et al., 2013). These thalamic afferents are of prime relevance
because they define the receptive fields and other properties of
V1 neurons. Complex information is extracted according to its
properties (e.g., orientation) via projections to different columns
(in primates) or specific cells (in rodents). Cholinergic activation
in this layer induces a general increase in responsiveness regardless
of the features of the visual stimuli (e.g., orientation; Disney
et al., 2012), which allows the cortex to respond reliably to weak
stimulation (Disney et al., 2007). ACh increases the thalamocor-
tical input through presynaptic nAChRs on the thalamocortical
fibers (Gil et al., 1997; Disney et al., 2007; Figures 2A, 4). The
M1 mAChR also amplifies the spiny stellate cell/pyramidal cell
response through a postsynaptic intracellular pathway (Gu, 2003),
but inhibition through the M4 mAChR has also been observed
on spiny neurons in the somatosensory cortex (Eggermann and
Feldmeyer, 2009). Interestingly, the cholinergic facilitation of tha-
lamocortical inputs in sensory cortex slices is ACh-concentration
dependent. High doses of ACh enhance the thalamocortical affer-
ents both in vitro and in computational models (Hasselmo, 2006;
Deco and Thiele, 2011). Together, these results indicate that,
under conditions of high levels of ACh release, the enhancement
of the thalamocortical inputs in layer IV facilitates the transmis-
sion of sensory information and induces experience-dependent
plasticity (e.g., learning).

CHOLINERGIC MODULATION OF INTRACORTICAL INTERACTIONS
In addition to the enhancement of thalamocortical inputs, ACh
might modulate intracortical connectivity either by suppressing
lateral inhibition (Kimura and Baughman, 1997; Metherate et al.,
2005; Metherate, 2011) or suppressing the spread of the excitation
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of thalamic inputs (Kimura et al., 1999; Silver et al., 2008). The
presynaptic mAChRs that are located on the glutamatergic fibers
induce a suppression of the intracortical neurons (Gil et al.,
1997), although the inhibition of GABAergic terminals induces a
disinhibition of the pyramidal cells (Ji and Dani, 2000; Christophe
et al., 2002; Seeger et al., 2004; Salgado et al., 2007). Intracortical
connectivity modulates the response intensity and the output of
V1 neurons (Figure 3). The lateral connections also synchronize
the firing of similar neuronal populations (Gilbert and Wiesel,
1989; Lien and Scanziani, 2013), which allows for lateral correla-
tion between neurons with similar orientation preferences during
typical perceptual learning tasks (e.g., the Vernier acuity test)
(Ramalingam et al., 2013). The differential action of ACh on
lateral connections might simultaneously enhance specific mod-
ules of the same orientation (lateral correlation) while depressing
adjacent irrelevant modules (McGuire et al., 1991; Stettler et al.,
2002). A recent study using optogenetics showed that inhibition
of the intracortical excitatory neurons leads to a receptive field
reduction (Li et al., 2013), and this finding is consistent with the
effect of ACh release in V1 (Roberts et al., 2005; Zinke et al., 2006)
and the increases in the population receptive fields of M1/M3
mAChR knock-out mice (Groleau et al., 2014). Furthermore, an
ACh esterase inhibitor reduces surround suppression in a percep-
tual study in humans (Kosovicheva et al., 2012), which could be
indicative of a weakening of lateral connections. Hasselmo (2006)
proposed that high ACh levels suppress the magnitude of feedback
excitation, whereas low ACh levels result in weaker afferent input
to the cortex. Similarly, Deco and Thiele (2011) also proposed
that high ACh levels decrease the intracortical interactions and
that low ACh increase these interactions. The hypothesis of these
authors was confirmed in an in vitro study that showed that the
enhancement of the recurrent cortical activity in low-dose ACh
conditions was independent of the thalamocortical input (Wester
and Contreras, 2013). Together, these results suggest that during
intense ACh release, the intracortical connections are inhibited,
which relieves the sensory cortices from recurrent connections.
However, in low concentration of ACh situations, the lateral
connections might amplify the thalamocortical activity amongst
similarly tuned neurons.

These effects have primarily been recorded within layer II/III;
however, in layers I, V and VI, which are primarily involved
in feedback mechanisms, ACh might also influence feedforward
processing by interacting with neurons in layers IV and II/III (De
Pasquale and Sherman, 2012). Layer I neurons are densely inner-
vated by the cholinergic projections (Vaucher and Hamel, 1995;
Mechawar et al., 2000). It has been shown that inhibitory actions
mediated by AChRs can suppress layer II/III (Zinke et al., 2006;
Alitto and Dan, 2012; Soma et al., 2013b) and layer V pyramidal
neuron activity (Lucas-Meunier et al., 2009; Amar et al., 2010)
and can also inhibit the cortical GABAergic network and thus
result in the disinhibition of the majority of the cortical layers
(Christophe et al., 2002). It has been observed that local ACh
application primarily suppresses the activity of layer VI neurons
(Disney et al., 2012), which can alter the activation of all of the lay-
ers of V1 in a linear manner via the intracortical pathway (Olsen
et al., 2012) and alter the activation of the thalamocortical fibers
(Cudeiro and Sillito, 2006; Sillito et al., 2006). Cholinergic action

might thus disinhibit the activities of other layers by suppressing
layer VI. Topical injections of ACh into layer V produce the
predominant effect of facilitation of the regular and fast-spiking
cells (Soma et al., 2013b), although local ACh activation seems
to decrease excitatory drive through presynaptic M1 mAChRs
(Kimura and Baughman, 1997) and to increase inhibitory drive
through M3 mAChRs (Amar et al., 2010). Similarly, an increase
in the activation of GABAergic neurons activation in layer V has
been observed following repetitive BF/visual pairing (Kang et al.,
2014). Layer V pyramidal neurons send dense projections to the
superior colliculus and diverse thalamic nuclei that are involved
in focused attention.

Finally, ACh can promote the co-activation of different cortical
areas and layers which might be an efficient method for the
selection of visual information via a summation of the temporally
coincident presynaptic spikes (Fries et al., 2007). It has been
shown that visually driven gamma power is differentially dis-
tributed across the layers of V1 (Xing et al., 2012) and that gamma
oscillations can be induced by cholinergic stimulation (Rodriguez
et al., 2004; Bhattacharyya et al., 2013).

In conclusion, BF stimulation that facilitates the release of ACh
in multiple layers of V1 might act in diverse manners and results
in the enhancement of visual stimulus-driven responses. The pre-
amplified responses of layer IV are filtered out by GABAergic neu-
rons of layer II/III to transfer task-relevant information to higher
visual cortical areas. The activated synaptic connections can be
modulated by layers V and VI or by the feedback mechanism of
layer I. Differential responses across layers might be integrated
by the synchronization of their activities in the gamma-band to
facilitate visual processes.

CELLULAR EFFECTS OF ACETYLCHOLINE IN V1-RELATED
ATTENTION
Most of these cellular mechanisms contribute to attentional
mechanisms in V1. Attention increases the cortical response to
stimuli (i.e., the signal) while lowering interference from the
background (i.e., the noise). Several animal studies have described
deficits of attention following cholinergic lesions or injections
of cholinergic antagonists (Voytko et al., 1994; McGaughy and
Sarter, 1998, 1999) and ACh has been shown to be involved
in attention in V1 (Herrero et al., 2008). However, ACh release
promotes rather than initiates attention. Because ACh-mediated
attention and perceptual learning have crucial effects on each
other, the role of ACh during visual attention is delineated in the
following section to better understand how ACh enhances cortical
functioning.

CHOLINERGIC INVOLVEMENT IN BOTTOM-UP AND TOP-DOWN
ATTENTION
ACh has been suggested to control the balance between bottom-
up and top-down processing through attentional mechanisms (Yu
and Dayan, 2002, 2005; Sarter et al., 2005). This influence is medi-
ated by pre-synaptic thalamocortical nAChRs (Gil et al., 1997;
Disney et al., 2007). Attention that is prompted by the properties
of a stimulus, i.e., the saliency of the stimulus relative to the
background, is said to be bottom-up attention, whereas attention
that is prompted by the voluntary direction of focus toward a
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specific stimulus is defined as top-down attention. Although it
can be difficult to separate bottom-up and top-down attentional
control (Ansorge et al., 2010; Egeth et al., 2010; Eimer and Kiss,
2010; Theeuwes, 2010), some studies have shown that cholinergic
activity influences bottom-up attention. The effect of ACh on
bottom-up attention might occur not only in V1 but also in early
processing areas such as the thalamus. For example, the direct
injection of 192-IgG saporin into the BF causes a complete loss of
cholinergic projections to the neocortex but causes restricted fiber
lesions when injected into V1. The injection of 192-IgG saporin
into the BF but not V1 affects performance in the sustained
attention task (McGaughy and Sarter, 1998, 1999). In addition,
compared to controls and ex-smokers, human smokers have been
shown to exhibit increased subcortical activity during an atten-
tional task (Nestor et al., 2011). These data indicate that atten-
tional dysfunction following cholinergic lesions might be due to
the disruption of detection processes that are independent of V1.
However, there is no direct evidence of cholinergic enhancement
effect in bottom-up attention in human studies (Rokem et al.,
2010). In contrast, there is a growing body of evidence showing
that ACh is involved in top-down attention. Direct effects of ACh
on attention in the visual cortex have been measured (Herrero
et al., 2008; Bauer et al., 2012). Specifically, Herrero et al. provided
direct evidence that ACh in V1 enhances the cortical response to
an attentional demand (Herrero et al., 2008). It has also been
shown that lesions to the cholinergic system impair attention
performance and increase neuronal activity in the PFC upon the
presentation of distractors (which trigger top-down attention)
(Gill et al., 2000). Taken together, these results indicate that
ACh can facilitate task-relevant learning in V1 by promoting
attentional states in both top-down and bottom-up manners.

CHOLINERGIC MODULATION OF RESPONSE GAIN
Response gain modulation by ACh has frequently been observed
(Disney et al., 2007; Aggelopoulos et al., 2011; Bhattacharyya
et al., 2013; Soma et al., 2013a) and follows the gain control model
at least in terms of the contrast-response function. Increasing
thalamocortical pathway input in a context-independent manner
while context-dependent intracortical suppression occurs might
facilitate the transmission of information related to novel stimuli.
In V1, context-dependent (i.e., increases in the maximal response)
and independent (i.e., increases in the baseline response) gain
control due to cholinergic effects have both been observed (80%
and 20%, respectively) without any laminar bias (Soma et al.,
2013b). These findings could be related to the optimization of the
gain of supragranular pyramidal cells controlled by ACh which
could result in the detection of novel stimuli and hence perceptual
learning (Moran et al., 2013). Interestingly, gain modulation was
proposed as function that underlies of attentional control (Keitel
et al., 2013) and network connectivity (Haider and McCormick,
2009). The high gain that results from the amplification of the
responses of excited neurons is similar to attention processes
(Servan-Schreiber et al., 1990; Eldar et al., 2013) and hence
facilitates learning. Taken together, these results suggest that ACh
might assist in visual perceptual learning via modulation of cor-
tical responses through gain control in both stimulus-dependent
and -independent manners.

CELLULAR EFFECTS OF ACETYLCHOLINE IN V1 IN RELATION
TO CORTICAL PLASTICITY
Learning and perceptual learning are sustained by cortical plastic-
ity which triggers anatomical reorganization of the cortical con-
nectivity. The cholinergic system plays also a key role in cortical
plasticity. For example, the blockade of cholinergic activation
via cholinergic antagonists or cholinergic fiber lesions results
in robust impairment of learning in rats (Conner et al., 2003;
Dotigny et al., 2008) and ocular dominance plasticity in kittens
(Bear and Singer, 1986). In acute preparations, cholinergic pairing
is also involved in plasticity as observed in the cat auditory
cortex; the application of ACh during acoustic processing alters
the receptive fields of single neurons in a tone-specific manner
(Metherate and Weinberger, 1990). The pairing of cholinergic
and auditory stimulation also leads to the reorganization of the
cortical map (Kilgard and Merzenich, 1998); i.e., an enlarge-
ment of the representation of the specifically trained frequency.
Cholinergic pairing with sensory stimulation also induces long-
lasting effects on cortical responsiveness observed in both the
visual cortex (Dringenberg et al., 2007; Kang et al., 2014) and
the somatosensory cortex (Verdier and Dykes, 2001). Cortical
plasticity is essential for the occurrence of perceptual learning
(for review see Fahle, 2009), although not systematic, cholinergic-
sensory paired activation would thus facilitate the induction of
perceptual learning in the sensory cortices (Reed et al., 2011).

CHOLINERGIC MODULATION OF LONG-TERM CORTICAL
RESPONSIVENESS
At the neuronal level, ACh has been shown to contribute to
cortical plasticity through both the acute and long-term mod-
ulation of synaptic responses (Sato et al., 1987; Soma et al.,
2012). The impairment of learning by cholinergic antagonists is
similar to the effect of blocking cortical plasticity mechanisms and
LTP with NMDA receptor (NMDAR) antagonists (Morris et al.,
1986; Artola and Singer, 1987; Cooke and Bear, 2010). In most
situations, LTP in the visual cortex induced by high theta-burst
stimulation (100 Hz) (Heynen and Bear, 2001; Dringenberg et al.,
2007) has been found to be NMDAR-dependent. Interestingly,
cholinergic system-induced cortical plasticity has also been found
to be NMDAR-dependent (Verdier and Dykes, 2001; Dringenberg
et al., 2007; Kang and Vaucher, 2009) but independent of theta-
burst stimulation (Kirkwood et al., 1999; Figure 1B). Previous
studies in hippocampal slices have shown that NMDAR open-
ing during LTP induction is facilitated by mAChR activation
(Buchanan et al., 2010) and administration of ACh to pyramidal
neurons (Shinoe et al., 2005). Additionally, NMDAR-dependent
long-term facilitation of synaptic responses is associated with ACh
release in V1, and LTP is impaired in the visual cortices of mAChR
knock-out mice (Origlia et al., 2006).

CHOLINERGIC MODULATION OF THE EXCITATION-INHIBITION
BALANCE
Another contribution of the cholinergic system to cortical plas-
ticity mechanisms in V1 is the alteration of the excitatory
and inhibitory (E-I) balance (Figure 1C). The excitatory and
inhibitory synaptic inputs tend to equilibrate during maturation
to optimally tune the neurons according to sensory experiences
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(Hensch et al., 1998; Sun et al., 2010) during the critical period;
i.e., the post-natal time window during which mammals visual
cortices are highly plastic that terminates with the maturation
of the neurons. It has been proposed that disrupting the E-I
balance can re-open the critical period after maturation (Hensch,
2004). Neuromodulation can also disrupt the E-I balance and
contribute to cortical plasticity. Recent studies have also demon-
strated numerous examples of cortical plasticity that are modified
by the inhibitory system (Hensch, 2005). The onset of the critical
period is accelerated by GABAA inhibitory receptor activation
(Fagiolini and Hensch, 2000; Iwai et al., 2003). Conversely, it
is also possible to re-induce plasticity after the critical period
by reducing the inhibitory drive via the injection of GABAA
receptor antagonists (Harauzov et al., 2010). As the inhibitory
system is strongly modulated by the cholinergic system through
the protein Lynx1 (Takesian and Hensch, 2013), which acts as
a brake on nAChR-dependent plasticity (Morishita et al., 2010),
by nAChRs (Christophe et al., 2002; Arroyo et al., 2012), or
by mAChRs (Salgado et al., 2007), cholinergic activation might
modulate the E-I balance and facilitate cortical plasticity in
adults that would promote perceptual learning. An interaction
between the cholinergic and GABAergic systems has been shown
to occur following BF stimulation that increases the activation of
Parvalbumin-positive (PV+) neurons through mAChRs (Dotigny
et al., 2008; Alitto and Dan, 2012). Interestingly, Alitto and
Dan used an optogenetic method to show that the nAChRs on
vasoactive intestinal peptide-positive (VIP+) neurons and layer
I neurons can inhibit excitatory and PV+ neurons (Christophe
et al., 2002).

The cholinergic modulation of V1 thus promotes cortical
plasticity through LTP-like long-term enhancement of synaptic
responses to subsequent presentations of a visual stimulus and
through control of the excitatory-inhibitory balance that regulate
the strength of cortical output and internal connectivity. The cor-
tical plasticity induced by cholinergic stimulation could transfer
the acute cholinergic effect into long-term scale to produce visual
precision.

REPETITIVE CHOLINERGIC STIMULATION TRIGGERS
PERCEPTUAL LEARNING
In summary, acute effects of cholinergic activation might amplify
the thalamocortical response that promotes the transmission of
sensory inputs. Intensive release of ACh might also inhibit intra-
cortical interactions and relieve the internal brake on processing
in the sensory cortices. Simultaneously, neurons with similar
tuning characteristics (e.g., orientation) are co-activated via lat-
eral connections to enhance the transfer of visual information.
This cholinergic alternation might contribute to gain control
modulation in both stimulus-dependent or and -independent
manners and prioritize the processing of selected visual stimuli;
this process might be linked to attention and is the first step
of perceptual learning. The cholinergic activation also induces
the NMDAR-dependent LTP-like long-term enhancement (i.e.,
cortical plasticity) and relief of the brakes on plasticity by altering
the E-I balance. The repetitive coupling of visual and cholinergic
stimulation results in reinforcement of all of these acute mech-
anisms and generate gamma-band synchronization. This would

result in the consolidation of the synaptic strengths of new and
existing neuronal connections, facilitation of the processing of
certain thalamocortical inputs while suppressing others. It has
been shown that increases in the cortical responses by expanding
the number of neurons to a stimulation (via increases in the
strength of the connections) would improve perceptual capacity
(Anton-Erxleben and Carrasco, 2013). The repetitive cholinergic-
visual stimulation would also increase the efficiency and auto-
maticity of these selected pathways. These processes contribute to
perceptual learning.

REPETITIVE CHOLINERGIC STIMULATION PROMOTES LONG-TERM
POTENTIATION
As mentioned above, ACh can induce NMDAR-dependent long-
term modifications of postsynaptic glutamatergic neurons which
are related to memory formation. The opening of the NMDAR
launches a second messenger cascade and guides the expres-
sion of synaptic glutamate receptors (Regehr and Tank, 1990;
Zhong et al., 2006) but also activates autoregulated kinases
that confer a persistent improved response of the neuron to
the stimulus. Immunohistochemistry for the c-Fos, which is
an immediate early gene and also a transcription factor for
synaptogenesis genes, has revealed that c-Fos is increased in
layer II/III pyramidal neurons following a repetitive BF/visual
stimulation (Kang et al., 2014), which may be indicative of
the formation of new synapses and LTP mechanisms. Repet-
itive pairing of the cholinergic and visual stimulation also
induces morphological reorganization, i.e., increase in the num-
bers of cholinergic varicosities in the proximity of the neurons
that are sensitive to the orientation of the stimulus (Zhang
et al., 2011). This increased number of cholinergic inputs,
along with postsynaptic mechanisms, would increase and con-
solidate the response of the activated neurons to ameliorate
its long-term efficiency. Thus repetitive cholinergic stimulation
might enhance the encoding of the memory and morphological
modifications.

REPETITIVE CHOLINERGIC STIMULATION PROMOTES STIMULUS
SELECTION AND AMPLIFICATION
We suggest that selection of decisive inputs is controlled by
the cholinergic system and contributes to the specific enhance-
ment of a particular stimulus in perceptual learning. Modulation
of the orientation selectivity of the neurons provides a great
example of the possible improvement of perceptual sensitivity.
Training of the rat to a preferred or a non-preferred orientation
might increase the cortical response for this orientation (Cooke
and Bear, 2010; Figure 4). These mechanisms are facilitated
by repetitive cholinergic activation, which improve orientation
discrimination of human or rats (Rokem and Silver, 2010; Kang
et al., 2014). Repetitive cholinergic stimulation coupled with a
certain orientation stimulus might favor the discrimination of
this stimulus by two different cellular mechanisms (Figure 4).
First, ACh can harmonize the activation of the whole dendritic
tree of layer II/III neurons to preserve their orientation selectivity
and confer responsiveness to new orientation—the dendrites
of the layer II/III neurons receive inputs randomly over all of
their branches, some of which are selective for the neurons’
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FIGURE 4 | Summary of the effect of acetylcholine on neuronal
transmission of the visual inputs. The varicose cholinergic fiber (black
fiber with swellings) can act on excitatory input (blue axon), neighboring
GABAergic inhibitory input (red axon) and on V1 neurons (green dendrite).
Excitatory/inhibitory influences are represented by red and green dots,
respectively. Cholinergic activation (ACh+, right panel) is represented by
black dots. The cortical response to the stimulus is represented by a VEP
signal waveform which changes are elicited by increased numbers of
neurons responding to the trained stimulus or increased neurons efficiency.
(A) Response of the V1 neuron after a training with preferred stimulus
coupled to cholinergic activation (right panel, ACh+) or without (left panel,
control). The cortical response to this stimulus is increased (high VEP signal
waveform in right panel compared to small VEP signal waveform in left
panel). In presence of cholinergic activation the inhibitory influence is
reduced by M2 muscarinic receptors (mAChRs), the postsynaptic excitatory
influence is increased by M1 mAChRs located on the postsynaptic neuron

(Continued )

FIGURE 4 | Continued
and nAChRs located on the thalamocortical fiber and a long-term effect is
triggered by NMDA receptor activation, compared to normal condition
(control, left panel). In a normal visual process (control) local or recurrent
inhibition via GABAergic interneuron (in red) blocks the development to a
long-term modification. (B) Response of the V1 neuron after a training with
non-preferred stimulus coupled to cholinergic activation (right panel, ACh+)
or without (left panel, control). The neuronal response to this stimulus is
increased (small VEP signal waveform in right panel compared to flat VEP
signal waveform in left panel). In normal condition (control, left panel),
non-preferred orientation stimulus does not evoke activation in postsynaptic
neurons in V1. Weak thalamocortical innervation is suppressed by
GABAergic inhibition and hence fails to transmit to postsynaptic neuron.
Acetylcholine can amplify the weak presynaptic input (ACh+) by nicotinic
receptors and activates postsynaptic neuron through M1 muscarinic
receptor. GABAergic inhibition is suppressed by M2 muscarinic receptor
and NMDA receptor opening occurs leading to long-term modification.

un-preferred orientations (Jia et al., 2010). Second, the cholin-
ergic system can enhance orientation discrimination through
its interaction with the GABAergic system which assists in the
sharpening (Isaacson and Scanziani, 2011) of the convergent
input in the layer II/III neurons (Nassi and Callaway, 2009)
but also filters out task-relevant information during perceptual
learning (Roberts and Thiele, 2008). PV+ and somatostatin-
positive (SOM+) GABAergic neurons are particularly involved
in orientation tuning in V1 (Atallah et al., 2012; Wilson et al.,
2012). It has been shown that the specific activation of PV+
neurons in V1 improves orientation discrimination abilities in
awake rats during perceptual learning (Lee et al., 2012) and
repetitive coupling of ACh to visual stimulation activates the
V1 GABAergic neurons (Dotigny et al., 2008; Kang et al.,
2014).

Thus repetitive cholinergic pairing to sensory training
enhances the cortical response to trained feature of the sensory
stimulus that increases the influence of the feedforward afferent.

REPETITIVE CHOLINERGIC STIMULATION PROMOTES PERCEPTUAL
LEARNING RELATED TO ATTENTION, REWARD EXPECTATION AND
CONNECTIVITY
Repetitive cholinergic stimulation first promotes attentional
mechanisms that are necessary to perceptual learning (Ahissar
and Hochstein, 1993; Schoups et al., 2001; Li et al., 2004; Mukai
et al., 2007). These attentional processes might be also related
to synchronization in the gamma band (30–90 Hz) (Fries et al.,
2008) induced by repetitive cholinergic stimulation which has
been proposed to facilitate the transfer of the visual information
to higher visual areas. ACh can also promote task-irrelevant
perceptual learning that occurs in the absence of conscious effort
(Skrandies and Fahle, 1994; Watanabe et al., 2002; Gutnisky et al.,
2009). Compared to task-relevant learning, which utilizes focused
attention as reinforcement, studies of task-irrelevant learning
have suggested that reward serves as the reinforcement signal
(Seitz et al., 2009; Chubykin et al., 2013). During task-irrelevant
learning, the response to a feature on which attention was not
directed can also be enhanced (Watanabe et al., 2001; Giordano
et al., 2009; Gutnisky et al., 2009). Interestingly, rewards can
affect the visual response in V1 (Shuler and Bear, 2006), and
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the cholinergic system can influence reward timing expectancy
(Chubykin et al., 2013). To reconcile studies showing a role of
attention in perceptual learning or not, Roelfsema proposed that
the attentional feedback signal related to the cholinergic system
that enhances the plasticity of task-relevant features in the visual
cortex also causes the inhibition of task-irrelevant features so that
their plasticity is switched off (Roelfsema et al., 2010).

To a cognitive point of view, by modulating synaptic
transmission in V1 and modifying the cortical dynamics, ACh
can also participates in the perceptual inference to increase the
strength of the representation of trained stimuli and reduce
the sensory noise (Yu and Dayan, 2002) and induce sensory
precision (Moran et al., 2013). It might suppress the top-down
sources in the balance between top-down and bottom-up
information integration in V1 (Yu and Dayan, 2005). This is in
agreement with a recent study demonstrating that the cholinergic
enhancement reduces the connectivity strength between cortical
regions involved in attention and V1 (Ricciardi et al., 2013) and
reduce the activity in frontoparietal regions (Furey et al., 2008).
This suggests an increased neural efficiency in the processing of
the trained stimulus that leads to an improved perceptual task
performance (Ricciardi et al., 2013) linked to an automation of
the cortical processing and a reduction of the attentional load
required to process the trained stimulus (Furey, 2011).

Together, the findings from recent work using different tech-
niques suggests that cholinergic pairing induces perceptual learn-
ing via different mechanisms that include the following: (1) the
use of the layer II/III GABAergic system to filter the pre-amplified
response from layer IV; (2) NMDAR-dependent modification
at the postsynaptic level to induce long-term augmentations of
individual neurons, and an increase in the numbers of cholinergic
varicosities to facilitate ACh release; and (3) changes in the
efficiency of the connectivity between cortical areas and bottom-
up and top-down control.

CLINICAL PERSPECTIVES OF CHOLINERGIC MODULATION OF
BRAIN’S FUNCTION
Similar with experimental data, some clinical studies have
demonstrated that enhancing cholinergic system improves per-
ception (Furey et al., 2000; Bentley et al., 2004; Wilson et al.,
2004; Rokem and Silver, 2010; Beer et al., 2013; Ricciardi et al.,
2013). Clinically, a method to enhance cholinergic function might
involve the use of ACh esterase inhibitors, such as physostig-
mine, galantamine, rivastigmine or donepezil. Nicotine is also
a well-known molecule that enhances cognitive function. These
drugs are currently used to the treatment of Alzheimer’s disease
or diverse dementia. Orally administered nicotine or smoking
improve attentional performance (Nestor et al., 2011; Newhouse
et al., 2011), learning (Riekkinen and Riekkinen, 1997; Olausson
et al., 2004), attention (Thiel et al., 2005; Nestor et al., 2011) and
memory consolidation (Beer et al., 2013) through the activation
of nAChRs. Increases in ACh action due to the administra-
tion of acetylcholinesterase inhibitors or direct mAChRs agonists
alleviate cognitive deficits in Alzheimer’s disease (Cummings,
2003), Parkinson’s disease (Fagerström et al., 1994; Holmes et al.,
2011) and schizophrenia patients (Shekhar et al., 2008). An α7
nAChR agonist is also used as a cognitive enhancer in patients

with schizophrenia (Freedman, 2013) and Alzheimer’s disease
(Hilt et al., 2009). As shown in an fMRI study, cholinergic
action potentiates communication efficiency between cortical
areas (Wylie et al., 2012). The use of these drugs in choliner-
gically healthy subjects might also be beneficial for enhancing
cognitive function (Buchanan et al., 2008; Demeter and Sarter,
2013).

Some pharmacological approaches have been developed to
increase the perceptual learning in healthy humans. Performance
improvements following the use of donepezil during a motion
direction discrimination task have confirmed that systemic
blockade of ACh esterase can induce perceptual learning (Rokem
and Silver, 2010, 2013). Cholinergic amplifications paired with
sensory stimulations might also be a promising approach to
accelerating visual recovery following lesions to the retina or
the optical nerve. If the neuronal mechanisms that occur during
perceptual learning and after retinal lesions are similar (Gilbert
and Li, 2012) (i.e., they both involve changes in the responsiveness
of cortical neurons to inputs from outside the neurons’ preferred
receptive fields (Darian-Smith and Gilbert, 1994)), then ACh
might also aid to boost structural and functional plasticity of the
visual cortex to recover from losses of retinal input.

CONCLUSION
In this review, we proposed that the neuromodulator ACh, which
is known for its involvement in attention and learning, might
participate in and promote perceptual learning. We proposed
that, via the inhibition of intracortical feedback, ACh can render
V1 more sensitive to incoming thalamocortical information and
enhance sensory performance. During visual processing, ACh
acts on different layers to amplify the encoding of weak stimuli
by strengthening synaptic connectivity, which leads to behavioral
improvements. Furthermore, ACh might not only facilitate
task-relevant perceptual learning via attention but also facilitate
task-irrelevant learning via reward reinforcement. However,
much remains to be uncovered regarding whether the cholinergic
system has the potential to be used as a key mechanism for
improving the function of the brain and speeding rehabilitation.
Specifically, because perceptual learning occurs easily under
conditions of attentional control, the development of a method
to improve one’s brain capacity through improved attention and
cholinergic stimulation is very attractive.
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