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Figure 1a. DThe double-helix architecture ensemble model design based on AWFthe structure of the AWF
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Figure 1b. DThe double-helix architecture ensemble model design based on AWFthe structure of the AWF
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Figure 2. Uunderripe mangoes (left), underripe mango and sensors (middle), and overripe mangoes (right)	Comment by Author: Please check whether this is supposed to be here. It seems to be a repetition.
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Figure 3. Deep Q Llearning Mmodel Architecture
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Figure 4a. Simulation flow inat episode 1, step 1
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Figure 4b. Simulation flow inat episode 1, steps 2–-479
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Figure 4c. Simulation flow inat episode 1, step 480.
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Figure 4d. Simulation flow inat episode 2, step 1
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Figure 5. Deep Q-learning with simulated forecast scenarios. Ensemble Learning Algorithm
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Figure 6. Temperature boundary for a forecasting model (left), and hHumidity boundary (right) for thea forecasting model (right)
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Figure 7a. 200 Total of 200odor odor-sampling points in the forecasting model.
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Figure 7b. 400 Total of 400odor odor-sampling points in the forecasting model.
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Figure 7c. 600 Total of 600odor odor-sampling points in the forecasting model.
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Figure 7d. 800 Total of 800odor odor-sampling points in the forecasting model.
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Figure 7e. Total of 1000 odor- sampling points in the forecasting model.	Comment by Editor03: Tip: Compound adjectives jointly modify the noun they precede. For clarity, hyphenate the compound adjectives.

For example,
Original: There was no correlation with butyric acid producing bacteria.
Revised: There was no correlation with butyric acid-producing bacteria.
[image: ]
Figure 7f. Total of 1200 odor- sampling points in the forecasting model.
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Figure 7g. Total of 1400 odor- sampling points in the forecasting model.
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Figure 7h. Total of 1600 odor- sampling points in the forecasting model.
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Figure 7i. Total of 1800 odor- sampling points in the forecasting model.
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Figure 7j. Total of 2000 odor sampling points in the forecasting model
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Figure 7k. Total of 2200 odor sampling points in the forecasting model
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Figure 7l. Total of 2400 odor- sampling points in the forecasting model.
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Figure 8. Agent’s average reward:  30 episodes (left) and, 1000 episodes (right)
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