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SUPPLEMENTAL DATA

DERIVATION OF THE MIXED PRIOR SOLUTION UNDER THE LINEAR-GAUSSIAN MODEL

The mixed prior uses a product of two multivariate Gaussian distributions. For d dimensions and isotropic
variance the Gaussian distribution can be written as
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where µ = (µ1, µ2, ..., µd)
T is a vector of mean values, σ2 the variance, and I the identity matrix. The

product of the zero-mean prior distribution, pα(kt|σα) = N (k|0, σ2αI), and the adaptive prior distribution,
pβ(kt|σβ) = N (k|σ2βI), is also Gaussian distributed with mean
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σ2α + σ2β
(2)

and variance
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This can be shown by forming the product of the two distributions and completing the square in the
exponent. We do not need the normalization constant because the regularization parameters depend on the
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(unknown) noise variance of the data (see Eq. (5) in the main text). Thus, the mixed prior distribution is
given by

p(kt|k, σα, σβ) ∝ N
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with MAP estimate
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where the constant c is the normalization factor of the mixed prior distribution. By defining λα = c σ
2

σ2α

and λβ = cσ
2

σ2β
the above equation can be simplified to Eq. (11) in the main text. Note that for clarity we

omitted the time index.
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