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## Supplementary Tables

|  |  |
| --- | --- |
| **Tuner** | Hyperband |
| **Number of hidden layers** | 4 |
| **Feature map – 1st hidden layer** | 96 |
| **Kernel size – 1st hidden layer** | 3 |
| **Dropout – 1st hidden layer** | 0.1 |
| **Feature map – 2nd hidden layer** | 128 |
| **Kernel size – 2nd hidden layer** | 9 |
| **Dropout – 2nd hidden layer** | 0.5 |
| **Feature map – 3rd hidden layer** | 64 |
| **Kernel size – 3rd hidden layer** | 9 |
| **Dropout – 3rd hidden layer** | 0.3 |
| **Feature map – 4th hidden layer** | 256 |
| **Kernel size – 4th hidden layer** | 11 |
| **Dropout – 4th hidden layer** | 0.4 |
| **Layer Activation (all convolutional layers)** | ReLU |
| **Last-layer activation** | Sigmoid |
| **Learning rate** | 0.001 |
| **Optimizer** |  Adam |
| **Loss** | Binary Crossentropy |

Table 1. Set of the best hyperparameters of the Model 1.

|  |  |
| --- | --- |
| **Tuner** | Hyperband |
| **Number of hidden layers** | 4 |
| **Feature map – 1st hidden layer** | 96 |
| **Kernel size – 1st hidden layer** | 3 |
| **Dropout – 1st hidden layer** | 0.3 |
| **Feature map – 2nd hidden layer** | 128 |
| **Kernel size – 2nd hidden layer** | 9 |
| **Dropout – 2nd hidden layer** | 0.4 |
| **Feature map – 3rd hidden layer** | 160 |
| **Kernel size – 3rd hidden layer** | 7 |
| **Dropout – 3rd hidden layer** | 0.2 |
| **Feature map – 4th hidden layer** | 96 |
| **Kernel size – 4th hidden layer** | 7 |
| **Dropout – 4th hidden layer** | 0.2 |
| **Layer Activation (all convolutional layers)** | ReLU |
| **Last-layer activation** | Sigmoid |
| **Learning rate** | 0.0001 |
| **Optimizer** |  Adam |
| **Loss** | Binary Crossentropy |

Table 2. Set of the best hyperparameters of the Model 2.

|  |  |
| --- | --- |
| **Tuner** | Hyperband |
| **Number of hidden layers** | 4 |
| **Feature map – 1st hidden layer** | 192 |
| **Kernel size – 1st hidden layer** | 11 |
| **Dropout – 1st hidden layer** | 0.2 |
| **Feature map – 2nd hidden layer** | 128 |
| **Kernel size – 2nd hidden layer** | 9 |
| **Dropout – 2nd hidden layer** | 0.5 |
| **Feature map – 3rd hidden layer** | 160 |
| **Kernel size – 3rd hidden layer** | 9 |
| **Dropout – 3rd hidden layer** | 0.5 |
| **Feature map – 4th hidden layer** | 192 |
| **Kernel size – 4th hidden layer** | 7 |
| **Dropout – 4th hidden layer** | 0.5 |
| **Layer Activation (all convolutional layers)** | ReLU |
| **Last-layer activation** | Sigmoid |
| **Learning rate** | 0.01 |
| **Optimizer** |  Adam |
| **Loss** | Binary Crossentropy |

Table 3. Set of the best hyperparameters of the Model 3.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Model 1** | **Model 2** | **Model 3** | **Model 4** |
| **Dataset** | **SHHS2** | **SHHS1** | **MESA** | **SHHS2** | **SHHS1** | **MESA** | **SHHS2** | **SHHS1** | **MESA** | **SHHS2** | **SHHS1** | **MESA** |
| Accuracy | 80.50 | 68.6 | 77.9 | 52.8 | 56.1 | 47.3 | 84.7 | 74.16 | 74.1 | 84.5 | 73.9 | 73.2 |
| Loss | 0.43 | 0.70 | 0.50 | 0.77 | 0.74 | 0.95 | 0.36 | 0.60 | 0.73 | 0.36 | 0.58 | 0.74 |
| Sensitivity | 36.5 | 24.9 | 29.3 | 87.6 | 74.0 | 83.7 | 82.7 | 51.6 | 76.3 | 83.6 | 53.2 | 77.0 |
| Specificity | 97.0 | 95.3 | 91.2 | 39.7 | 45.5 | 37.39 | 85.5 | 87.9 | 73.5 | 84.8 | 86.5 | 72.1 |
| Precision | 82.5 | 76.2 | 47.7 | 35.4 | 45.3 | 26.8 | 68.24 | 72.3 | 44.0 | 67.4 | 70.7 | 43.0 |
| AUC | 84.9 | 71.6 | 75.6 | 77.7 | 67.9 | 69.5 | 92.1 | 77.5 | 81.6 | 92.1 | 77.7 | 80.8 |

Table 4. Overall results to evaluate the different 1D-CNN models trained on the unbalanced test datasets (SHHS1, SHHS2 and MESA).