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Supplementary Figures
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FIGURE S1. Curves of parameters or metrics as the process of model training. The horizontal axis represents the training epochs; each epoch contains 3500 mini-batch training iterations. (A) shows the α settings in proposed transitive learning strategy. (B, C) show the prediction loss values and MF1 scores on training and validation sets. (D, E, F) show the performance metrics on validation set when using the merged two-branch output and when using only single branch, where ELB represents epoch learning branch and SLB represents sequential learning branch.
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FIGURE S2. Boxplots illustrating the distributions of metrics for three models fitted with different rebalancing strategies: training with class imbalanced, training with proposed two-branch transitive training strategy, and training with class balanced. class imbalance represents training with a cross-entropy loss function whose weights are same, and class imbalanced represents training with a cross-entropy loss function whose weights are proportional to the inverse of the sample size for each class.
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FIGURE S3. Confusion matrices for stable and transitional epochs. Model testing results are shown for two subsets of SHHS1 test set. Epochs were defined as stable epochs if their labels are the same as previous and subsequent epochs, otherwise they are defined as transitional epochs.
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FIGURE S4. Model performance curves on stable and transitional epochs at different  settings. As the test  is set from zero to one, each model performance metric displays a first increase and then decrease pattern.
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FIGURE S5. Confusion matrices for different obstructive sleep apnea severity subgroups. Model testing results are displayed for three subsets of SHHS1 test set, classified with varying degrees of obstructive sleep apnea (OSA), determined by each subject’s Apnea-Hypopnea Index (AHI). (No OSA: AHI<5, mild to moderate OSA:5≤AHI≤30, severe OSA: AHI≥30)
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FIGURE S6. Model performance curves on three obstructive sleep apnea severity subgroups at different  settings. As the test  is set from zero to one, each model performance metric displays a first increase and then decrease pattern. 
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FIGURE S7. Percentage of each stage in total sleep for each subject in CFS. PSY: psychiatric disorders, HC: healthy controls, *: p<0.05, **: p<0.01, : p>0.05.
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