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1 Task details - CCT 

For the experimental condition a progressive dual n-back task as described by Jaeggi et al. (1, 2) was 

used as cognitive control training. As is evident in supplementary figure S1,visuospatial and auditory 

stimuli were presented simultaneously to the participant. The participant had to remember the location 

of stimuli and auditory sounds and was supposed to respond when either the location or sound is the 

same as n-turns back, starting at n=2. If the participant scored ≥0.9 the level of the dual n-back was 

increased, to for instance n=3. If the score of the participant was ≤0.9 the n-back level was lowered. 

One block consisted of 20+n trials, each trial had a duration of 3000 ms. The visual spatial stimuli 

consisted of blue squares projected on a computer screen at 9 different location. The auditory stimuli 

consisted of eight consonants presented through a speaker. For experimental use in MATLAB the dual 

n-back task by Layden was used (3). See supplementary figure S1 for a visual representation of the 

task. 

In the control condition a single n-back task was used. In this version the participants were only 

presented visual spatial stimuli and the n-back level was set at 1. There was no adjustment of the task 

based on performance.  

  

Figure S1. Visual representation of CCT using a progressive dual n-back task. In this example, n is set 

at 2. 

  

2 Task details - Stroop 

This interference score was calculated using the following formula;  

Interference score = total score + ((2* mean reaction time per word) * number of uncorrected errors) 

 

Total score = overall time for reading 

Mean time per word = overall time for reading divided by the number of times 

Number of uncorrected errors = the number of error not spontaneously corrected.  
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Figure S2. Experimental presentation of the adapted Stroop task in Matlab. A. Congruent condition. B. 

Incongruent condition. 

  

3 Sample size calculation 

The sample size calculation is based on previous studies on similar subjects, as this exact paradigm has 

not been tested before. A study performed by our group investigated the effect of rTMS on negative 

mood induction and found an effect size of d = 0.81 (4). When doing a sample size calculation using 

G*power (5), this resulted in a sample size estimation of N = 15. See table 1 for the input and output 

parameters. Another study assessed the effect of CCT on NMI, and reported an effect size of d = 0.89 

(6). Using this effect size, the sample size calculation resulted in N = 12 (input and output parameters 

can be found in table 1). 

Based on this, we attempted to include at least 15 participants. To compensate for drop-outs and for a 

potential 

l overestimation of the effect, we included a total of 20 participants. 

 Table S1. Input and output parameters of sample size calculation using G*power. 

  Effect size d = 0.81 Effect size d = 0.89 

Input parameters Test ANOVA, repeated 

measures, within 

factors 

ANOVA, repeated 

measures, within 

factors 

 Effect size f 0.405 (Cohen’s d = 

0.81, converted to f = 

0.405) 

0.445 (Cohen’s d = 

0.89, converted to f = 

0.445) 

 Alpha error probability 0.05 0.05 

 Power 0.80 0.80 

 Number of groups 1 1 

 Number of measurements 2 2 

 Correlation among repeated 

measures 

0.5 0.5 
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 Nonspheriticy correction 1 1 

Output parameters Noncentrality parameter 9.84 9.51 

 Critical F 4.60 4.84 

 Numerator df 1 1 

 Denominator df 14 11 

 Total sample size 15 12 

 Actual power 0.83 0.80 

 

4 Analyses 

Table S2. Mean pre- and post-scores on Stroop and PANAS, per condition and per order. 

  Order 1 (N = 9) Order 2 (N = 8) Total (N = 17) 

  pre post pre post pre Post 

Exp. PANAS positive 31.8±6.5 25.4±6.2 30.6±7.6 24.6±8.4 31.2±6.9 25.1±7.1 

 PANAS 

negative 

13.6±2.7 18.7±6.8 12.6±2.8 15.0±2.8 13.1±2.7 16.9±5.5 

 Interference 70.9±8.3 66.9±8.0 68.4±16.

4 

65.3±12.

7 

69.7±12.

4 

66.2±10.

1 

Cont. PANAS positive 30.4±5.5 24.4±7.6 32.4±5.4 27.3±8.0 31.4±5.4 25.8±7.7 

 PANAS 

negative 

13.2±3.8 18.1±6.1 12.6±1.8 15.8±3.0 12.9±2.9 17.0±4.9 

 Interference 73.3±9.9 72.4±12.

8 

69.9±4.1 67.0±6.4 71.7±7.7 69.9±10.

3 

Values represent mean ± SD. Order 1 = experimental - control. Order 2 = control – experimental. 

 

Results of the mixed ANOVA on positive PANAS score, negative PANAS score, and interference 

score, with the outliers excluded. For each analysis, order was the between factor and condition 

(experimental / control) the within factor. 
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Results of the paired t-tests on the effect of negative mood induction on positive PANAS score, 

negative PANAS score, and interference score.  

Table S3. Paired t-test results. 

 Pre-NMI scores Post-NMI scores p 

PANAS positive 31.3 ± 6.1 25.4 ± 7.3 <.001* 

PANAS negative 13.0 ± 2.8 17.0 ± 5.1 <.001* 

Interference 70.1 ± 10.3 67.9 ± 10.2 .031* 

NMI = negative mood induction. Values represent mean ± SD. * indicates a statistically significant 

result. 

 

Figure S3. Mean change in outcome measures per condition order. Order 1 = experimental - control , 

order 2 = control – experimental.  

 

5 Bayesian analyses 

Results of the Bayesian repeated measures ANOVA, performed with JASP (7). 
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5.1 Bayesian repeated measures ANOVA – positive PANAS scores 

Table S5. Bayesian repeated measures ANOVA model comparison for positive PANAS scores. 

Models P(M) P(M|data) BFM  BF01  error % 

Null model (incl. subject and random slopes)  0.200  0.494  3.910  1.000    

Order  0.200  0.215  1.095  2.300  1.584  

PANAS positive  0.200  0.181  0.884  2.732  1.384  

PANAS positive + Order  0.200  0.077  0.336  6.384  1.911  

PANAS positive + Order + PANAS positive ✻  Order  0.200  0.032  0.134  15.260  2.484  

Note.  All models include subject, and random slopes for all repeated measures factors. 

 

 

 

 

 

 

 

 

 

 

Figure S4. Q-Q plot for positive PANAS scores. 

 

Table S6. Descriptives of positive PANAS scores for experimental and control condition and 

condition order separately. 
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 95% Credible Interval 

PANAS positive Order N Mean SD SE 
Coefficient 

of Variation 
Lower Upper 

Experimental 1 9 -6.333 3.937 1.312 -0.622 -9.360 -3.307  

  2 8 -6.000 2.507 0.886 -0.418 -8.096 -3.904  

Control 1 9 -6.000 4.031 1.344 -0.672 -9.099 -2.901  

  2 8 -5.125 3.441 1.217 -0.671 -8.002 -2.248  

 

5.2 ayesian repeated measures ANOVA – negative PANAS scores 

Table S7. Bayesian repeated measures ANOVA model comparison for negative PANAS scores. 

Models P(M) P(M|data) BFM  BF01  error % 

Null model (incl. subject and random slopes)  0.200  0.427  2.978  1.000    

Order  0.200  0.292  1.648  1.463  1.371  

PANAS negative  0.200  0.143  0.668  2.982  2.132  

PANAS negative + Order  0.200  0.095  0.420  4.492  1.697  

PANAS negative + Order + PANAS negative ✻  Order  0.200  0.043  0.181  9.839  2.007  

Note.  All models include subject, and random slopes for all repeated measures factors. 
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Figure S5. Q-Q plot for negative PANAS scores. 

 

Table S8. Descriptives of negative PANAS scores for experimental and control condition and 

condition order separately. 

 95% Credible Interval 

PANAS 

negative 
Order N Mean SD SE 

Coefficient 

of Variation 
Lower Upper 

Experimental 1 9 5.111 6.112 2.037 1.196 0.413 9.809  

  2 8 2.375 33.926 1.388 1.653 -0.907 5.657  

Control 1 9 4.889 6.194 2.065 1.267 0.128 9.650  

  2 8 3.125 2.949 1.043 0.944 0.660 2.290  

 

5.3 Bayesian repeated measures ANOVA – Stroop interference scores 

Table S9. Bayesian repeated measures ANOVA model comparison for interference scores 
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Models P(M) P(M|data) BFM  BF01  error % 

Null model (incl. subject and random slopes)  0.200  0.486  3.777  1.000    

Order  0.200  0.221  1.136  2.196  2.022  

Interference score  0.200  0.173  0.838  2.805  0.764  

Interference score + Order  0.200  0.077  0.333  6.323  1.068  

Interference score + Order + Interference score ✻  Order  0.200  0.043  0.181  11.247  1.697  

Note.  All models include subject, and random slopes for all repeated measures factors. 

 

 

 

 

 

 

 

 

 

 

Figure S6. Q-Q plot for Stroop interference scores. 

Table S10. Descriptives of interference scores for experimental and control condition and condition 

order separately. 

 95% Credible Interval 

Interference 

score 
Order N Mean SD SE 

Coefficient 

of Variation 
Lower Upper 

Experimental 1 8 -3.607 5.015 1.773 -1.390 -7.799 0.586  
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 95% Credible Interval 

Interference 

score 
Order N Mean SD SE 

Coefficient 

of Variation 
Lower Upper 

  2 7 -1.899 4.051 1.531 -2.1333 -5.645 1.847  

Control 1 8 -0.964 10.307 3.644 -10.687 -9.582 7.6553  

  2 7 -2.912 7.832 2.960 -2.690 -10.156 4.332  
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Supplementary Figure 1. The figure legends are required to have the same font as the main text, 12 

point normal Times New Roman, single spaced. Please use a single paragraph for each legend and 

prepare the figures keeping in mind the PDF layout.  
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