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S1. Proportionality of longwave absorption to number densities 

The influence of atmospheric CO2 on the (global annual mean) surface temperature has been 

derived from measurements through Earth’s history, particularly the period of 35-50 million 

years ago [1]. The result is a simple function of (equilibrated) temperature in dependence on 

the atmospheric CO2 concentration. This function, termed the ‘Eocene relationship’, includes 

all entailed effects, e.g., from water vapor. 

This function, in turn, has been used to examine the relationship to the underlying particle 

(number) densities (throughout the present descriptions, particle (number) density and mixing 

ratio synonymized with concentration). In the previous analysis, the atmospheric absorption 

of surface radiation, amounting to 57 W/m2, has been related to the compound concentrations 

of atmospheric CO2 and H2O [2]. It has been found that the absorption appears proportional to 

the concentrations of the two species.  

Relating the compound concentrations of the two species to the absorption of 57 W/m2 is 

probably an oversimplification, as CO2 and H2O exhibit different absorption characteristics. 

Therefore, the absorption-concentration relationship is examined separately for the two 

species on the following basis. The variation of the CO2 concentration with temperature is 

taken from the Eocene relationship. The H2O concentration is taken to exponentially vary 

with temperature according to the Clausius Clapeyron relationship, i.e., by 7 %/°C, starting 

with 0.4 % at preindustrial conditions. The absorbed radiation is first viewed proportional to 

the concentrations, at preindustrial conditions amounting to 18 and 5 W/m2 for CO2 and H2O, 

respectively; then, the absorption of CO2 is reduced by 1.8 % per 100 ppmv to take saturation 

into account. Furthermore, the absorbed radiation is taken as proportional to the Planck 

blackbody radiation per wavelength unit for the wave numbers of 670 and 1,450 cm-1 

representing CO2 and H2O, respectively; further wave number regimes are assumed of second 

order and hence disregarded. 

In result, the proportionality-based temperature determination corresponds to the Eocene 

relationship within deviations of ±5.3 % for the surface temperature range of 13-31 °C and 

CO2 concentration range of 242-3,600 ppmv. From 13 °C down to 11 °C, the deviation 

increases to 14 %, CO2 ranging down to 180 ppmv. Thus, again, the absorbed radiation 

appears proportional to the concentrations of CO2 and H2O. The 18 and 5 W/m2 of absorption 

at preindustrial conditions are interpreted to represent the concentration-dependent absorption 

determining the surface temperature variability. As result for instance, a 10 % rise of the CO2 

concentration causes the absorption to increase by 10 % of 18 W/m2.  

Out of curiosity, when looking for further simplification, it proves even possible to linearize 

the Eocene relationship: A change of the CO2 concentration by 100 ppmv corresponds to an 

equilibrium surface temperature change of 2.1 °C within deviations of ±4.3 % from the 
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Eocene relationship for the temperature and CO2 regime of 11-18 °C and 179-511 ppmv. 

 

S2. Atmospheric CO2 concentration 

For projection of the atmospheric CO2 concentration, the simplified approach described in [6] 

has been slightly adapted to a temperature dependency of soil heterotrophic respiration in the 

order of 3-4 GtC/year/°C [10-12] as well as to a CO2 fertilization effect in terrestrial 

vegetation of about 2.5 GtC/year on average for the period 1990-2007 and natural tropical 

forest regrowth after deforestation [13], the latter approximated by 7 % of anthropogenic 

emissions. 

The terrestrial vegetation dominates the projection of the atmospheric CO2 concentration in 

Fig. 1 of the main article. In the present approach, the prevailing feature is the separate 

treatment of vegetational growth (net primary productivity, NPP) and carbon release from the 

ground in their dependencies on the surface temperature and the atmospheric CO2 

concentration. For instance, NPP increases with rising CO2 concentration, known as the 

fertilization effect. The net uptake, i.e., the flux difference between NPP change and soil 

respiration change, is depicted in Fig. S1 in dependence on the atmospheric CO2 

concentration (horizontal axis) and the surface temperature (various lines) relative to the 

preindustrial conditions.  

 

Fig. S1. Computation of the present work on the difference between NPP change and soil 

respiration change relative to preindustrial conditions in dependence on the atmospheric CO2 

concentration (pCO2, horizontal axis) and (mean global annual) surface temperature change 

(various lines, 0 °C (upper line) to 5 °C (lowest line), legend self-explaining). 

On the one hand, increase of soil carbon respiration with rising CO2 concentration and 

temperature is sourced from the soil carbon stock. On the other hand, the net uptake is viewed 

to enter the soil carbon stock. From the present formalism, the latter appears to be well 

approximated by 50 % of NPP change, which is the base of the computation for Fig. 1 (main 

article). To understand the importance of this parameter, a computation has been performed 

with 25 % of NPP change filling the soil carbon stock, which approximately corresponds to 
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the belowground biomass at the global average root:shoot ratio of 0.3 [7]. This would lead to 

a peak warming of 1.4 °C after preindustrial times for 2 %/year emissions reduction (cf. Fig. 

1) and a sea level peak of roughly 3-4 m in year 2700 (cf. next chapter, sea level projection). 

The entire CO2 projection as depicted in Fig. 1 of the main article appears supported through 

the zero emissions case (black lines in Fig. 1) as the general trend corresponds well to the 

multi-study results of sophisticated models [14]. 

 

S3. Global sea level 

S3.1 Sea level versus surface temperature – history 

The left-hand side of Fig. S2 shows the observed sea levels (solid blue line) [1, 34] and 

temperatures (dashed orange line) [35-38] since the last glacial maximum. Sea level change 

velocities are indicated by dotted lines for 1.27 m/century during the major glacial-to-

interglacial increase and for 0.2 m/century during the past 9,000 years. It appears like 

watching the sea level to typically lag temperature. 

The right-hand side of Fig. S2 shows the results from observation-constrained simulations for 

the sea level dependency on the surface temperature relative to the present [39]. The solid 

lines represent the results of a 3-D model (red line, lower to the left) and a 1-D model (upper 

line, entire temperature range), centred around the present conditions. For ease of illustration, 

the published error bars are omitted from Fig. S2; they have been shown in the order of ±4 m 

for the temperature regime 0 to 5 °C and largest of ±20 m and ±10 m in the regime -8 to -12 

°C and at 16 °C, respectively, for the given temperature scale [39]. 

 

Fig. S2. Left: Measured sea level (solid blue line, left vertical scale) [1, 34] and temperature 

change (dashed orange line, right vertical scale) [35-38] through the past about 20,000 years; 

dotted straight lines for sea level slopes of 0.2 and 1.27 m/century (upper right and central, 

respectively). Right: Previously modelled sea level in dependence on reconstructed Northern 

surface temperature, translation to mean global surface temperature see text; 3-D model solid 

red line (lower left), 1-D model solid blue line (upper, entire temperature range), coarse 

reproduction of [39]; dotted straight line for slope 3.8 (14.25) m/°C, dashed straight line for 

slope 1.27 (4.75) m/°C for Northern (global) temperatures. 

It can be inferred that the temperature scale shown (Fig. S2, right, horizontal axis) relates to 

the global annual mean surface temperature by division through 3.75 for the following 
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reasons. First, the reconstructed Northern Hemisphere temperatures of the referenced 

publication (Fig. S2, right) exhibit a span of 15 °C over the past 450,000 years (Fig. 2 of 

[39]), whereas the span for the global mean surface temperature is generally comprehended as 

4 °C, leading to the factor of 3.75. Second, the reconstructed temperatures amount to the order 

of 25 °C above the present temperature at approximately 25 million years ago (Fig. 4c of 

[39]), while consolidated data reveal a temperature of 6 °C [40]. 

The dotted and dashed lines (Fig. S2, right) depict a sea level-temperature dependency of 3.8 

(14.25) and 1.27 (4.75) m/°C, respectively, the values before the brackets for the temperature 

scale in the figure and within the brackets for the corresponding mean global surface 

temperatures.  

 

 

S3.2 Sea level versus ocean heat content and surface temperature – history 

The blue line on the left-hand side in Fig. S3 shows the observed full-depth ocean heat 

content over the past 2,000 years (coarse reproduction of [41]) in comparison with the surface 

temperature [36-38]. The period until 600 CE (Common Era) is interpreted to exhibit  

 

Fig. S3. Data for the past 2000 years. Left: Full-depth ocean heat content (OHC, smooth blue 

line, left vertical axis, coarse reproduction of [41]) and variability of the mean global annual 

surface temperature (wiggly orange line, right vertical axis) [36-38]. Right: Sea level (dashed 

blue line, left vertical axis) [34]; ocean heat content (right vertical axis): 0-700 m depth (UO) 

(solid green line [41], dotted purple line (barely visible to the right) [42]), UO times 0.206 

(dotted blue line) for comparison with sea level. 

continuous energy uptake by the oceans from strong insolation [6], leaving the surface 

temperature unchanged. Once ocean heat uptake stops at 600 CE, surface temperature 

increases, interpreted to reach equilibrium with ocean heat content at 1100 CE. Then, the 

surface and ocean temperatures decline synchronously – probably continuously through 

equilibrium states. Starting from the period 1600-1750, a strong surface temperature increase 

leaves the ocean heat content far behind. This requires deeper insight.  

When comparing the full-depth ocean heat content (Fig. S3, left, blue line) with the observed 

sea level (Fig. S3, right, dashed blue line) [34] in the period 600-1750 CE, a difference of 

1600 ZJ in ocean heat content approximately corresponds to 80 mm of sea level change, or 

0.05 mm/ZJ. This is far below the common comprehension of 0.12-0.15 mm/ZJ [43]. As a 

resolution, it is interpreted that sea level change is dominated by heat content change in the 
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upper ocean layer. For verification, the corresponding heat trend for 0-700 m depth is 

depicted by the solid green and dotted purple lines (UO) on the right-hand side of Fig. S3 [34, 

41]. Multiplication of the upper ocean heat content (solid green line) by 0.2 yields the dotted 

blue line, reproducing the observed sea level trend (dashed blue line, Fig. S3, right). The 

factor of 0.2 is interpreted to be composed of 0.14 mm/ZJ for the thermosteric contribution 

(agreeing with 0.135 mm/ZJ for the upper 700 m in [44]) and 40 % of this for water mass 

increase from land snow/ice melting. Overall, the extracted values appear well in line with the 

general knowledge from sophisticated research. According to the present understanding, the 

halosteric effect plays a minor role (see below); in other words, the thermosteric component 

dominates the total steric effect.  

A deeper look is now devoted to more basic terms by identifying effective ocean properties. 

From 600 to 1100-1750 CE, Fig. S3 reveals by an order of magnitude that an 80 mm sea level 

rise corresponds to changes of 630 ZJ in the upper ocean (UO) and 0.63 °C in surface 

temperature. This value set can be reproduced by the following averages: upper ocean layer 

depth 700 m, heat capacity 3,850 J/kg/°C, density 1,039 kg/m3, expansion coefficient  

130 · 10-6 °C-1, addition of 40 % for mass from snow/ice melting. This parametrization 

appears to be in good agreement with general knowledge and is consistent within itself.  

The preceding descriptions characterize nature in preindustrial times. Until about 1975, the 

corresponding relationships were retained: 80 mm sea level rise, 630 ZJ relevant ocean heat 

gain, and 0.63 °C warming. This pattern changes after 1975: 63 mm sea level rise have 

happened with added 140 ZJ and 0.8 °C; thus, similar sea level rise and temperature gain as 

before (±25 %), however a factor of 4.5 lower ocean heat gain (in the dominating upper 

layer). This is regarded as an indication that, recently, temperature has driven sea level 

without much contribution from ocean warming, presumably dominated by snow/ice melting. 

Zooming into the data since 1970, the ocean heat content has grown by about 4 ZJ/year. This 

is assumed to reflect the maximum pace owing to the energy exchange inertia of the upper 

ocean layer. With the figures related to the time before 1975, for instance, 1.4 °C warming 

corresponds to a gain of 1400 ZJ and would be reached during 350 years with a sea level 

contribution of approximately 0.18 m. The comparison with the expected total sea level 

velocity of about 0.5 m/century (see below) reveals that the future sea level rise will mainly 

be determined by snow/ice mass contribution, reducing the thermosteric (and steric) effect to 

about 10 %. 

 

S3.3 Sea level projection – future 

According to the right-hand side of Fig. S2, sea level will follow the gentle increase with 

temperature (4.75 m/°C) until 2.5-3 °C global average warming from the present. At higher 

temperatures, the dependency jumps to a tremendous 25.5 m/°C. These values form the basis 

of the present analysis (results as blue lines in Fig. S4). 

According to the left-hand side of Fig. S2, the sea level pace was 0.2 m/century for many 

thousand years until the present. For the past 30 years, however, sea level has risen virtually 

along a straight line at approximately 0.34 m/century [45]. According to the present 

understanding, inertia, particularly from ice melting, sets an upper limit on sea level rise 

velocity. The previous 0.2 m/century will probably be too low for the future since the past rise 

has happened at decreasing temperatures, interpreted that nature has been transitioning to a 

new, not yet achieved, equilibrium (Fig. S2, left). As mentioned, 0.34 m/century is the present 
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pace. It turns out that using the above 4.75 m/°C, limiting velocity in the range 0.2-0.6 

m/century, and applying this to the 2 %/year emissions reduction scenario of the main article 

(solid green lines in Fig. 1), the results are in accordance with previous publications [46-50], 

depicted for one instance by the short-dashed red line in Fig. S4.  

In Fig. S4, the temperature projection from the main article is repeated as a solid green line 

(left vertical axis) together with the corresponding results for sea level rise (right vertical 

axis). The expert elicitation reported in [50] exhibits a sea level velocity increase with surface 

temperature by 0.42 m/century/°C (error +0.31, -0.09). This applied to the green temperature 

trend yields the sea levels depicted by the short-dashed red line in Fig. S4. This is compared 

with the present simplified approach of 4.75 m/°C with a limit in the range of 0.3-0.5 

m/century (blue lines in Fig. S4, labelled accordingly: dotted, long-dashed, solid for 0.3, 0.4, 

and 0.5 m/century, respectively). In conclusion, a 5-6 m sea level rise needs to be accounted 

for until 3100 CE, returning afterwards. 

 

Fig. S4. Temperature change (dT, left vertical axis) and sea level change (right vertical axis) 

for the past 120 years with projection for ca. 2000 years, present computation. Temperature as 

derived in the main article for a CO2 emissions reduction of 2 %/year relative to the present 

(solid green, copy from Fig. 1 in the main article). Corresponding sea level estimation in 

dependence on temperature (see text) and with maximum change velocity of 0.3 (SLR 0.3, 

dotted blue), 0.4 (SLR 0.4, long-dashed blue), 0.5 (SLR 0.5, solid blue) m/century, and 

velocity-temperature-time dependency according to [50] (short-dashed red). 

 

S4. Regional sea level 

Global sea level variability (preceding discussion) is superimposed with local vertical land 

motion. Specifically, global sea level is determined by density (steric) effects and mass effects 

(particularly from land snow/ice melting and land ground water release); local contributions 

are dominated by changes in ice weight (glacial isostatic adjustment), densification of land 

mass (natural and from buildings), and resource exploitation (particularly of fossils and 

ground water). Steric contributions are generally subdivided into the effects of temperature 

(thermosteric) and salt concentration (halosteric). For a basic understanding, the halosteric 
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contribution may be considered to primarily originate in temperature; for instance, fresh water 

is added to the oceans from polar ice melting in the tail of a temperature increase. 

Furthermore, the halosteric contribution is viewed as subordinate to the thermosteric 

contribution [51]. In addition, the global sea level rise from land ground-water extraction is 

considered negligible. In the preceding chapter [S3], global sea level variability was examined 

in terms of its compound dependency on surface temperature and ocean heat content. 

Subsequently, the contributions from vertical land motion are considered.  

Previous research has partly focused on total land motion and partly separated the 

contribution from glacial isostatic adjustment. Selected results for the current compound 

downward land (subsidence) velocities are 1.6 m/century for the Mekong Delta [52], 1-3 

m/century for Bangkok [53], 3-10 m/century for Jakarta [54], and locally up to 19-28 

m/century in Jakarta, Bandung, and Semarang (Indonesia) [55].  

Approximately ¼ of the 51 largest coastal cities previously studied have a median subsidence 

rate exceeding 0.2 m/century [56]. Chittagong (Bangladesh) is revealed as the place with the 

highest impact on population. For the present, the median of land downward motion is given 

as 1.2 m/century. The population is forecasted to grow by a factor of 3.3 from the present to 

2100 [57]. In the projection for 2050, vertical land motion is found to amplify the land 

affected by global sea level rise by a factor of 2.2 and the affected population by 2.4 [56]. 

Here, extrapolating the impact into the future, taking 0.5 m/century as global sea rise (cf. Fig. 

S4) and half of the population growth affected, the local land motion will amplify the 

population-related impact from global sea level rise by a factor of 2.7 at year 2100.  

In a study covering large towns on the east coast of China, glacial isostatic adjustment was 

separated from vertical land motion [58]. As result, the residual land motion contributes up to 

90 % of global sea level rise (i.e., in addition to global sea level rise).  

 

S5. Disastrous events 

Heat waves. Principally, warmer temperatures are expected to be accompanied by an increase 

in the frequency and strength of heat waves. Actual significant strengthening of the heat 

waves should be reflected by a clear signal in the measurement data. For an analysis, the 

frequently used data sets HadEX3 and GHCNDEX are examined at the global level [59, 60] – 

the former reaching back to 1900 with strong concentration in North European regions, the 

latter starting in 1951 with additional regional focus, for instance, in North America.  

Fig. S5a shows the measured temperatures from 1900 as a light-green line [61]. The general 

pattern reveals two rising phases: the first (smaller) from about 1910 to 1940, the second 

(stronger) from 1975 onwards. The solid blue and dashed red lines represent measurements of 

the number of days per year with at least six consecutive days exhibiting temperatures within 

the highest 10 % of the period 1961-1990. First, the patterns with a North European focus 

(solid blue) and additional regions (dashed red) are revealed to be similar. Second, before 

1940, the heat wave indicator followed the temperature. In contrast, during 1940-1975, the 

heat wave indicator shrunk to 1910-levels while the temperature remained quite high. After 

1975, heat wave strength and temperature have risen in common, and the heat wave indicator 

seemingly catches up with temperature, both clearly exceeding the 1930s highs. Third, from 

the first impression, a significant change in the heat wave frequency is unsupported. The 

length of the heat waves has exhibited a larger spread after 1995 than before.  
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Fig. S5. Extreme-weather indicators from temperature and precipitation measurements [59-

61], related reference period 1961-1990 (RP); solid blue: HadEX3 data set, dashed red: 

GHCNDEX data set; dotted straight lines to guide the eye. (a) number of days per year with at 

least six consecutive days of temperatures in the highest 10 % of RP, with temperature 

measurements (light solid green line); (b) maximum consecutive 5-day precipitation per year; 

(c) average daily precipitation per year; (d) annual precipitation when daily precipitation in 

the highest 5 % of RP; (e) maximum number of consecutive dry days per year; (f) annual 

precipitation when daily precipitation in the highest 1 % of RP.  

Extreme rainfall. Precipitation is anticipated to follow temperature to a certain extent. As a 

general indicator, the average precipitation per day showed opposing trends for the two data 

sets (Fig. S5c) and moreover, the average daily precipitation has remained within the 

variability of the last century for the long-term data, probably indicating the natural 

variability. Recently, a big jump may have appeared, which is subject to statistical 

confirmation in the future. A trend in cyclic frequency change appears hard to be inferred. 

In addition, droughts are generally expected to follow rising temperatures. The maximum 

number of consecutive dry days per year is shown in Fig. S5e. Again, the two data sets exhibit 

opposite trends; the long-term measurements remain within the century variability, and cyclic 

frequency changes are inapparent.  
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Furthermore, higher temperatures increase the probability of heavy rain events [4]. The right 

half of Fig. S5 shows three indicators of the two data sets: the maximum 5-day precipitation 

per year (Fig. S5b); the annual precipitation when daily precipitation lies in the highest 5 % 

(Fig. S5d) and 1 % (Fig. S5f) of the period 1961-1990. In short, a clear signal can be detected 

in the latter indicator (Fig. S5f). The indicator starts increasing at approximately 1975 in line 

with temperature (Fig. S5a, light green), both precipitation data sets reveal a coherent upward 

trend after 1975 (by about 3 %/decade) with a tendency to leave the (predominantly natural) 

variability range of the 20th century in the present century. A change in cycle frequency is 

unapparent. A viable question is which values in the maxima of the highest precipitation 

events must be considered disastrous. In presumably almost preindustrial conditions until 

about 1965, the maxima were at 60 mm (Fig. S5f). Are magnitudes above 60 mm disastrous, 

or already somewhere below 60 mm disastrous? Compared with extreme floods during the 

past 150 years [15], a threshold may be inferred at 55 mm for the indicator in Fig. S5f. In this 

case, the frequency of extreme events has risen above the preceding levels since 1983. 

However, regarding extreme floods in Europe during the past 500 years, no clear 

particularities can be inferred for the past several decades [16]. A further idea is that the 10-

years rolling average of the 1 %-highest precipitation (base data of Fig. S5f) is a good 

indicator of the combined strength of frequency and magnitude. From this, an upward trend of 

6 %/decade (arithmetic) may be detected for strong precipitation events during the period 

1987-2018 (cf. supplementary data and code). In summary, strong precipitation have recently 

increased by about 3-6 %/decade which translates into 16.7-33.3 %/°C with a temperature rise 

of 0.18 °C/decade during the same period of time. 

It should be noted that the observations on the past do not preclude juvenile trends. The 

corresponding inferences and projections must rely on simulations first. Furthermore, the 

present spatially coarse consideration is perceived as a good indicator of overall probabilities, 

leaving room for regional specifics. 

 

S6. Mitigation potentials and costs 

S6.1 Mitigation potentials and costs 

The results of [8] for the CO2 emissions mitigation potentials and related costs are 

summarized in Table S1. Data from [62] relate to a projection for the period 2010-2030 and 

are presumed applicable until the present; a verification or update is subject to future studies. 

In total, 10.1 GtC/year are revealed abatable at neutral cost, i.e., investments and operational 

costs in the abated world equal those of the present non-abated world. The mitigation 

potential reflects 92 % of current total emissions. 

S6.2 Electricity storage costs in the renewables’ world 

Within the derivation of cost-neutrality for approximately 90 % of CO2 abatement, the present 

levelized cost framework for energy supply disregards the necessity of storage in the 

renewables’ world [8]. A study on Germany has concluded that 100 % energy supply by 

renewables is possible at levelized costs unchanged relative to the present [63]. 

Detailed insight into the same study reveals future 100 % renewables energy generation by 4 

c/kWh (Eurocent) more expensive in year 2025 than in the fossil-dominated period until 

2018, the surcharge gradually vanishing until 2040 [64]. In a further study related to 

Germany, battery storage needs are expected to amount to approximately 3 c/kWh in 
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photovoltaic installations, except for small rooftop systems with a storage demand of 6 c/kWh 

[65].  

Sector Abatement 

potential 

(GtCO2/year) 

Abatement 

cost 

(GEuro/year) 

Source 

Electricity generation 3.5 0 Abatement potential 

without CCS [62]; levelized 

cost determination and field 

experience [8]  

Forestry 

- Reduced deforestation, 

reduced agriculture 

- Afforestation, 

reforestation 

 

1.3 

 

1.1 

 

40.5 

 

164.1 

 

[62] 

 

350 Mha afforestation [8], 

abatement [7],  

469 Euro/ha/year cost 

Agriculture 1.2 -6.0 [62] 

Buildings 0.9 -121.5 [62] 

Transport 0.6 -22.3 [62] 

Chemicals 0.4 -11.6 [62] without CCS 

Waste 0.4 -16.7 [62] 

Cement 0.3 -0.1 [62] 

Iron, steel 0.2 -9.4 [62] without CCS 

Petroleum, gas 0.2 -17.0 [62] without CCS 

Total 10.1 0 Abatement 92 % of global 

11 GtC/year from fossil 

fuel, industry, and land 

use 

Table S1. CO2 abatement potentials and related costs, according to [8] and partly reusing [62]. 

In the case of 4 c/kWh extra cost for storage (here for simplicity, c for US$-cent and 

Eurocent): In the USA, the required storage would raise current retail electricity prices from 

12 to 15 c/kWh, with anticipated effects from the Inflation Reduction Act incorporated [66]. 

In Europe, current residential electricity prices are on average 25.2 c/kWh in the purchase 

power standard (electricity cost in relation to other goods and services) comprising 1.5 and 

3.8 c/kWh for energy and VAT taxes, respectively [67]; thus, tax exemption can readily avoid 

a potential price increase due to the storage needs.  

S6.3 Investment relocation from fossil fuels to renewables energy generation  

Current investments in fossil fuel supply and fossil fuel power generation are in the order of $ 

800 billion per year ($ for US$), at present (year 2016) as well as on average for the period 

2000-2016 [68]. Levelized cost composed of capital, grid integration, and storage per 

generated kWh has been derived as 10.1, 13, and 17.3 c/kWh for onshore wind, PV 
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(photovoltaic), and offshore wind, respectively (values of [8] plus the above 4 c/kWh for 

storage). For simplicity, photovoltaic is viewed as a good indicator for a realistic mix average. 

Fossil fuel end-use energy supply is taken as 110 TWh/year at present. If half of the fossil 

fuel-related investments (400 bn$/year) are redirected every year to renewables (PV as 

representative of PV-wind mixtures), 3 % of total fossil-based energy supply is incrementally 

replaced year by year. Taking 77 % of total CO2 emissions to originate from fossil usage (the 

rest primarily from land use and cement manufacture [5] and 90 % of fossil emissions being 

omitted by renewables [8], the 3 %/year replacement results in a reduction of 2 %/year of total 

CO2 emissions.  

 

S7. CO2 emissions and economic activity 

This section examines the dominant relationships between CO2 emissions and economic 

activity. The considered variables are population, GDP, energy consumption, CO2 emissions, 

and associated derivatives per capita, per unit of GDP, and per unit of energy consumption. 

The solid blue lines in Fig. S6 show their temporal trends. While some curves are apparent as 

exponential (for example, GDP, Fig. S6c, and CO2 emissions, Fig. S6d), others appear linear 

(for example, population, Fig. S6a, and energy consumption, Fig. S6b). To simplify the 

analysis, all temporal trends are taken as exponential with a constant annual change rate each, 

and the results are depicted by the dashed orange lines in Fig. S6.  

The interrelationships supposedly adhere to a multi-equation system for the annual change 

rates. The system of equations is represented graphically in Fig. S7 – in Fig. S7a with the 

annual change factors; in Fig. S7b, these are transformed into percentage change rates for 

convenience of the further description. The two left-hand columns and the upper three rows 

show the annual change rates as applied in Fig. S6. The grey cells indicate the variable 

composition per row by multiplication of the indicated variables per column; for example, the 

annual energy consumption change factor (1.021) is supposed to be equal to the product of the 

change factors for population (1.014) and energy consumption per capita (1.0069), the 

product written into the rightmost column. The condition is that the product (rightmost 

column) matches the value from the graphs (second left column), which is shown to be 

fulfilled for the entire equation system.  

The results are summarized as follows: 3.4 %/year GDP growth is composed of growth per 

capita by 2 %/year and population by 1.4 %/year. 2.1 %/year of the GDP growth are energy 

relevant, as energy consumption decreases by 1.28 %/year per unit of GDP. The 2.1 %/year is 

the CO2 emissions growth if emissions per unit of energy consumption remain constant over 

time, while CO2 emissions per unit of energy consumption shrink by 0.4 %/year. Bottom line, 

GDP growth leads to 1.7 %/year rise in CO2 emissions. In the main article, an effective 

emissions reduction of at least 2 %/year is inferred requested, which means a required 

emissions reduction of 3.7 %/year relative to unchanged GDP growth. From subjective 

general experience, reduction of 3 %/year by the widely discussed abatement measures (see 

main article with further references) seems feasible yet ambitious, 2 %/year rather realistic. 

Thus, it appears indispensable that current GDP growth be narrowed towards zero.  
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Fig. S6. Published data (solid blue lines) and exponential (geometric) trends with constant 

annual change rates each (dashed orange lines). (a) Population [69]; (b) energy consumption 

[70]; (c) global gross domestic product, GDP [71]; (d) CO2 emissions [72, 73]; (e) energy 

consumption per capita, published data shown as [70]/[69] (values of [70] divided by values 

of [69]; (f) energy consumption per unit of GDP [74]; (g) GDP per capita, [71]/[69]; (h) CO2 

emissions per unit of energy consumption, ([72]+[73])/[70]; (i) CO2 emissions per unit of 

GDP, ([72]+[73])/[71]. 

Alternatively, additional emissions caused by economic growth may be covered by carbon 

capture and utilization/storage (CCUS). The cost-neutral reduction by 90 % of the total 

present emissions, as previously inferred [8], has been estimated without the costly, partly 

environmentally risky, and juvenile CCUS; CCUS is required to tackle the residual 10 % of 

persistent emissions. If CCUS is to additionally allow for economic growth, a brief 

potential/cost analysis is summarized in the following lines for the case of 2 %/year emissions 

reduction (year on year from present emissions), 3.43 %/year GDP growth (year-on-year into 

the future), related 1.65 %/year CO2 emissions growth, and CCS to capture the growth-

induced emissions.  

Related to CCS cost by order of magnitude (for capture, transport, and storage), the present 

estimates are based on – presumably representative – 100 $/tCO2, linearly approaching 50 

$/tCO2 by 2050, and remaining constant afterwards. Related to carbon removal quantities of 

CCS (CCU perhaps adding 10 % of CCS), the storage potential has been estimated to 1,525 

GtCO2 for USA, Europe, and China combined (page 125 of [75]). In an earlier study for the 

world, the storage potential was estimated to approximately 1,660 GtCO2 [76]. To capture the 

additional emissions from economic growth (1.65 %/year rise beyond those of the 2 %/year 

emissions reduction) by CCS, (i) the storage capacity will be exhausted by year 2099 and 

2082 for the USA/Europe/China and world estimates, respectively; (ii) as example for 

Europe, CCS would annually cost approximately 0.18 % of GDP throughout (most of) this 

century, for the world about 0.46 % of GDP (details in supplementary data and code). 
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Fig. S7. Graphical representation of the multi-equation system for the annual change rates of 

population, energy consumption, GDP, CO2 emissions, and derivatives. (a) copied into (b) 

with annual change factors translated into percentual change fractions. (a) Left two columns 

and first three rows: variables and their values as of Fig. S6 (dashed orange lines); variables in 

the left column comprehended composed by multiplying the grey-associated variables of the 

first two rows (e.g., annual change factor for energy consumption equal product of annual 

change factors for population and energy consumption per capita), the result of the product 

given in the right-most column, fulfilling the condition of equality to the values given by the 

graphs of Fig. S6, here listed in the second-left column. 

Regarding marginal cost versus removal potential, the industrial sectors have previously been 

examined for Sweden and the Netherlands [77, 78]. As a result, CCS can reach approximately 

half of the emissions at approximately 80 Euro/tCO2, with larger coverage possible at higher 

costs. Worldwide, for comparison, industry contributes 26 % to total CO2 emissions (based on 

[5]); a 50 % CCS-reach (at reasonable cost) would correspond to 13 % of total emissions. 

 

S8. Cost from future sea level rise 

The present estimation of cost from sea level rise is based on a practical framework. Herein, 

the total cost is composed of (i) annual adaptation investment and residual damage 

(DAMAGE), (ii) land abandonment (ABANDON).  

The costs of residual damage and land abandonment are viewed as proportional to the asset 

values at stake. Asset values appear to develop linearly with GDP, 2.8 as the proportionality 

factor in [29] based on the data of [79]. Within the latter data, the sum of produced and 

natural capital seems to exhibit a proportionality factor of 3.2 between GDP and capital. In 

summary, a factor of 3 is viewed as a useful rule of thumb (as customs, both GDP and capital 

considered in monetary units).  

Energy consumption CO2 emissions

Population per capita per GDP GDP/capita per en. cons. per GDP Multiplication

Graph 1,014 1,0069 0,987 1,020 0,996 0,983

Population 1,014

Energy consumption 1,021 1,021

1,021 1,021

CO2 emissions 1,0165 1,0165

1,0165 1,0165

GDP 1,0343 1,0343

GDP per capita 1,02

Energy consumption CO2 emissions

Population per capita per GDP GDP/capita per en. cons. per GDP Multiplication

Graph 1,40% 0,69% -1,28% 2,00% -0,44% -1,72%

Population 1,40%

Energy consumption 2,10% 2,10%

2,10% 2,10%

CO2 emissions 1,65% 1,65%

1,65% 1,65%

GDP 3,43% 3,43%

GDP per capita 2,00%

a

b
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GDP is given by population and GDP/capita. Hence, for a certain sea level and population, 

damage from sea level rise is proportional to GDP/capita; and for constant sea level and 

GDP/capita, damage is proportional to population. Furthermore, for a given population and 

GDP/capita (i.e., given GDP), damage is assumed to be roughly proportional to sea level rise. 

In fact, this relationship turns out to hold well for spatial aggregations (e.g., at global and 

regional level) and at the town level perhaps for elevated sea levels beyond the order of 1 m 

above the present (see study 3 below). In short, DAMAGE  ̴ SEALEVELRISE · GDP = 

SEALEVELRISE · POPULATION · GDP/CAPITA, or DAMAGE/SEALEVELRISE/GDP an 

environment-specific constant. This applies to non-altering socioeconomic conditions and 

needs to be adapted if environmental specifics change over time. This simple framework is 

used for projections based on the data of three previous studies, the results presented next. 

(1) The present population vulnerable to sea level rise has been published per country and for 

the world pursuing two approaches, CoastalDEM and SRTM; vulnerable is defined as living 

below Mean Higher-High Water [31]. CoastalDEM exhibits 2-4 times the vulnerability of 

SRTM. The description of the present analysis focuses on the newer and more sophisticated 

CoastalDEM results. Of these data, the global vulnerable population is depicted on the left-

hand side of Fig. S8 for sea levels up to 5 m higher than today, the dotted straight lines 

inserted to verify the proportionality of the vulnerable population to sea level rise. 

 

Fig. S8. Left: Global vulnerable population per sea level rise for CoastalDEM and SRTM, 

data of [31]. Right: Total cost caused by sea level rise (here adaptation plus residual damage) 

per unit of GDP versus sea level rise for the socioeconomic scenarios SSP1 and SSP2, data of 

[30]. Dotted straight lines to guide the eye. 

The present framework is transformed to the vulnerability data as Damage  ̴ SeaLevelRise · 

VulnerablePopulation/SeaLevelRise · GDP/capita, with VulnerablePopulation/SeaLevelRise 

the proportionality constant in VULNERABLEPOPULATION  ̴ SEALEVELRISE (Fig. S8, left), 

GDP/CAPITA an indication of wealth per person, VULNERABLEPOPULATION · GDP/CAPITA an 

indication for the asset values exposed to regular damage. For losses from land/asset 

abandonment (ABANDON), the same relationship is used, with the difference that 

VULNERABLEPOPULATION relates to the abandoned land. The land is counted as abandoned 

after 2 m of further sea level rise. For instance, in finite steps, once sea level rise reaches 3 m, 

the vulnerable population related to 1 m sea level rise is an indicator of abandoned assets. The 

total cost is the aggregate DAMAGE + ABANDON. 
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This framework is applied to the CoastalDEM vulnerable population data interpolated for the 

sea level projection of the current work, as shown by the dashed blue line in Fig. S4. Here, by 

round figures, 1 m sea level steps are reached by the years 2100, 2400, 2600, 2900, and 3100 

from 1 to 5 m above the preindustrial level. For a translation into economic impact, the 

vulnerable population is scaled with current flood loss data, i.e., 0.1 m sea level rise since 

2000 (CoastalDEM data relating to zero sea level rise in 2000), interpolated to 122 million 

vulnerable persons (110 million in 2000 with zero sea level rise); US$ 90 billion global 

damage from floods [80], times 2/3 for coastal flood fraction, times 3/2 to include adaptation 

cost (the latter here for simplicity, a factor of 2 possible, see below); US$ 96,100 billion as 

global GDP. These figures relate to present global coastal flood damage (including adaptation 

cost) of about 0.1 % of GDP with 2 % of world population vulnerable. This relationship 

allows to readily scale any other sea level rise-affected population under the present 

conditions. Thus scaled, 5 m sea level rise correspond to a global annual damage of 0.6 % of 

GDP (GDP related to the area at risk). As inferred above, this cost given in the fraction of 

GDP will be constant over time for the specific sea level rise of 5 m and constant 

socioeconomic conditions, which will finally be reached by year 3100 according to the 

present estimation.  

Further analysis accounts for the following socioeconomic changes in the future: population 

growth until year 2100 by 40 %, twice in coastal vicinity, constant population afterwards; the 

coastal asset values twice the country averages; settlement retreat as precedingly described, at 

least constant asset at risk after retreat as probable result of continued small-scale relocation; 

division by fraction of non-vulnerable to total population, cap at 100 % of GDP, inversely 

reflecting drowned land probability, cost of 100 % GDP corresponding to drowned country. 

With these figures, total cost from sea level rise of 5 m above the preindustrial level by year 

3100 is indicated as 1.2 % of GDP on global average. At country level, 17 countries (out of 

175) are affected by more than 10 % of GDP, representing 4 % of the total world population 

and 1.9 % of the global GDP. Severely endangered countries are Bahamas, Cayman Islands, 

Kiribati, Maldives, Marshall Islands, Suriname, Tuvalu (>80 % of GDP) with 0.019 % of total 

world population and 0.017 % of global GDP; Bahrein, Guyana (40-70 % of GDP); 

Bangladesh, French Guiana, Netherlands, Northern Mariana Islands, Tonga, Turks and Caicos 

Islands, United Arab Emirates, Vietnam (10-30 % of GDP). Most of these countries exhibit 

GDP/capita below 10,000 US$; larger GDP/capita are in Bahamas, Bahrein, Northern 

Mariana Islands, Turks and Caicos Islands, United Arab Emirates (20,000-40,000 US$), and 

in the Netherlands as well as the Cayman Islands (50,000-100,000 US$). For comparison, the 

original vulnerable population data reveal the following countries with a present ratio of 

vulnerable to total population above 50 % for 5 m sea level rise: Maldives (100 %), Cayman 

Islands (98 %), Kiribati (95 %), Marshall Islands (94 %), Tuvalu (90 %), Bahamas (87 %), 

Suriname (86 %), Bahrein (78 %), Guyana (78 %), Turks and Caicos Islands (75 %), 

Netherlands (71 %), United Arab Emirates (66 %), Tonga (60 %), Vietnam (59 %), French 

Guiana (55 %), Bangladesh (51 %) [31].  

From the present estimation framework, global cost from abandonment (asset loss) is 

negligible until year 2100, peaks by year 2600 at 35 % of damage (including abatement), and 

vanishes again towards year 3100. 

(2) A further previous study also supports a proportionality assumption of the present 

framework [30]. The right-hand side of Fig. S8 shows the total cost from sea level rise (total 

cost here from adaptation plus residual damage) per unit of GDP in dependence on sea level 

rise for the case of 3 °C warming since preindustrial times until the end of this century (50th 
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uncertainty percentile) and for the socioeconomic cases SSP1 and SSP2. Clearly, the total 

cost per GDP is exhibited as proportional to sea level rise. 

Further characteristics of the previously used data are summarized in Fig. S9. The data are 

differentiated by country income group, temperature scenario, sea level, and socioeconomics. 

Climate conditions range from <1.5 °C to 4 °C temperature by year 2100 (italics for scenario 

notation, presumed self-explaining); entailed sea level rise is given for the 5th, 50th, and 95th 

percentiles of uncertainty range; socioeconomic scenarios are SSP1 through SSP5; regarding 

country income groups, the present description concentrates on all income groups (global) as 

well as differentiating between low and high (OECD) income groups.  

 

Fig. S9. Graphics to selected data of [30]. (a) Sea level rise (SLR) (solid lines, left vertical 

scale) and translated into velocity (dashed, right vertical scale) for two temperature 

projections until the end of the century, <2 °C (blue) and 3 °C (brown) at the 5th and 50th 

uncertainty percentiles, respectively. (b) GDP for the five socioeconomic scenarios. (c) 

GDP/capita from GDP and population. (d) Marginal cost (total cost at a certain sea level rise 

minus total cost at sea level rise zero; total cost equal abatement cost plus residual damage) 

divided by GDP and divided by sea level rise for low (solid) and high-OECD (dashed) income 

groups, for the scenarios SSP1,<2 °C,5th (blue) and SSP4,3 °C,50th (brown).  

Fig. S9a shows the data for the expected sea level rise from the present (in meters; solid lines, 

left scale) and transformation into rise velocity (meters/century; dashed lines, right scale) for 

the cases <2 °C 5th and 3 °C 50th. The former scenario exhibits a (more or less) constant 

velocity in the future in the order 0.6 m/century. As this is close to the velocity derived above 

(0.4-0.5 m/century), the corresponding results of [30] are preferred for the present analysis. 

As a sensitivity indication, Fig. S9a also contains the data for the 3 °C 50th scenario with 

continuous acceleration of sea level rise (brown dashed line).  

Fig. S9b-c show the data for GDP and GDP/capita for various socioeconomic scenarios. SSP5 

(red dotted) is viewed as extreme and disregarded in the further consideration for conciseness 
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reasons. SSP1 is next in GDP growth and is therefore used for the present analysis (average 

annual growth rate 2.4 %/year, year on year). From figure 5 in [30] (total cost as a fraction of 

GDP), the income groups low and high (OECD) seem to form the boundaries, first regarding 

absolute levels of cost/GDP (high income (OECD) at the low boundary), and second 

regarding the change from year 2050 to 2100 (low income with large change for SSP1); thus, 

these two income groups are presently considered further, denoted by high and low. SSP4 

exhibits the largest GDP-growth for low income with 3.4 %/year, hence also regarded here. 

The marginal total cost is the total cost for a certain sea level rise subtracted by the 

corresponding total cost for zero-sea level rise. In Fig. S9d, the marginal cost is divided by 

sea level rise and again divided by GDP; the blue lines refer to <2 °C 5th, solid for low 

income and dashed for high income. Apparently to the first order, the underlying data 

consider cost per unit of sea level rise proportional to GDP or vice versa, cost per unit of GDP 

proportional to sea level rise. The same can be inferred for the 3 °C case, albeit with a larger 

spread (brown lines).  

For further insight, the marginal costs per unit of sea level rise are approximately on average 

combined for SSP1 and SSP4: 

o <2 °C, 5th-50th-95th percentile: 0.072-0.098-0.13 and 0.045-0.06-0.074 (% of GDP)/m 

for low-income and high-income countries, respectively. 

o 3 °C, 5th-50th-95th percentile: 0.098-0.13-0.18 and 0.06-0.075-0.093 (% of GDP)/m for 

low-income and high-income countries, respectively. 

Because the sea level rise of <2 °C 5th applies best to the present analysis (see above), the 

values 0.072 and 0.045 (% of GDP)/m are used for low- and high-income countries, 

respectively, when scaling to the expected 5-6 m of sea level rise in approximately 1,100 

years. 

(3) In a further previous study, the flood exposure of the largest 136 coastal towns was 

examined for sea level rises from the present (year 2005) by 10, 20, and 30 cm, associated 

with the years 2030, 2050, and 2070, respectively [29]. For the present work, exemplary 

results have been analysed in further detail with the following outcomes. First, the data 

exhibit proportionality of flood damage to GDP for a constant present sea level, supporting a 

major assumption of the present framework.  

Second, marginal damage per unit of GDP and per unit of sea level rise (here termed ‘specific 

damage’) appears to increase with sea level rise. An instance of the pattern is: specific 

damage rising by a factor of 2 from 10 to 20 cm sea level rise and by a factor of 1.75 from 20 

to 30 cm sea level rise. This is applied to an example of the published data (Model 1, socio-

economic scenario with no city limit, optimistic sea level rise with subsidence, file ‘(No1) 

Opt_SLR_NL_SEC_Results.xls’) for a sea level rise of 5 m, and the damage expressed as a 

percentage of GDP including a factor of 2 to account for adaptation cost in the same order as 

damage cost [29]. The following towns emerge with flood costs higher than 70 % of GDP: 

Hai Phòng (Vietnam), Abidjan (Ivory Coast, Gulf of Guinea), Khulna (Bangladesh), 

Guayaquil (Ecuador), Thành-Pho-Ho-Chí-Minh (Vietnam). The following towns are 

attributed to 20-70 % flood cost of GDP: Lagos (Nigeria), Maputo (Mozambique), New 

Orleans (USA), Conakry (Guinea), Virginia Beach (USA). It should be noted that a view to 

the elevation of Abidjan reduces the precedingly derived severity. 
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S9. Climate-related economic losses apart from sea level rise 

Climate-related cost has previously been differentiated by the sectors of coastal and low-lying 

settlements (related to floods and storms), agriculture (with forestry and fisheries), water 

supply, human health, natural ecosystems, and infrastructure [27]. In the preceding chapter, 

the cost of the first sector has been examined, i.e., related to sea level rise. In the present 

work, instead of analysing the costs by sector, the further costs are examined by cause.  

For the USA, data are available for the causes of freeze, wildfire, winter storm; storm, flood, 

drought; and tropical cyclone/hurricane [81]. The cost contributions of the first three are 

revealed negligible; those of the second three exhibit no frequency change with the 

temperature increase during the past decades for damages per year greater than 0.2 % of GDP. 

The latter damages, i.e., from tropical cyclones, amount to about 50 % of all climate-related 

losses and appear to have strengthened with rising surface temperatures. Hence, losses from 

tropical cyclones are considered as the driving term of the climate-related damages besides 

losses from sea level rise. 

On average for the period 1984-2014, damages from tropical cyclones amounted to 0.15 % of 

GDP in the USA, in the order of 0.11 % of GDP in China, and 0.06 % of GDP worldwide, 

based on the data of [81, 82, 83], respectively. During the same period, the average 

temperature was 0.7 °C above preindustrial levels. The economic losses have risen linearly 

with temperature by 0.5 % of GDP per 1 °C of warming in the USA [81] and by 0.19 %/°C 

worldwide [83]. Losses from the other causes than from tropical cyclones are revealed 

uncorrelated with surface temperature for the USA [81] and inversely correlated for the EU 

(in the EU, tropical cyclone impact assumed negligible) [84, 85]. 

For projections, the influence of rising surface temperatures on the climate-related damaging 

events is a fundamental input. First looking into the past for the driving term, i.e., the tropical 

cyclones, regional strengths have developed linear with surface temperature, proportional in 

the North Atlantic and inverse proportional in the Eastern North Pacific, measured as the 

aggregate of storm intensity, frequency, and duration by the Power Dissipation Index, PDI 

[86]. Second looking into the future, previous sophisticated simulations predict PDI 

proportional to surface temperature for the temperature range considered by the present work 

(i.e., up to 2.1 °C warming relative to preindustrial times, see Fig. 1 of the main article) when 

comparing the simulation results of [87] with the corresponding temperatures of [88]. 

For completeness of the present description, precipitation of tropical cyclones has previously 

been predicted to increase by 7 % per 1 °C of warming [89]. According to paragraph S4 

above, heavy precipitation events have strengthened by 3-6 % per decade, which translates 

into 17-33 %/°C related to surface temperature change. Hence, this can be decomposed into 7 

%/°C for tropical cyclones and 10-26 %/°C for all other causes. 

In summary, tropical cyclones represent the driving term in climate-related economic losses 

regarding quantity and temperature dependency. At present, the related global losses amount 

to 50 % of total losses, per year to roughly 0.1 % of GDP at an industrial-age warming of 0.7 

°C, and will reach 0.4 % of GDP with a warming of 2.1 °C (which is the peak at 2 %/year 

carbon emissions reduction, cf. figure 2 of the main article). Due to the lack of further detailed 

knowledge, the losses from the other causes than sea level rise are assumed to be twice those 

from the tropical cyclones to first order, thus 0.2 % of GDP at present and 0.8 % of GDP at 

2.1 °C on global average. 
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S10. Complementary notes 

Anthropogenic attribution 

For conciseness reasons, the present description bypasses the topic of anthropogenic 

attribution, that is, the impact of humankind in addition to the natural processes. The present 

view is briefly summarized for completeness. 

To the very first order, ‘left-alone’ nature is regarded balanced. A good example may be 

terrestrial vegetation; as much CO2 is taken from the atmosphere to have a tree grow, as much 

is released after its death. It appears highly important to have this first-order understanding 

spread more widely, because it is required for a solid common knowledge base within broader 

society. Next, it is important to know that volcanoes have no significant influence on the 

atmospheric CO2 budget (during the present geological eon).  

Within society, there is supposedly no argument against anthropogenic carbon being released 

into the air. As the CO2 concentration in the atmosphere is observed to increase, and the 

origin is not (sufficiently) explainable by natural processes, the human emissions must be 

recognized as the cause of rising atmospheric CO2 concentrations. Next, we understand that 

nature removes some part of these entries from the atmosphere into the oceans and the 

terrestrial vegetation. Bottom line, the observed CO2 increase reflects the human emissions 

minus the natural removal.        

To understand the influence of the atmospheric CO2 concentration on the climate, the present 

approach starts with the following hypothesis. If CO2 is as important for the climate as is 

commonly communicated, it must show a clear fingerprint through nature’s past. Indeed, 

going back through 400 million years, the observations strongly support a very simple 

function for the temperature contribution of CO2 [1].  

In summary, anthropogenic attributions to climate change appear unequivocal. If there is still 

doubt, the risk must be assumed that the present (and commonly communicated) explanation 

of nature is correct. Consequently, humankind is obliged to act accordingly. 

 

Feedback mechanisms 

The present description of nature makes no explicit mention of the term ‘feedback 

mechanism’. Here, feedback mechanisms are considered as intrinsic properties that either 

deserve distinct insight or are a seamless part of the functioning of nature. 

Related to the former, the driving components are addressed in the present description. 

Prominent examples include amplification of the CO2-temperature effect by water vapor 

(H2O); amplification of the temperature impact from CO2 (and entailed H2O) by temperature-

driven effects, particularly due to (snow/ice) albedo change; dynamic vegetational CO2 uptake 

on land in dependence on the atmospheric CO2 concentration and the surface temperature; and 

ocean heat uptake diluting the CO2 and H2O radiative effect on the (mean global annual) 

surface temperature in an asymptotic manner for about a millennium.  

Related to the seamless components of the natural processes, these are examined in separate 

detailed descriptions. Examples include lapse rate change with surface temperature; areas of 

warming and cooling vertically distributed in the atmosphere depending on the surface 
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temperature as well as the CO2 and H2O concentrations; and the adaptation of clouds to 

surface temperature within Earth’s energy balancing mechanisms [3].  

 

Cooling from aerosols 

The recognized cooling effect from aerosols, particularly sulphur-based, is disregarded in the 

present description. 

The natural contributions are presumed to be included in the Eocene relationship because this 

is derived from observations before an anthropogenic influence.  

The anthropogenic contributions are assumed to play a minor role and/or to be cancelled out 

by other effects not considered in the present description. Interestingly, anthropogenic 

sulphuric entries into the atmosphere may shrink as carbon emissions decrease, thus reducing 

the cooling contribution with the intended transition to low/zero carbon. 

 

Social discount rates and intergenerational ethics 

The present description bypasses the discussions on the social discount rates and ethics. The 

social discount rate can be considered as a parameter to value ethical aspects. The present 

work presumes carbon emissions reductions of at least 2 %/year; lower emissions reduction is 

called irresponsible. The social discount rate attempts to quantify such ‘irresponsibility’ in 

economic terms and on this base, to support cost/benefit quantification of potential measures. 

Additional notes on ethical aspects start with a sketch of key social developments looking 

from the past through the present into the future. In the past, generations not only have 

brought the burden of climate change to the future generations but also have created long-

lasting benefits enabled by the utilization of fossil carbon (e.g., progress in medicine and 

pharmacy facilitated by low-cost energy); the population development followed the given 

possibilities accompanied by significant exploitation of natural resources in general (e.g., 

regarding nutrition and heating). The present generation needs to reverse carbon emissions, 

performable at low cost; damage from climate change has set in at local level, frequently at 

locations different from those of past emissions (e.g., regarding areas of glacier melting, 

droughts, heavy rain events) and in far distance to benefit from the past achievements (e.g., 

regarding medicine and energy generation technology); population is growing; orientation is 

largely towards growing welfare, exploitation of the natural resources is continuing (through 

changing resource types), required recycling not yet sizably contributing to resource supply. 

Future generations must base wealth (welfare) increase on energy from renewables; they need 

to adapt to climate change impact (particularly from sea level rise and temperature increase) 

and resources availability (e.g., regarding potential resources exhaustion); climate adaptation 

cost and residual damage can remain at bearable levels; population development will resume 

to orient itself towards the possibilities to live (e.g., regarding the availability of resources).  

The preceding sketch raises the following thoughts. First, it is obvious that those uninvolved 

in the causes of climate change need support by the international community to reduce the 

harm-benefit imbalance; developing countries need also support to base energy supply on 

renewables (e.g., through knowledge transfer and implementation of the related industry). 

Second, the expected changes will continuously bear inequalities due to the regional 

inhomogeneity. Third, in case the global population will downsize, the process will inherently 
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be accompanied by human suffering; a major cause will probably lie in Earth’s limited 

capacity to support human population.  

In conclusion, the preceding frame renders economic and ethical considerations quite 

complex, more complex than typically incorporated in the discussions. A thorough analysis is 

beyond the present scope.  

 

Geoengineering 

Geoengineering has been disregarded in the present work. The arguments, pro and contra, can 

be found in the available literature. At this point, to re-emphasize the described sine qua non-

actions: They are considered indispensably required near-term. Second, geoengineering 

resembles business-as-usual in terms of continuing technical exploitation of nature’s 

potentials; it appears doubtful whether geoengineering can meet ethical standards.  

 

Covid, war, and supply chain disruption starting in 2020 

For continuity of the descriptions, the economic disruptions and the entailed CO2 emissions 

variability since 2020 are disregarded in the present article. If perceived as required for 

detailed insight and projections, the parameters of the present study need to be adapted in a 

separate work.  

 

Economic growth and emissions mitigation 

In the present work, detailed considerations are presented on the impact of economic growth 

on the fate of mitigation attempts.  

For the broader public, the following illustration may be of additional help. 

As an example of private life, let us imagine replacing our existing car with another vehicle 

that consumes half gasoline per mileage. As the new car comes into operation, we decide to 

drive twice. Consequently, gasoline consumption remains constant.  

This example reveals the importance of separating consumption reduction through equipment 

replacement from equipment usage. Translated to the transition towards low/zero carbon 

emissions, there is remarkable potential to reduce emissions by equipment (and process) 

replacement. Realistically, this transition is time consuming. Therefore, the reduction by 

equipment replacement is viewed via the implementation pace, that is, the realized emissions 

reduction per year. If the entire equipment portfolio is used more frequently than before, 

which is the case in the tail of economic growth, this counteracts the annual emissions 

reduction from equipment replacement.  

For completeness, a slight numerical deviation is mentioned related to the pursued 

considerations. Assuming equipment replacement by 2 % in a year and utilizing the residual 

98 % of the previous equipment 2 % more often, the utilization of the previous equipment 

amounts to 0.98 · 1.02 = 0.9996. In the present context, this means an emissions reduction of 

0.04 %/year. 

 

Data accessibility: Data and code are provided as separate file. 

https://www.dropbox.com/scl/fi/bggha1nztm86ibnd65w08/Climate-change-essentials-data-and-code-2.zip?dl=0&rlkey=6nx72nf0pr0ty5f7c81abw1b4
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