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APPENDIX II : Comparison of outcomes with various classification algorithms
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Accuracy, precision, recall and f measure computation.
Confusion Matrix sample
	
	 Class A
	Class B
	Class C

	 Not Recommended
	304
	29
	14

	 Highly Recommended
	17
	350
	16

	 Recommended
	19
	31
	90


Accuracy = (TP + TN) / (TP + TN + FP + FN)
Accuracy = (304 + 350 + 90) / (304 + 29 + 14 + 17 + 350 + 16 + 19 + 31 + 90) ≈ 0.8785 (87.85%)
Precision = TP / (TP + FP)
Precision (Not Recommended) = 304 / (304 + 17 + 19) ≈ 0.9039 (90.39%)
Precision (Highly Recommended) = 350 / (350 + 29 + 31) ≈ 0.8844 (88.44%)
Precision (Recommended) = 90 / (90 + 14 + 16) ≈ 0.7684 (76.84%)
Recall = TP / (TP + FN)
Recall (Not Recommended) = 304 / (304 + 29 + 14) ≈ 0.8852 (88.52%)
Recall (Highly Recommended) = 350 / (350 + 17 + 16) ≈ 0.9378 (93.78%)
Recall (Recommended) = 90 / (90 + 31 + 19) ≈ 0.6545 (65.45%)
F1-measure = 2 * (Precision * Recall) / (Precision + Recall)
F1-measure (Not Recommended) = 2 * (0.9039 * 0.8852) / (0.9039 + 0.8852) ≈ 0.8945 (89.45%)
F1-measure (Highly Recommended) = 2 * (0.8844 * 0.9378) / (0.8844 + 0.9378) ≈ 0.9102 (91.02%)
F1-measure (Recommended) = 2 * (0.7684 * 0.6545) / (0.7684 + 0.6545) ≈ 0.7062 (70.62%)


Figure 3 : Accuracy
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Description automatically generated] Figure 4 : Sensitivity, Specificity and F Measure comparison across classes
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Algorithm Accuracy

1 Jsvm
2[R 74.43 75.67 7273
3 kN 7865 7654 X 7577
4 |NaiveBayes 7286 7286 . 69.29
5 |Decision Tree Entropy | 75.52 7552 7752 7352
6 [DecisionTree Giniinde] _ 77.13 7713 7813 7613
7 [Random Forest 78.85 80.01 76.71 79.82
8 |AdaBoost 8115 8076 821 8059
5 |A*AdaBoost 85.52 84.02 86.61 85.93

Table 1: Accuracy across classes

1 |svm 0.830 0873 0504 0.851
2[R 0740 0.834 0370 0789 0794 0.412
3 kN 0751 0858 0.491 0.801 0810 0544
4 |NaiveBayes 0747 0.837 0376 0785 0.806 0.403
5 |Decision Tree Entropy | 0.778 0.852 0.452 0.805 0810 0.4%
6 [DecisionTree Giniinde] _ 0.788 0.869 0.493 0811 0.822 0551
7 [Random Forest 0.830 0.865 0.482 0.805 0.849 0528
8 |AdaBoost 0.841 0888 0518 0.864 0.860 0549
5 |A*AdaBoost 0.876 0513 0.642 0.894 0.853 0.750 0781 0795 0692 0885 0880 0692

‘Table 2 Precision, Sensitivity, Specificity and F measure across classes
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