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	Parameter
	CNN1D, CNN2D
	Description

	filters
	int  16 – 256
	The number of filters in convolutional layers

	kernel_size
	int  3 – 9
	Kernel size of convolutional layers

	dropout0
	float 0 – 0.5
	Dropout rate before a Fully connected layer

	dropout1
	float 0 – 0.5
	Dropout rate before a Fully connected layer

	dropout2
	float 0 – 0.5
	Dropout rate before a Fully connected layer

	dense
	int  16 – 256
	The number of units in Fully connected layers

	lr
	float 1e-4 –1e-3
	Learning rate for the optimizer


“lr” was sampled from a logarithmic scale.


