Table S3. Architectures for CNN1D and CNN2D

|  |  |  |  |
| --- | --- | --- | --- |
| CNN1D | | CNN2D | |
| Type of layer | Output shape | Type of layer | Output shape |
| Input | N, P, 1 | Input | N, P, 2, 1 |
| Conv1D | N, P, F | Conv2D | N, P, 2, F |
| Conv1D | N, P, F | Conv2D | N, P, 2, F |
| MaxPooling1D | N, P / 2, F | MaxPooling2D | N, P / 2, 1, F |
| Conv1D | N, P / 2, 2 \* F | Conv2D | N, P / 2, 1, 2 \* F |
| Conv1D | N, P / 2, 2 \* F | Conv2D | N, P / 2, 1, 2 \* F |
| MaxPooling1D | N, P / 4, 2 \* F | MaxPooling2D | N, P / 4, 1, 2 \* F |
| Flatten | N, P \* F / 2 | Flatten | N, P \* F / 2 |
| Dropout | N, P \* F / 2 | Dropout | N, P \* F / 2 |
| Dense | N, 2 \* D | Dense | N, 2 \* D |
| Dropout | N, 2 \* D | Dropout | N, 2 \* D |
| Dense | N, D | Dense | N, D |
| Dropout | N, D | Dropout | N, D |
| Dense | N, 1 | Dense | N, 1 |

Layer types and the corresponding output shapes are shown on each row. Names of layer types are taken from the Keras library. “N”, “P”, “F”, and “D” denote batch size, number of SNPs, number of filters on the convolution layer, and number of units on the fully-connected layer, where F and D were optimized using the Optuna library.