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[bookmark: _dm4154svj3rx]Epidemiology
Dementia is a public health priority (Prince et al., 2015). The number of people with dementia is expected to triple by 2050 (Nichols et al., 2022). This surge presents a huge burden on health and social care, with one in three people expected to experience dementia onset. The economic impact is staggering, with costs projected to escalate from $2.8 trillion annually in 2019 to $4.7 trillion by 2030 and $16.9 trillion in 2050 (Nandi et al., 2022). Informal care accounts for nearly 50% of costs in high-income countries, but this proportion is even higher for low- and middle-income countries where social care covers only 15% (Prince et al., 2015). These projections underscore the urgent need for innovative, scalable solutions and care modes to address personal, clinical and economic consequences of dementia globally.

[bookmark: _559z5yeuxdz]Classification and characteristics of dementia syndromes
Dementia is marked by a gradual decline in cognitive and motor functions resulting from the progressive loss of brain cells. The symptoms typically occur in a continuum over several stages. This deterioration severely impacts behaviour, emotions, relationships and daily functioning. Dementia is not a single disease, but an umbrella term used to describe various brain disorders. The most common types are Alzheimer’s disease, Vascular dementia, dementia with Lewy bodies, frontotemporal dementia. Each type involves damage to particular brain cells in specific regions of the brain, leading to a spectrum of heterogenous symptoms. It is possible to have brain changes associated with more than one type of dementia at the same time, called mixed dementia (Kapasi et al., 2017; Schneider et al., 2007). Further complexity arises as these dementia types are further subdivided into genetic or familial categories, as well as those that are sporadic in nature, adding to the nuanced understanding and challenges associated with these disorders.

Alzheimer’s disease is the most prevalent cause of dementia, contributing to 50-75% of cases. Key symptoms are memory lapses, word-finding difficulties, and mood swings (Armstrong et al., 2024; Jack et al., 2018; Sheehan, 2012). Elevated levels of certain proteins inside and outside brain cells interfere with communication between cells and their health leading to the symptoms of Alzheimer’s (Lane et al., 2018). The hippocampus, the brain region responsible for learning and memory, and its brain cells are often the first site of damage. While most Alzheimer’s cases occur sporadically or in a late-onset basis, a rare familial form (<5%) linked to mutations in three genes – amyloid precursor protein, presenilin 1 and presenilin 2 – often presents under the age of 65, known as early-onset (“2023 Alzheimer’s disease facts and figures,” 2023).
Vascular dementia is the second most common cause of dementia, contributing to most of the mixed dementia(Bir et al., 2021; Iadecola et al., 2019). Vascular pathology often co-occurs with Alzheimer’s pathology, synergistically contributing to cognitive impairment (Chun et al., 2024). About 5-10% of dementia are vascular dementia alone (Brenowitz et al., 2017; Kapasi et al., 2017). It occurs due to brain’s blood vessel damage and reduced blood flow to the brain. The location and extent of brain damage depends on which blood vessels are blocked or damaged. Symptoms often include impaired judgment, planning, and organizational skills. Changes in personality and mood fluctuations also frequently occur.
Dementia with Lewy bodies involves abnormal protein deposits called Lewy bodies forming inside brain cells. About 5% dementia cases are dementia Lewy bodies alone, but most Lewy bodies affected brains show comorbid Alzheimer’s pathology (Kane et al., 2018). Early symptoms can include visual hallucinations, Parkinson's-like movement problems, and sleep disturbances. Memory loss and attention fluctuations tend to emerge later. Dementia with Lewy bodies shares some overlap with Alzheimer's and Parkinson's diseases.
Frontotemporal dementia (FTD) causes a spectrum of heterogenous clinical syndromes characterised by the progressive neuron degeneration in the brain's frontal and temporal lobes (Ferrari et al., 2019; Olney et al., 2017). Subcortical involvement may be an important aspect for understanding cognitive sequalae (Bocchetta et al., 2021). FTD differs from other dementias in two major ways. First, FTD is a common cause of young-onset dementia, with approximately 60% of patients being between 45 to 60 years old. Second, FTD impacts different aspects of cognition, personality and behaviour (Coyle-Gilchrist et al., 2016). FTD patients are typically diagnosed as having one of several principal syndromes including behavioural variant (bvFTD), primary progressive aphasias (PPA), with semantic variant (svPPA), nonfluent agrammatic variant (nfvPPA) and logopenic variant; and motor presentations, such as bvFTD with motor neuron disease (MDN) or atypical parkinsonian disorders like progressive supranuclear palsy (PSP, Steele-Richardson-Olszewski syndrome) (Rowe et al., 2021) and corticobasal syndrome (Jabbari et al., 2020). More recently a transdiagnostic approach has been proposed, demonstrating that FTD syndromes exist along a multidimensional spectrum rather than as discrete entities (Murley et al., 2020). 

[bookmark: _yhivvlng9x22]Diagnosis and neurodegenerative continuum
The diagnosis of dementia typically involves a comprehensive assessment process following consensus-based best practices (Alexander et al., 2014; Armstrong et al., 2024; Gorno-Tempini et al., 2011; Ismail et al., 2020; Rascovsky et al., 2007). A diagnosis of dementia requires observing a deviation from an individual’s normal mental functioning accompanied by a greater cognitive decline than what is expected from normal ageing. In other words, while dementia risk raises with age, it remains distinct from the normal ageing process. The neurodegenerative disease continuum manifest through subtle, initially unnoticeable brain changes in the affected individual, that eventually lead to cognitive impairments and ultimately, physical disability. This continuum includes two pre-dementia stages – preclinical dementia exhibiting unimpaired cognition and a prodromal stage exemplified by mild cognitive impairment in Alzheimer’s disease context – followed by three dementia stages of increased severity: mild, moderate and severe (“2023 Alzheimer’s disease facts and figures,” 2023).
This continuum of progressive neurocognitive decline can be assessed clinically using standardized scales of overall dementia severity, such as the Global Deterioration Scale, the Functional Assessment Staging Test or the Clinical Dementia Rating (Sheehan, 2012). Nevertheless, within the research setting, it is important to consider diverse aspects of the clinical manifestation of dementia. This can complemented with assessment scales of the clinical consequences of the disease (i.e. symptoms/sings) (Sheehan, 2012) and biological markers such as amyloid beta deposition, pathological tau, neurodegeneration (ANT) (Jack et al., 2018), and recently, vascular burden in Alzheimer’s context (Chun et al., 2024).
Assessment scales of the clinical syndrome can focus on screening for cognitive impairment based on professional-patient interaction such as Mini-Mental State Examination (Folstein et al., 1975), Montreal Cognitive Assessment (Nasreddine et al., 2005), and Addenbrooke’s Cognitive Assessment (Mioshi et al., 2006). Assessments can also focus on specific cognitive functions, such as memory (Buschke, 1984; Poos et al., 2021) and language (Peterson et al., 2021). Furthermore, informant-based, rather than patient-based, questionnaires such as the Cambridge Behavioural Inventory (CBI-R) have also been shown to distinguish between dementia subtypes (Wear et al., 2008).
Adhering to these consensus-based best practices assists in making an accurate and timely diagnosis of dementia and enables suitable management and support for patients and their families.
[bookmark: _jstma4suxq3i]Risk factors and prevention
The majority of people affected by dementia are age 65 or older, a condition known as late-onset dementia. Dementia is believed to develop as a result of combination of multiple factors rather than a single cause, with age, genetics and family history being the most prominent risk factors (“2023 Alzheimer’s disease facts and figures,” 2023).
Age is the strongest risk factor, with the chances of developing dementia rising dramatically with age. Genetics also play a major role, particularly the presence of APOE e4 gene variant. Individuals carrying one copy of the e4 variant have 3 times the risk  of developing Alzheimer’s disease, while those with two copies bear an 8-12 fold increased risk compared to those with copies of the neutral e3 variant. Over half of  those diagnosed with Alzheimer’s have at least one copy of the e4 variant.
While age, genetics and family history cannot be changed, some risk factors can be modified to reduce dementia risk. Examples include cardiovascular health, physical activity, smoking, alcohol, education level, hearing loss, social/cognitive engagement, obesity and traumatic brain injury. Addressing 12 modifiable risk factors may prevent or delay up to 40% of dementia cases (Livingston et al., 2020). Importantly, these risk factors are interconnected across the lifespan, with early-life influences impacting outcomes in middle age. Both individual behavioral changes and public health policies can modify these factors. As discussed below, integration of LLM solutions for personalised management and support, extending beyond disease modeling, risk assessment, intervention planning and monitoring (Agbavor and Liang, 2022; Bzdok et al., 2024; de Arriba-Pérez et al., 2023; Demszky et al., 2023; Loconte et al., 2023; Tian et al., 2024; Wang et al., 2023), may further enhance the effectiveness of dementia treatment and prevention strategies. 
In summary, while age, genetics, and family history represent the primary risk factors for dementia and remain beyond individual control, focusing on modifiable risk factors, particularly during midlife, may significantly reduce one’s chances of developing Alzheimer’s and other dementias in later years.
[bookmark: _i5ntj0yygkwb]Treatment
Currently, there is no cure for dementia. However, with the right care and support, it is possible for someone to live as well as possible for as long as possible. Various treatments for dementia include pharmacological and non-pharmacological approaches, as well as management strategies. 
Conventional pharmacological treatments primarily target symptom improvement rather than disease modification. In other words, no drugs can stop or reverse dementia, only temporarily help manage symptoms. However, recent years have seen significant advancements in dementia treatments, as highlighted by Alzforum’s analysis (https://www.alzforum.org/news/community-news/2023-bumper-year-treatment-and-science-alzheimers). In 2023, the US Food and Drug Administration (FDA) approved several Alzheimer’s drugs, making progress over 2022. Other countries like Japan and China followed. Among these was lecanemab, an anti-amyloid antibody aiming to alter disease biology by removing beta-amyloid and slowing cognitive decline in early-stage Alzheimer’s (Gandy, 2023). However, these drugs have common side effects including headaches, infusion reactions and amyloid-related imaging abnormalities (ARIA) (Honig et al., 2023). Thus, beside developments on improving efficacy of disease-modifying treatments, ongoing efforts also focus on solutions designed to mitigate adverse events associated with ARIA (Doran and Sawyer, 2024).   
Finally, the combination of traditional pharmaceutical treatments and non-pharmacological interventions, including physical activity and cognitive exercises, may offer a more effective approach to maintain cognitive function and enhance overall quality of life (Chalfont et al., 2020; Dimitriou et al., 2022; Zucchella et al., 2018). This could be further complemented by proactive management of care strategies, including treatment optimisation, caregiver training, and community support networks, to improve patient outcomes and enhance caregiver well being. 
[bookmark: _kgw2tedb0rj2]Supplement B. Brief history of Large Language Models (LLMs)
While LLMs gained widespread popularity in recent years, they are firmly rooted in an area of AI research known as Natural Language Processing (NLP), an interdisciplinary fusion of computer science and linguistics. NLP is primarily concerned with enabling machines to interpret, generate, and respond to human language in a manner akin to our own cognitive abilities. LLMs are the latest iteration towards establishing such machines. Historically, the seeds of NLP can be traced back to the 1950s, with pioneering experiments such as the Georgetown-IBM experiment, which sought to automatically translate Russian sentences into English (Hutchins, 2004). Early NLP endeavors were heavily rule-based, relying on meticulously crafted grammars and lexicons (Basili et al., 1996; Chan and Franklin, 1998), which, while laudable, were often brittle and lacked scalability (Lenat et al., 1985). The late 1980s and 1990s ushered in a paradigm shift, with statistical methods and probabilistic models, especially those predicated on Markov chains and Hidden Markov Models, gaining prominence (Collins, 2002; Fine et al., 1998). This era was characterized by the machine's ability to learn from vast amounts of textual data, rather than relying solely on hardcoded linguistic rules. The subsequent advent of neural networks and deep learning in the 2010s provided an additional impetus to NLP's evolution. Techniques like word embeddings (e.g., word2vec), which offered a dense vector representation of words capturing semantic meaning, became foundational (Goldberg, 2017). Recurrent Neural Networks (RNNs) and their variants like Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) further advanced sequence-based tasks such as translation and sentiment analysis (Minaee et al., 2019; Wu et al., 2016). However, it was the introduction of the transformer architecture in 2017 (Vaswani et al., 2017), predicated on self-attention mechanisms (Parikh et al., 2016), that truly revolutionized the field, enabling the development of high-capacity models like BERT (Devlin et al., 2019) and GPT (Radford et al., 2018) that have since set numerous benchmarks.
[bookmark: _msip9res9e45]Supplement C. Regulatory challenges
The use of Large Language Models (LLMs) in healthcare holds great opportunities for improving patient outcomes, yet it also presents substantial challenges and risks that must be properly regulated (Meskó and Topol, 2023). Researchers are rightly concerned that, although this technology has transformative potential, its societal risks may outweigh its benefits if not implemented responsibly (Gabriel, 2020). Concerns have been raised, particularly regarding ethics (Floridi and Floridi, 2023; Tsarapatsanis and Aletras, 2021), bias (Blodgett et al., 2020; Hovy and Prabhumoye, 2021), safety (Dobbe et al., 2021), and environmental impact (Etzioni, n.d.; Rillig et al., 2023; Strubell et al., 2019). Proactive regulatory measures are vital to harness the potential benefits of AI-driven technologies like LLMs while mitigating associated risks and maintaining the trust of both patients and healthcare providers. Moreover, LLMs have the potential to be the pioneering category of AI-based medical technologies subject to regulation designed with patient input, ensuring that these rapidly evolving AI tools are tailored to meet real-life clinical and patient needs (Meskó and Topol, 2023).
[bookmark: _atsmg0dpb9i8]Data Privacy
The potential violation of contextual integrity in the deployment of generative AI models, particularly when trained on personal data taken out of its original context, raises significant privacy concerns for individual consumers. This issue is exemplified by scenarios where individuals unknowingly contribute their personal data, to train AI models without informed consent. As public awareness grows regarding the use of personal data for training generative AI models, it may lead to chilling effects unless existing legislation, such as the general data protection regulation (GDPR), is enforced against companies deploying these models (Norwegian Consumer Council, 2023). Ensuring patient data privacy is a critical consideration when implementing LLMs in healthcare, necessitating stringent regulations for the thorough anonymisation and protection of patient data used in model training to prevent potential breaches. Compliance with patient data privacy laws, such as the Health Insurance Portability and Accountability Act (HIPAA) in the United States, is imperative to avoid severe consequences, highlighting the regulatory challenges faced in deploying LLMs in healthcare settings (Meskó and Topol, 2023). Additionally, the integration of AI tools into healthcare management requires securing informed consent from patients, a complex task due to the challenges patients face in understanding the implications of AI usage. Addressing this complexity within regulatory frameworks is essential to ensure effective patient consent in the context of AI applications in healthcare (Meskó and Topol, 2023).
[bookmark: _s3815dsscr6x]Interpretability and Transparency
Transparency is crucial in areas such as data collection, content moderation decisions, and understanding environmental and social impacts. Unfortunately, some AI developers, including Google, Microsoft, and OpenAI, exhibit a trend of limiting external scrutiny. Concerns arise as closed systems hinder verification and dispute of AI capabilities. Trade agreements may restrict lawmakers from demanding transparency, undermining democratic principles. The lack of transparency extends to service providers using third-party generative AI models, posing challenges in assigning liability and accountability. Collaboration between companies, like Klarna and OpenAI, emphasizes the need for accessible information to evaluate AI system impacts on consumers and enforce regulations effectively (Norwegian Consumer Council, 2023). Regulations must enforce transparency in understanding how AI models make decisions, particularly concerning AI models often described as "black boxes" due to their intricate algorithms (Meskó and Topol, 2023).
[bookmark: _njcs1ofhmjad]Fairness and Mitigating Bias
Recent years have seen a growing focus in computer science literature on the risks associated with LLMs. Two main strands of literature have emerged: one relating to fairness and machine learning in general (Barocas et al., 2023) as well as specific examples of algorithmic bias risks in NLP (Field et al., 2023; Kidd and Birhane, 2023; Talat et al., 2022), computer vision (Wolfe et al., 2023), multimodal models (Birhane et al., 2021), as well as privacy risks (Mireshghallah et al., 2022); the other taking a holistic view of LLMs, considering broader risks such as environmental impact, bias, representation, and hate speech (Goanta et al., 2023). Risk and uncertainty frameworks, foundational in risk regulation, involve quantifying risk for policy-making, a complex task, particularly for globally transcendent technologies like LLMs, given their complexity, information asymmetry, and alignment controversies, contributing to 
considerable uncertainty (Goanta et al., 2023). Regulatory safeguards are crucial to prevent biases in AI models, which can be inadvertently introduced during the training process using patient data and lead to healthcare disparities (Meskó and Topol, 2023).

[bookmark: _am1f4lst1ww2]Liability for Medical Malpractice
Determining liability in cases where AI-generated recommendations result in patient harm presents a regulatory challenge. Regulations need to clarify who bears responsibility: the AI developers, the healthcare professionals implementing the AI, or the institutions adopting it (Meskó and Topol, 2023). The European Commission has introduced a proposal for an updated product liability directive (revised PLD). The updated directive is also meant to cover software, including AI systems (Buscke, 2023). The European Commission has proposed the AI Liability Directive (AILD) alongside the Artificial Intelligence Act (AIA) and as an extension of the Product Liability Directive (PLD), aiming to facilitate consumer compensation for AI-induced harms. While the AILD, currently in draft form, awaits finalization contingent on AIA adoption, it allows consumers to claim compensation for both material and non-material harms, subject to national legal frameworks. However, significant limitations demand consumers prove fault on the part of AI system operators, requiring technical expertise beyond regular capacity. To enhance consumer protection, recommendations include non-fault-based liability and a reversal of the burden of proof. Uncertainties persist on the classification of generative AI under the AIA, potentially making AILD applicable. Yet, compensation claims for inaccuracies from generative AI lack harmonization, necessitating case-specific assessments (Norwegian Consumer Council, 2023).
[bookmark: _92wo3pfzjweg]Continuous Monitoring and Validation: Ensuring Reliability Over Time
The continuous performance, accuracy, and validation of AI tools over time and across different populations is a crucial regulatory challenge. Regulatory bodies must establish mechanisms for ongoing monitoring and validation to ensure the effectiveness and safety of AI tools in healthcare scenarios (Meskó and Topol, 2023).
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