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SUPPLEMENTARY VIDEOS

Videos of biological motion stimuli used in the experiments are available at:

http://Jjournal.frontiersin.org/article/10.3389/fncom.2015.00079/abstract

SUPPLEMENTARY DERIVATIONS
PATTERN RECRUITMENT PROBABILITY

Given the activations o¢(t) and o4(t) of two pattern neurons, the probability that the activation of pattern f is
greater than the activation of neuron g follows from the cumulative distribution function of the difference of two
Cauchy-distributed random variables:

(t) = C(v, nety(t)) ,
(t) = C(y,nety(t))
04(t)) = plog(t) —of(t) <0) ,
= CC(0, 27, nety(t) — nets(t)) , (1)

where CC(a, b, ¢) denotes the cumulative probability distribution that a Cauchy-distributed random variable with
scaling b and mean c is less than or equal to a. Given that pattern g is the best matching trained pattern and pattern
f is the free pattern with

nety(t) =6 ,

the probability that the free pattern is the winner and is thus recruited to represent the current driving data results in

0 — netg(t)>

2y

p(of(t) > 04(t) | nets(t)=0) = 1/2 + 1/x - arctan (
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PATTERN NEURON NOISE PARAMETRIZATION

Given the probability € that a new pattern f is recruited while the best matching trained pattern g has net input 6 + b:
Pog(t) = 0g(t) | nety(t) =0 +b) = €
the parameter ~ is determined by ¢ and b:

Y CC(0,29,0 +b—0) = ¢

—b
= 1/2 +1/x - arctan (2 ) =e
& 7/2 + arctan ( )
% = tan(em)
tan(em) - b
Sy=—5—

LATERAL INHIBITORY PRE-SYNAPTIC PROCESS FUNCTION

Given that the output of a pattern neuron j
0j(t) = C(v,net;(t))

is determined by signal ), s;;(t), noise C(v,0), and a lateral inhibition sj;(¢) by another pattern neuron k # j,
such that

0j(t) = C(v,0) + sk (t) + Z sij(t)

while the output of the pattern neuron k is determined analogously, but without lateral inhibition. Given also the
probability p(o; > oj,) = wy; that the activation of neuron j is greater than the activation of neuron £, it follows by

Equation 1 that

)+ 550 = Do Sik(t)}>

wy; = 1/2 + /= - arctan <[Skj( ) 2

skji(t) + 325 (si5(t) — Sik(t))>

2y

& wy;m™ = 7/2 + arctan (

—2y
sk (t) + 22, (si(t) — sin(t))

@ L
sij(t) + z sij(t) = sik(t)) = tan(wy;m)

& tan(wg;m) =

& 85(0) = s+ 3 (sult) — s (0)
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Under the assumption that there is no signal, and by applying a hyperbolic tangens to limit the range of the lateral
inhibition, we approximate the lateral inhibitory pre-synaptic process function by

-2
sk;(t) = tanh <7>

tan (wy;m)
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