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Configuration of Stable Diffusion 

We generated images using the v1-5-pruned-emaonly checkpoint (Rombach & Esser, n.d.) in 

Experiment 1 and Experiment 2. The checkpoint refers to pre-trained model weights that are trained on 

sets of specific styles or genres of images. We chose the v1-5 checkpoint specifically because it is a 

broad general-purpose model that can be used for generating photo-realistic images of many different 

types of inputs (Rombach & Esser, n.d.). We set the seed value for noise generation to -1 (random seed) 

in our experiments. The sampling method and sampling steps were also configured. The sampling 

method refers to the algorithm used to go from random noise to a generated image, and the sampling 

steps to the number of iterations in the process. These parameters both affect the overall visual style, 

image contents, and image quality. Based on prior work (Bagu, 2023; McCormick, 2023; Patel, 2023; 

RunDiffusion, 2023; Stable Diffusion Art, 2023a), we chose the Euler Ancestral sampling method 

running 50 sampling steps. The Euler Ancestral sampling method adds additional randomness to each 

denoising step in Stable Diffusion, thereby generating a broader variation in the visual outputs (Stable 

Diffusion Art, 2023a). This has drawbacks in terms of less consistency between each sampling step but 

can be a useful sampling method when searching for inspiration (McCormick, 2023), or in our case 

seeking to explore an extensive variety of visual outputs. Setting the sampling steps to 50 caused slow 

generation speeds but resulted in highly detailed visual outputs, allowing for close inspection in our 

content analyses and categorizations of the outputs.  

In Experiment 1 that used TTI generative AI, we adjusted how closely the AI conformed to the provided 

text prompts. This is determined by the classifier-free guidance (CFG) scale in the range of 1-30. 

Increasing the CFG value makes Stable Diffusion conform closely to text prompts, however at the cost 

of lower overall image quality. On the contrary, lowering the CFG scale increases the image quality 

while drastically steering away from the provided text prompts. Following the recommendations from 

Getimg.ai (n.d.), we set the CFG scale value to 9, striking a compromise between image quality and 

flexibility for unexpected outcomes.  

In Experiment 2, in which we combined TTI and ITI generation, we used the same CFG scale value as 

in Experiment 1 for overall consistency. Furthermore, we adjusted the denoising strength in Experiment 

2. Ranging from 0 to 1, the denoising strength value determines the amount of noise added during the 

reverse process of recovering a denoised image from the “noisy” or diffused version. A denoising 
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strength of 0 results in an output completely mirroring the input, while a setting of 1 leads to only noise, 

generating an output fully unrelated to the input. Following recommendations for how to generate 

images that differed from their input source but were not entirely unrelated (Stable Diffusion Art, 

2023b), we set the denoising strength to 0.75. 
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