
Supplemental Text S4. Mathematical Definition of Precision and Prediction Power 

 

Precision 

Given the ranking of the non-observed links, the Precision is defined as the ratio of 

relevant items selected to the number of items selected [1]. That is to say, if we take 

the top-L links as the predicted ones, among which Lr links are right (i.e., there are Lr 

links in the probe set EP ), then the Precision equals Lr/L. Clearly, higher precision 

means higher prediction accuracy. 

 

Figure 1. The Illustration of the calculation of Precision 

Figure 1 shows an example of how to calculate the Precision. In 

this simple graph, there are five nodes, seven existent links and 

three nonexistent links ((1, 2), (1, 4) and (3, 4)). To test the 

algorithm’s accuracy, we need to select some existent links as 

probe links. For instance, we pick (1, 3) and (4, 5) as probe links, 

which are presented by dash lines in the right plot. Then, any 

algorithm can only make use of the information contained in the 

training graph (presented by solid lines in the right plot). If an 

algorithm assigns scores of all non-observed links as s12 = 0.4, 

s13 = 0.5, s14 = 0.6, s34 = 0.5 and s45 = 0.6. To calculate 

Precision, if L = 2, the predicted links are (1, 4) and (4, 5). 

Clearly, the former is wrong while the latter is right, and thus the 

Precision equals 0.5. 

 

Prediction Power 

To characterise the deviation of each predictor from randomness, we transformed 

the indices’ mean precisions at each sparsification level into decibels as 

Prediction Power = 10 × log10

PreM

PreR
 



taking the mean performance of the random predictor as a reference [2]. PreM is the 

precision of simulation model. PreR is the precision of random method. The value of 

prediction power is more close to 0, the prediction effect is more trended to random 

prediction. The predictive power, measured at different sparsification levels, 

generated a prediction power curve, and the area under this curve summarised the 

power of each predictor. 
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