
Supplementary methods 
Clinical questionnaires  
Four scales showing the clinical phenotype of the ME/CFS patients were used.   
Hospital Anxiety and Depression scale (HADS) was used to determine the levels of 
anxiety and depression that the study participants were experiencing (Zigmond and 
Snaith 1983). The HADS anxiety and HADS depression scores range from 0 to 21. A 
score of equal or more than 10 allows for clinically significant anxiety or depression 
symptoms to be suspected.  

The Short-Form 36 (SF-36) is a validated and widely used questionnaire to assess 
health-related quality of life (Sullivan, Karlsson, and Ware 1995; Sullivan and 
Karlsson 1998). The 36 items in the questionnaire are grouped into 8 subscale scores 
listed in Supplementary Table 1. The subscale scores range from 0 to 100, with a 
higher score indicating a better health-related quality of life.  

In order to directly study ME/CFS symptoms, patients were asked to rate the 
occurrence and severity of the common symptoms listed in Supplementary Table 
1. Symptom severity during the last week was rated on a 0-4-point scale 
(“none”, ”mild”, “moderate”, “severe”, ”unbearable”). This questionnaire has 
previously been used to study clinical subgroups (Jonsjö et al. 2017).

For statistical comparisons of the patient groups from Stockholm and Oslo, the 
same procedure was used as for the laboratory data. In short, for variables with 
normal distribution before or after log10 transformation, Students T-test was used. 
For non-normal variables, Mann-Whitney U test was used.  

Phenotypic stainings 
For the studies of cell quantities in peripheral blood, blood was collected in heparin 
tubes and stained with fluorochrome-conjugated antibodies as indicated in Table S2 in 
Trucount tubes (BD biosciences) within 6 hours of venepuncture. After 15 minutes, 
the erythrocytes were lysed using a lysis solution for 15 minutes (BD biosciences). 
This was followed by flow cytometry.  

For intracellular stainings of perforin, granzymes as well as base-line CD69 and 
activation panel for Oslo, freshly thawed PBMC were surface stained with 
fluorochrome-conjugated antibodies in FACS buffer for 30 minutes at room 
temperature (see Table S2 for a list of antibodies). Cells were then fixed in a 
paraformaldehyde-containing buffer (Fix/Perm Buffer, BD Biosciences) followed by 
intracellular staining with antibodies indicated in Table S2 for 30 minutes at room 
temperature with a saponin containing permeabilization solution (Perm/Wash Buffer, 
BD Biosciences). As controls for the internal stainings, a set of isotype control 
antibodies was used. These stainings were followed by analyses by flow cytometry. 

For cytotoxic lymphocyte activation and adaptive NK cell panels, freshly thawed 
PBMC were surface stained with fluorochrome-conjugated antibodies as indicated in 
Table S2 for 30 minutes at room temperature in FACS buffer. Cells were then fixed in 
a paraformaldehyde containing buffer (Fix/Perm Buffer, BD Biosciences) at 37°C for 
15 minutes. After this, the cells were permeabilized in PBS supplemented with 0.05% 
Triton X-100 (Sigma-Aldrich) for 5 minutes at room temperature, followed by 
primary (and for the adaptive NK cell panel, secondary and tertiary) intracellular 
stainings (Table S2), which were performed for 30 minutes at room temperature (the 
tertiary intracellular staining for the adaptive NK cell panel was prolonged to two 
hours) in FACS buffer. 

The gating strategies for the different panels were similar, as outlined (Fig. 4A). 
First, lymphocytes and single cells were identified with forward scatter/side scatter 



characteristics. Thereafter, cells negative for CD4, CD14, CD19 (CD20bright in the true 
count panel) and negative for the dead cell marker were selected. This was followed 
by a division into CD3 positive and negative cells. In the CD3 negative compartment, 
CD56dim and CD56bright cells were separated, aided by the exclusive CD57 expression 
by the CD56dim cells. In the CD3 positive compartment, cells negative for TCR-gd (in 
all panels except the TruCount panel) and positive for CD8 were identified. These 
cells were further divided into CD57 positive and CD57 negative cells.  

For the TruCount panel, counts were calculated based on the relation in cell 
subset number to the number of acquired beads in the sample. 

For the cytotoxic protein panels, median fluorescence values were calculated as 
median(x)-median(isox), where x a specific cell type in a specific donor and isox is the 
isotype control for the same cell type and donor. One exception was perforin in the 
Stockholm sample that was instead calculated as median(x)-median(CD4x) where x is 
a specific cell type in a specific donor and CD4x is the CD3+CD4+CD57– T cell 
population (that lacks perforin expression) in the same donor. The cytotoxic proteins 
in the CD3+CD8+CD57– compartment are bimodally expressed, due to the 
heterogeneity of this cell population. For these cells, the cytotoxic proteins were 
quantified using histogram gates instead.  

For the activation and adaptive NK cell panels, gates were made on histograms 
for the markers of interest.  

Functional evaluations using flow cytometry 
For assessment of functional responses in the Stockholm sample, thawed PBMC that 
had been rested overnight were incubated complete media containing differing 
concentrations of CellTracker Green (Invitrogen, Waltham, MA) for 15 minutes, to 
bar code the samples for the final flow cytometry steps. Thereafter, the media was 
exchanged to complete media supplemented with Brefeldin A (GolgiPlug, BD 
Biosciences), or to complete media supplemented with Brefeldin A in combination 
with K562 cells, Raji cells, Raji cells supplemented with Rituximab antibody, P815 
cells, P815 cells supplemented with anti-CD3, anti-CD16 or anti-CD226+anti-
CD244. Following a 4-hour stimulation, the eight stimulated samples from each donor 
were surface stained with antibodies as indicated in Table S2 at room temperature in 
FACS buffer. During the 30-minute staining, four samples from each donor were 
concatenated in one well, resulting in two wells per donor. Cells were then fixed in 
Fix/Perm buffer followed by intracellular staining with antibodies to TNF and IFN-γ 
for 30 minutes at room temperature in Perm/Wash buffer. This was followed by flow 
cytometric analysis. 

For the Oslo patients, the experiment was repeated in a similar fashion, but P815 
cells, P815 cells supplemented with anti-CD3, anti-CD16 and anti-CD226+anti-
CD244 were the targets. The panel was also adjusted. See Table S2. Erroneously, the 
UCHT.1 clone of anti-CD3 antibody was used for stimulation instead of S4.1, that 
was used in the Stockholm cohort. This likely explains the weaker responses in 
the Oslo CD8+ T cell subsets.  

For assessment of functional responses after inhibition with adrenaline, PBMC 
that had been rested overnight were bar coded as described above, and then complete 
media containing 1.1, 0.11 0.011 or 0 µM adrenaline was added and the cells were 
incubated for 15 minutes at 37°C in a humified incubator with 5% CO2. Thereafter, 
stimulation solutions based on complete media supplemented with Brefeldin A and 
added P815 cells or P815 cells with anti-CD16 was added. Following a 4-hour 
stimulation, the samples from each donor were surface stained with antibodies as 



indicated in Table S2 at room temperature in FACS buffer. During the 30-minute 
staining, the two samples from each donor and concentration were concatenated. Cells 
were then fixed in Fix/Perm buffer followed by intracellular staining with antibodies 
to TNF and IFN-γ for 30 minutes at room temperature in Perm/Wash buffer. After 
this, flow cytometry was performed.  

The general gating strategy for the functional experiments is outlined in fig. S1. 
First, lymphocytes and single cells were identified with forward scatter/side scatter 
characteristics. This was followed by identification of CD14-CD19- living cells, and 
separation of CD3+ and CD3- cells. In the CD3+ compartment, TCR-γδ+ T-cells were 
excluded, followed by identification of CD4-CD8+ cells. After this, CD57+ and 
CD57- cells were separated. In the CD3- compartment, CD56bright and dim cells 
were identified. As the different stimulations had different intensities of the barcode, 
the remaining cell populations for the four CD8 T and NK cell subsets were separated 
into different stimulations (in the follow-up Oslo experiment, no bar code was 
included). Gates for CD107a, IFN-γ and TNF were subsequently drawn based on the 
most relevant non-stimulatory condition, i.e. no target or P815. 

Cytotoxicity assay 
For assessment of cytotoxicity by PBMC, the cells were thawed and rested overnight 
in complete media. PBMC at different concentrations were mixed with 5 ´ 103 51Cr-
labeled K562 cells and incubated in duplicate for 4 hours at 37°C. Effector-to-target 
cell ratios ranged from 10 to 0.3 in 96-well V-bottom plates. The supernatants were 
measured for 51Cr-release on a gamma-counter (Perklin-Elmer, Waltham, MA). 
Cytotoxic activity (specific NK cell lysis) in samples was measured with the 
following formula: (x-min)/(max-min)/(NK cell fraction), where ‘x’ is the average 
value from the doublets acquired for every sample, ‘min’ is the spontaneous 51Cr 
release from K562 cells, ‘max’ is the 51Cr release from target cells lysed in 1M HCl, 
and ‘NK cell fraction’ is the fraction of NK cells out of total lymphocytes from the 
same donor in the phenotypic stainings performed simultaneously. 

Statistical methods 
Probing for normal distributions, subsequent transformations, Student T test and 
Mann-Whitney U test 
For all investigated cytotoxic lymphocyte phenotypic and functional read-outs, the 
Shapiro-Wilk (Shapiro and Wilk 1965) test was used to test if normal distribution 
could be assumed. In the cases where this was not the case, a log10-transformation 
was performed and the Shapiro-Wilk test was re-performed.  

For Fig. 1-5, if normality could not be assumed even after transformation, p-
values were obtained with the non-parametric Mann-Whitney U test. In all other 
cases, a Student T test was performed to compare the groups.  

For the principal component, sparse projection to latent structures discriminant, 
receiver operating characteristic and Pearson product-moment correlation analyses, 
where normality was a prerequisite, parameters where the log10-transformation did 
not result in normality were first reversed by taking max(parameterx+1)-x where x is 
any value and max(parameterx) is the highest value in the parameter where x is 
present, and subsequently log10 transformed. After this, the Shapiro-Wilk test was re-
performed and the distribution amongst the original, the log10 transformed and the 
rev-log10 transformed version of the data that was closest to normality was selected. 
Scripts were written in R (version 3.2 (R Core Team 2017)) for this, and included the 
use of package fBasics (Rmetrics Core Team et al. 2014). 



SPICE analysis of adaptive NK cell subsets 
For the analysis of all possible combinations of NKG2C, EAT-2, FcΕR1γ, SYK and 
PLZF in the Oslo sample, SPICE (Roederer, Nozzi, and Nason 2011) was deployed. 
First, Boolean gating was performed using FlowJo, and the percentage of cells being 
positive for any combination of markers was exported. This information was then pre-
processed to a SPICE-compatible format in Excel and then imported to SPICE. In 
SPICE, the donors were grouped, and the ME/CFS patients and controls were 
overlaid, whereas NKG2C, EAT-2, FcΕR1γ, SYK and PLZF were categorical. 

Principal component analysis 
Principal component analysis (PCA) was performed on the 51 variables common to 
the Stockholm and the Oslo analysis. The pre-processing steps were transformation to 
obtain normal distribution (see above for details), followed by mean centering and 
unit variance scaling. A PCA model with 51 components was developed for 
Stockholm and 43 components for Oslo (due to a total number of 43 donors), 14 
components were chosen. These together explained ≈80% of the variance (Fig. S2a). 
For this, R package mixOmics (Cao et al. 2016) was used. For visualization, R 
packages base (R Core Team 2017) and ggplot2 (Hadley 2009) was used.  

Sparse projection to latent structures discriminant analysis 
Projection to latent structures discriminant analysis (PLS-DA) is a supervised method 
that identifies the angle through a multidimensional data cloud that separates two 
groups at maximum. Methods based on projection to latent structures are very useful 
for data analysis where there are a number of correlated measurements and where the 
number of observations is lower than or equal to the number of measurements. Sparse 
PLS-DA (sPLS-DA) is a variant of PLS-DA that identify the original measurements 
that contribute to angle through the data cloud that separates the groups (Lê Cao, 
Boitard, and Besse 2011).  

Before the sPLS-DA analyses, the data was transformed to obtain normal 
distribution, followed by mean centering and unit variance scaling. To increase the 
generalizability of the findings, the sPLS-DA performed on 1000 bootstrap 
subsamples, each with five cross-validation folds, using the R package bootsPLS 
(Rohart, Cao, and Wells 2015). In accordance with previous studies, one-dimensional 
models were created (Lê Cao, Boitard, and Besse 2011). The result was visualized 
with r package ggplot2 (Hadley 2009). 

Cross-over prediction modelling using sPLS-DA result with receiver operating 
characteristic (ROC) curves 
ROC curves were generated by taking the variables and loadings from the sPLS-
DA in cohort 1 (e.g. Stockholm), retrieve the same variables from cohort 2 (e.g. 
Oslo), transform them in the same way as the original variables (from cohort 1) 
and then multiply them by the sPLS-DA loadings from cohort 1 to synthesize 
the same component/vector as in the cohort 1 sPLS-DA. This component/vector was 
then used as input in the ROC analysis for cohort 2 that was performed with the 
R package pROC.  

Comparison of clinical-laboratory correlations between the Stockholm and Oslo 
sample 



All 51 cytotoxic lymphocyte values were transformed to their most 
normal distribution, as described above. Thereafter, the Pearson product moment-
correlations between the 21 clinical and the transformed cytotoxic lymphocyte 
values were calculated using the cor.test function in the R stats package (R Core 
Team 2017). Both the correlation estimate and the correlation p-values were 
exported. Then, the correlation estimates from the Oslo sample were plotted 
as a function of the correlation estimates from the Stockholm group. P-values 
lower than 0.01 are highlightet with with colors.   
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Supplementary figures and figure legends 

Figure S1 

Gating strategy for functional panels. The full gating strategy is shown up to the four 
CD8+ T and NK cell subsets. For the CD8+CD57+ cells, the bar code and functional 
parameter gates are also included. DCM=dead cell marker. Bar code=cell tracker 
green at different concentrations. The data shows one representative donor.  
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Figure S2

Principal component analyses for cytotoxic lymphocyte parameters common to the 
Stockholm and Oslo samples. Two columns are shown, where column one and two 
depicts separate analyses for the Stockholm and Oslo sample, respectively. (a): The 
cumulative percent of variance explained by the 51/43 principal components. (b): The 
distribution of the patients and controls in the 3rd to 14th principal component. Grey 
and black color indicates control and ME/CFS individual, respectively. For the 
Stockholm and Oslo samples respectively, 23+28, and 20+23 patients+controls, are 
included in the analyses. 
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Figure S3

Comparison of p-values between the Stockholm and Oslo samples 
Oslo p-values from single cytotoxic lymphocyte phenotypic and functional analyses 
are plotted as a function of Stockholm p-values from the same analyses. Yellow dots 
should show significant differences that overlap between the analyses (none present). 
Red and green dots should show significant differences in the Stockholm and Oslo 
sample, respectively (no green dots present). 
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