Supplementary Material

# Supplementary Methods Details

## CNN Architecture

The CNN contained five convolutional layers, a fully connected layer of 400 units, and a final output layer where the number of units was equal to the number of classes for the given task (i.e. five or two). Global average pooling was applied after the final convolutional layer to decrease the number of parameters and to speed up learning. (1) Each layer of the model used a rectifying nonlinearity (ReLU) activation function to speed up the training time, (2)except for the final layer which used a Softmax activation function to output the final model prediction. The output unit/class with the highest overall final activation was used as the model’s prediction and was compared against the provided label to assess performance.

A learning rate of 0.01 and a decay value of 10-5 was used to train the model to minimize the ordinal categorical cross entropy using the nonlinear optimization algorithm Adam. (3) Three hundred epochs were used to train the model to convergence. The first convolutional layer contained 16 filters, the second and third layers contained 32 filters and the fourth and fifth layers contained 64 filters (Figure 1). Each filter in the entire model was 3x3 pixels in size and had a stride length of 1 pixel. Batch normalization and max pooling were applied after each convolutional layer to make training more robust and efficient, (4) and reduce the size of the image for subsequent layers respectively. (5) We used batch sizes of 25 images, and max pooling inputs patches of 3x3 pixels with a stride length of 2x2 pixels. Finally, a dropout of 0.5 was used for the fully connected layer to reduce overfitting and promote the learning of independent features. (6)

## Cross-validation

Each model was trained and evaluated using a 5-fold cross-validation loop. Cross-validation is a technique whereby a model is repeatedly trained and tested on different sets of the data to evaluate how generalizable its results are. In the current study, the sagittal images were shuffled and then split into five sets, with all images belonging to a patient remaining in the same set to ensure that within-patient similarities would not cause the model to overfit. Each of the five sets was used as a test set once. Model performance was assessed using classification accuracy, sensitivity, specificity, positive predictive value (PPV), and F1 score averaged across the five folds. The F1 score is the weighted average of precision and sensitivity, which provides a better assessment of the model’s performance when there is an imbalance in the number of samples of each class. (7) For a five-way classification problem, an F1-score of 0.2 corresponds to chance accuracy. No statistical comparisons were made against physician performance since no gold standard measure exists.
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