Supplementary Material

This document provides supplementary material pertaining to the manuscript “The potential of functional near-infrared spectroscopy-based neurofeedback – a systematic review and recommendations for best practice”.

# Data extraction

# See Supplementary\_file\_1\_Data\_extraction.xlsx

1. **Details of JBI ratings**

To assess the methodological quality of the included studies we used the checklist for quasi-experimental studies of the Joanna Briggs Institute (JBI) critical appraisal tools (Tufanaru et al., 2017). Table S1 shows detailed results of the ratings. Here we further specify the criteria we applied for the ratings.

***Item 2: Similar participants in compared groups***

We assumed similar participants in terms of baseline measures or demographics, even if a study did not report a check for similarity. We acknowledge that studies reporting baseline differences more transparently (e.g., Hudak et al., 2017; Marx et al., 2015) may have been rated worse on this item.

***Item 3: Similar treatment in compared groups***

Only a few studies explicitly checked this assumption (e.g., Marx et al., 2015). If a study did not report any other intervention/exposures we assumed that no additional treatment was provided and that participants in both groups had similar exposure to other variables and thus rated “yes” for this item.

***Item 4: Existence of control group/condition***

All control conditions were rated “yes”. Within-subject control conditions had to be randomized.

***Item 5: Multiple measurement points of the outcome***

In this respect, we deviated from the JBI manual, which required multiple measurement time points of the outcome both before and after the intervention, i.e., at least four measurement points. Due to the novelty of the field and given the relatively large proportion of pilot studies, requiring four measurement points seemed too rigorous and hence we considered two measurement points to be sufficient (i.e., a classical pre-post design). Some studies were mainly interested in regulation performance and did not have a separate pre- and post-intervention measurement to assess behavioral changes in a pre-post design. We rated “yes” for those studies if the design comprised at least two sessions on two separate days.

***Item 6: Completion of follow-up***

We assessed whether the primary endpoint was completed. Studies did not have to include separate follow-up measurements after training to fulfill this item. For within-subject designs, we assessed whether there were any participants that took part in only one condition. If a study was mainly interested in regulation performance and did not have at least two separate training sessions on two different days, we rated this item as “not applicable”.

***Item 9: Appropriate statistical methods***

We rated this item “No”, if no power analysis was conducted and the study was not labeled *pilot, proof-of concept/proof-of-principle, or feasibility study*.

Table S1. Quality assessments of the included studies according to the checklist for quasi-experimental studies of the Joanna Briggs Institute (JBI) critical appraisal tools.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Study** | **1. Cause and effect** | **2. Similar participants** | **3. Similar treatment** | **4. Control condition** | **5. Multiple measures** | **6. Follow up complete** | **7. Same outcome measures** | **8. Outcome reliability** | **9. Statistical methods** | **Total score** |
| Aranyi et al. (2016) | Y | N/A | N/A | N | N | N/A | N/A | Y | N | 2 |
| Barth et al. (2016) | Y | N/A | N/A | N | Y | N/A | N/A | Y | N | 3 |
| Fujimoto et al. (2017) | Y | Y | Y | Y | Y | Y | Y | Y | N | 8 |
| Hosseini et al. (2016) | Y | Y | Y | Y | Y | Y | Y | Y | N | 7 |
| Hudak et al. (2017) | Y | N | Y | Y | Y | Y | Y | Y | Y | 8 |
| Hudak et al. (2018) | Y | N/A | N/A | N | Y | N/A | N/A | Y | N | 3 |
| Kanoh et al. (2011) | Y | N/A | N/A | N | Y | Y | N/A | Y | N | 4 |
| Kimmig et al. (2018) | Y | N/A | N/A | N | Y | Y | N/A | Y | Y | 5 |
| Kinoshita et al. (2016) | Y | Y | Y | Y | N | N/A | Y | Y | N | 6 |
| Kober et al. (2014) | Y | Y | Y | Y | Y | Y | Y | Y | N | 7 |
| Kober et al. (2015) | Y | Y | Y | Y | Y | Y | Y | Y | N | 8 |
| Kober et al. (2018) | Y | N | Y | Y | N | N/A | Y | Y | N | 5 |
| Lapborisuth et al. (2017) | Y | N/A | N/A | N\* | N | N/A | N/A | Y | N | 2 |
| Lee et al. (2015) | Y | N/A | N/A | U\* | N | N/A | Y | Y | N | 3 |
| Li et al. (2019) | Y | Y | Y | Y | N | N/A | Y | Y | Y | 7 |
| Liu et al. (2016) | Y | U | U | Y | Y | Y | Y | Y | N/A | 6 |
| Marx et al. (2015) | Y | N | Y | Y | Y | Y | Y | Y | Y | 8 |
| Mihara et al. (2012) | Y | Y | Y | Y | N | N/A | Y | Y | N | 6 |
| Mihara et al. (2013) | Y | Y | Y | Y | Y | Y | Y | Y | N | 8 |
| Narita et al. (2015) | Y | N/A | N/A | N | Y | Y | N/A | Y | N | 4 |
| Trambaiolli et al. (2018) | Y | Y | Y | Y | N | N/A | Y | Y | N | 6 |
| Weyand et al. (2015) | Y | N/A | N/A | N | Y | Y | N/A | Y | N | 4 |
| Total | 22 | 9 | 12 | 13 | 14 | 12 | 14 | 22 | 4 | M = 5.55 SD = 2.15 |

Y. Yes; N. No; U. Unclear. N/A. Not Applicable; note that in some cases we deviated from the JBI manual (see Supplementary Material for details). \* Applied a within-control, but did not randomize order of conditions or did not report randomization.

# Details of CRED-nf ratings

To assess the experimental design and reporting quality of the included studies we used the CRED-nf checklist (Ros et al., 2020). Here we further specify the criteria we applied during the ratings. In some cases, we deviated from the original CRED-nf items and applied more lenient criteria. We note that this should be considered in future comparisons applying the CRED-nf checklist.

***Item 2b. When leveraging experimental designs where a double-blind is possible, use a double-blind***

We deviated from the original item and each study reporting any information about the blinding procedure was rated “yes”, including also single-blinded studies and studies discussing the absence of blinding.

***Item 4b. Report and justify the reinforcement schedule***

We did not consider justification of the reinforcement schedule necessary, but each study that at least reported feedback threshold criteria was rated “yes” on this item.

***Item 4d. Collect and report all brain activity variable(s) and/or contrasts used for feedback, as displayed to experimental participants***

Here we considered reporting of the essential time points (ii) rest blocks and (iii) training blocks to be sufficient if a study reported the contrast for regulation *vs.* rest for the channel(s) of interest used for feedback. Reporting or plotting main effects solely for the conditions of rest and regulation was not required.

***Item 5b. Plot within-session and between-session regulation blocks of feedback variable(s), as well as pre-to-post resting baselines or contrasts***

In this case we deviated from the original item, which requires plotting all three effects. Probably related to the novelty of the field, most studies did not apply pre-post resting baselines. In addition, there are several one-session designs that cannot plot any between-session effects. Hence, we rated “yes” if a study plotted time courses on at least one of the two temporal levels of within- or between-session.

Table S2. Reporting and design quality according to the CRED-nf checklist.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  | **Study** |  |
| **Domain** | **Items** | Aranyi et al. (2016) | Barth et al. (2016) | Fujimoto et al. (2017) | Hosseini et al. (2016) | Hudak et al. (2017) | Hudak et al. (2018) | Kanoh et al. (2011) | Kimmig et al. (2018) | Kinoshita et al. (2016) | Kober et al. (2014) | Kober et al. (2015) | Kober et al. (2018) | Lapborisuth et al. (2017) | Lee et al. (2015) | Li et al. (2019) | Liu et al. (2016) | Marx et al. (2015) | Mihara et al. (2012) | Mihara et al. (2013) | Narita et al. (2015) | Trambaiolli et al. (2018) | Weyand et al. (2015) | **Total** |
| **Pre-experiment** | 1a | Preregistration | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
|  | 1b | Sampling plan | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 8 |
| **Control groups** | 2a | Control condition | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 15 |
|  | 2b\* | Blinding | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 9 |
|  | 2c | Blinding - rater | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
|  | 2d | Blinding assessed | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
|  | 2e | Standard of care intervention group | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 2 |
| **Control measures** | 3a | Psychosocial factors assessed | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 6 |
|  | 3b | Strategy provided | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 16 |
|  | 3c | Strategies used | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 6 |
|  | 3d | Online-data processing and artifact control | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 18 |
|  | 3e | Effects of artifacts  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| **Feedback specifications** | 4a | Online feature extraction | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 21 |
| 4b\* | Reinforcement schedule | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 16 |
| 4c | Feedback modality and content | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 22 |
| 4d\* | Brain activity variables used for feedback | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 18 |
| 4e | Hardware and software | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 22 |
| **Outcome measures – Brain** | 5a | Neurofeedback regulation success | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 18 |
| 5b\* | Plots of feedback variable(s) | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 10 |
| 5c | Group comparison | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 7 |
| **Outcome measures - Behavior** | 6a | Clinical or behavioral significance | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6b | Correlation with behavioral outcomes | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 8 |
| **Data storage** | 7a | Data storage | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  |  | **CRED-nf essential** | 8 | 7 | 12 | 12 | 11 | 7 | 7 | 8 | 10 | 12 | 12 | 8 | 7 | 7 | 14 | 11 | 7 | 11 | 14 | 3 | 11 | 9 |  |
|  |  | **CRED-nf encouraged** | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 2 | 0 | 2 | 1 | 2 | 0 | 2 | 2 |  |
|  |  | **CRED-nf total** | 9 | 8 | 13 | 12 | 11 | 8 | 7 | 9 | 11 | 12 | 13 | 8 | 7 | 7 | 16 | 11 | 9 | 12 | 16 | 3 | 13 | 11 |  |

CRED-nf, Consensus on the reporting and experimental design of clinical and cognitive-behavioural neurofeedback studies checklist (Ros et al., 2019); 1 = reported; 0 = not reported. \* We deviated from the original CRED-nf items and applied more lenient criteria (see text above).

# Sensitivity and statistical power

Here we provide detailed results of the analysis of statistical sensitivity and power of the included studies. Table S3 shows results for the analyses of regulation performance and Table S4 for the analyses of behavioral effects reported by the individual studies.

Table S3. Sensitivity and statistical power for reported analysis of regulation performance.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Study** | **N** | **Sample size for test** | **Sensitivity** | **Power to detect** |
| **Test applied** | **80%**  | **95%**  | **d = 0.2** | **d = 0.5** | **d = 0.8** |
| Aranyi et al. (2016) | 18 | 17 | biserial correlation | d = 1.26 | d = 1.67 | 0.11 | 0.26 | 0.47 |
| Barth et al. (2016) | 13 | 13 | one-sample t-test (1-sided) | d = 0.73 | d = 0.97 | 0.17 | 0.52 | 0.86 |
| Fujimoto et al. (2017) | 20 | 20 | interaction of mixed-ANOVA (2x2) | d = 0.42 | d = 0.54 | 0.27 | 0.92 | 1 |
| Hosseini et al. (2016) | 20 | 10 | one-sample t-test on regression slopes (1-sided) | d = 0.85 | d = 1.13 | 0.15 | 0.43 | 0.75 |
| Hudak et al. (2017) | 20 | 10 | paired t-test (1-sided) | d = 0.85 | d = 1.13 | 0.15 | 0.43 | 0.75 |
| Hudak et al. (2018)  | 19 | 19 | paired t-test (1-sided) | d = 0.59 | d = 0.79 | 0.21 | 0.67 | 0.96 |
| Kimmig et al. (2018) | 11 | 11 | paired t-test (1-sided) | d = 0.81 | d = 1.07 | 0.15 | 0.46 | 0.8 |
| Kinoshita et al. (2016) | 24 | 24 | rm-ANOVA (1 factor) | d = 0.34 | d = 0.43 | 0.36 | 0.99 | 1 |
| Kober et al. (2014) | 17 | 17 | ANCOVA | d = 1.46 | d = 1.88 | 0.07 | 0.16 | 0.34 |
| Kober et al. (2015) | 20 | 7 sessions | linear regression  | d = 2.66 | d = 3.46 | 0.06 | 0.09 | 0.14 |
| Kober et al. (2018) | 48 | 12 | one-sample t-test on regression slopes (1-sided) | d = 0.77 | d = 1.02 | 0.16 | 0.49 | 0.83 |
| Lapborisuth et al. (2017) | 22 | 22 | one-sample t-test (1-sided) | d = 0.55 | d = 0.73 | 0.23 | 0.73 | 0.98 |
| Lee et al. (2015) | 4 | 4 | one-sample t-test (1-sided) | d = 1.65 | d = 2.23 | 0.09 | 0.2 | 0.35 |
| Li et al. (2019) | 60 | 56 | mixed ANOVA 2x2 | d = 0.20 | d = 0.25 | 0.8 | 1 | 1 |
| Mihara et al. (2012) | 21 | 21 | one-sample t-test (2-sided) for contrast real vs. sham | d = 0.64 | d = 0.83 | 0.04 | 0.31 | 0.78 |
| Mihara et al. (2013) | 20 | 20 | unpaired t-test (1-sided?) | d = 1.16 | d = 1.53 | 0.11 | 0.29 | 0.53 |
| Trambaiolli et al. (2018) | 32 | 32 | paired t-test | d = 0.45 | d = 0.6 | 0.3 | 0.87 | 1 |
| Weyand et al. (2015) | 9 | 9 | binomial test (2-sided) | d = 0.41 | d = 0.46 | 0.2 | 1 | N/A |
| **Mean**  | 22.11 |  |  | d = 0.88 | d = 1.15 | 0.20 | 0.55 | 0.74 |
| **Median** | 20 |  |  | d = 0.75 | d = 1 | 0.16 | 0.48 | 0.8 |

Table S4. Sensitivity/power analysis for behavioral effects.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Study** | **N** | **Test** | **Sensitivity** | **Power to detect** |
| **80%** | **95%** | **d = 0.2** | **d = 0.5** | **d = 0.8** |
| Aranyi et al. (2016) | 17 | correlation (1-sided) | d = 1.37 | d = 1.91 | 0.1 | 0.24 | 0.45 |
| Fujimoto et al. (2017) | 20 | interaction of mixed-ANOVA (2x2) | d = 0.42 | d = 0.54 | 0.27 | 0.92 | 1 |
| Hosseini et al. (2016) | 20 | interaction of mixed-ANOVA (2x2) | d = 0.42 | d = 0.54 | 0.27 | 0.92 | 1 |
| Hudak et al. (2017) | 20 | interaction of mixed-ANOVA (2x2) | d = 0.42 | d = 0.54 | 0.27 | 0.92 | 1 |
| Kimmig et al. (2018) | 11 | paired t-test (1-sided) | d = 0.81 | d = 1.07 | 0.15 | 0.46 | 0.8 |
| Li et al. (2019) | 56 | two-sample t-test (1-sided) | d = 0.67 | d = 0.89 | 0.18 | 0.58 | 0.91 |
| Marx et al. (2015) | 27 | interaction of mixed-ANOVA (2x3) | d = 0.40 | d = 0.51 | 0.26 | 0.94 | 1 |
| Mihara et al. (2012) | 21 | paired t-test (2-sided) | d = 0.64 | d = 0.83 | 0.14 | 0.59 | 0.94 |
| Mihara et al. (2013) | 20 | interaction of mixed-ANOVA (2x2) | d = 0.37 | d = 0.47 | 0.3 | 0.97 | 1 |
| Weyand et al. (2015) | 9 | paired t-test (2-sided) | d = 1.07 | d = 1.38 | 0.08 | 0.26 | 0.56 |
| **Mean** | 22.1 |  | d = 0.66 | d = 0.87 | 0.20 | 0.68 | 0.87 |
| **Median** | 20 |  | d = 0.53 | d = 0.69 | 0.22 | 0.76 | 0.97 |

Note that in order to simplify the analysis, for some studies we performed the analysis for a different statistical test than the one originally reported, did not take into account correction for multiple comparisons, and assumed no sphericity violation and a high correlation among repeated measures for ANOVAs. Overall, these measures should have led to overestimation of statistical power/sensitivity of the studies.

1. **Comparison of sensitivity of regulation performance analysis of studies not comparing the effect to the control condition/group**

Here we report detailed results of the comparison of sensitivity for tests reported by studies comparing regulation performance to baseline and sensitivity for a hypothetical comparison with a control group/condition. We used G\*Power (Faul et al., 2007) to calculate and compare the sensitivity of the baseline comparison as reported by the study and the hypothetical group comparison using a statistical test that was appropriate for the respective study design. Table S4 shows detailed results.

Interestingly, results showed that the sensitivity for estimating a group/interaction effect as compared to a main effect remained the same or even increased due to switching from a linear regression or t-test to a more powerful ANOVA approach. However, in placebo-controlled treatment studies (e.g., sham neurofeedback training) effect sizes in the control group constitute a large portion of the effect size of the active group (Wampold et al., 2005) and large effects were reported for sham neurofeedback (Schönenberg et al., 2017). Therefore, we can assume that an interaction effect testing for group differences over time is smaller than the main effect within groups, except for studies that employ bidirectional control where participants of both groups learn to regulate a brain signal in opposite directions. Hence, for most cases we can assume that interaction effects are a fraction of main effects and require substantially larger sample sizes to achieve similar statistical power. To illustrate this, we can consider a classical neurofeedback study design consisting of a 2×2 within-between subject design (ANOVA approach) and assume an effect size of d = 0.4 for the main effect and half that size d = 0.2 for the interaction effect. According to an analysis with G\*Power, such a design needs a total sample size of at least 22 participants to detect the main effect at 80% power, and almost four times as many participants (N = 82) to detect the comparatively small interaction effect. We further note that under different statistical assumptions the required sample size to detect the interaction effect is as much as sixteen times greater (see Gelman, 2018). Hence, studies were underpowered to reliably detect group differences, which are very likely smaller than within-effects.

**Table S5.** Comparison ofsensitivity of regulation performance analysis of studies not comparing the effect to the control condition/group.

|  |  |  |  |
| --- | --- | --- | --- |
| **Study** | **N** | **Sample size for test** | **Sensitivity** |
| **Test applied** | **80%** | **95%** | **Test for group effect** | **80%** | **95%** |
| Hosseini et al. (2016) | 20 | 10 | one-sample t-test on regression slopes (1-sided) | d = 0.85 | d = 1.13 | mixed-ANOVA (2x4) | d = 0.34 | d = 0.43 |
| Kober et al. (2015) | 20 | 7 sessions | linear regression | d = 2.66 | d = 3.46 | mixed-ANOVA (2x7) | d = 0.29 | d = 0.36 |
| Kober et al. (2018) | 48 | 12 | one-sample t-test on regression slopes (1-sided) | d = 0.77 | d = 1.02 | independent t-test on regression slopes (1-sided) | d = 1.05 | d = 1.39 |
| Lapborisuth et al. (2017) | 22 | 22 | one-sample t-test (1-sided) | d = 0.55 | d = 0.73 | paired t-test 1-sided | d = 0.55 | d = 0.73 |
| Lee et al. (2015) | 4 | 4 | one-sample t-test (1-sided) | d = 1.65 | d = 2.23 | paired t-test 1-sided | d = 1.65 | d = 2.23 |
| **Mean**  | 22.11 |  |  | d = 1.3 | d = 1.71 |  | d = 0.78 | d = 1.03 |
| **Median** | 20 |  |  | d = 0.85 | d = 1.13 |  | d = 0.55 | d = 0.73 |

Comparison of sensitivity for tests reported by studies comparing the effect to baseline and sensitivity for hypothetical comparison with control group/condition. Note that in order to simplify the analysis, for some studies we performed the analysis for a different statistical test than the one originally reported, did not take into account correction for multiple comparisons, and assumed no sphericity violation and a high correlation among repeated measures for ANOVAs. Overall, these measures should have led to overestimation of statistical power/sensitivity of the studies.
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