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APPENDIX A - DATASETS FOR EMOTION RECOGNITION
The following table aims to provide a list of available datasets for emotion recognition from different
sources. For each entry, we indicate (if possible): available data sources, number of participants, emotional
labels, methods for inducing emotions. In order to make the table available and constantly updated, we
provide a GitLab repository 1. Please refer to that repository for downloading the newest version (with
source files) and for reporting missing references.

1 https://gitlab.com/matteo.spezialetti/datasets-for-emotion-recognition
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Dataset Data Subjects
Labeling
(S=self-assessment,
E=external annotation)

Emotion Induction Notes

KDEF

(Lundqvist et al., 1998)
Facial images 70

Discrete (E):

7 labels
Poses -

JAFFE

(Lyons et al., 1998)
Frontal images 10

Discrete (E):

6 labels
Poses -

Database of

German Emotional

Speech

(Burkhardt et al., 2005)

Speech 10

Discrete (E):

7 labels;

Dimensional (E):

Valence,

Arousal,

Dominance

Simulated

emotions
-

BU-3DFE

(Yin et al., 2006)

3D shape models;

2D face textures
100

Discrete (S):

6 labels

(4 intensities)

+ neutral

Poses -

Bosphorus

(Savran et al., 2008)

3D shape models;

2D face textures
105

Discrete (S):

9 labels
Poses AUs annotations

IEMOCAP

(Busso et al., 2008)

Motion Capture;

Speech;
10

Discrete (E):

9 labels;

Dimensional (E):

Valence,

Arousal,

Dominance

Performing in

emotional

scenarios

-

CINEMO

(Rollet et al., 2009)
Speech; 50

Discrete (E):

16 labels

+ 6 macro classes; Dimensional (E):

Valence,

Activation,

Control

Suddenness

Intensity

Naturalness

Dubbing

movies
-

JEMO

(Brendel et al., 2010)
Speech; 39

Discrete (E):

4 labels

Emotions

detection game
-

NIMITEK

(Gnjatovic and Rosner, 2010)

Videos;

Speech;

Desktop;

10
Discrete (E):

8 labels

Performing

tasks on PC
German language

NVIE

(Wang et al., 2010)
Videos; Thermal maps 215

Dimensional (S and E):

Valence,

Arousal

Discrete (S and E):

6 labels

Emotional

videos; Poses
-

Inter-ACT

(Castellano et al., 2010)

Short videos (6s):

face (frontal, lateral),

full body;

contextual game

data

8

children

Dimensional (E):

Valence,

Interest

- HRI with iCat

Extended

Cohn-Kanade (CK+)

(Lucey et al., 2010)

Frame sequences

(9-60 frames):

face (frontal, lateral)

210
Discrete (S):

6 labels
-

FACS annotations

(?)
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DEAP

(Koelstra et al., 2011)

EEG;

GSR;

Respiration;

Skin temperature;

ECG;

Blood volume;

EMG;

Frontal videos

32

Dimensional (S): Valence,

Arousal,

Dominance,

Liking

Music videoclips -

MAHNOB HCI

(Soleymani et al., 2011)

EEG;

Eye gaze;

GSR;

Respiration;

Skin temperature;

ECG;

Face/body videos

27

Dimensional (S):

Valence,

Arousal,

Dominance,

Predictability;

Discrete (S):

9 labels

Movies excerpts -

Belfast

(Sneddon et al., 2011)

Videos;

Speech

114(T1)

82(T2)

60(T3)

Discrete (S/E):

8 labels

3 different

induction tasks

SEMAINE

(McKeown et al., 2011)

Face videos;

Speech
150

Dimensional (E):

Valence, Arousal

Conversations

with an agent

FACS annotations

(?)

FER2013

(Goodfellow et al., 2013)

Images from web

queries
-

Discrete (S):

7 labels
- 35,887 images

MPI Emotional

Body Expression

Database

(Volkova et al., 2014)

Motion Capture

Videos (23 joints)
8

Discrete (E):

11 labels

Acting iin

non-verbal

scenarios and

short sentences

-

EmoReact

(Nojavanasghari et al., 2016)
Videos

63

children

Dimensional (E):

Valence;

Discrete (E):

16 labels

- -

ASCERTAIN

(Subramanian et al., 2016)

EEG;

GSR;

ECG;

Face videos;

58
Dimensional (S):

Valence, Arousal
Movies excerpts

Big-Five personality traits

annotations

(?)

AffectNet

(Mollahosseini et al., 2017)

Images from web

queries
-

Categorical (E)l:

11 labels;

Dimensional (E):

Valence,

Arousal

- 450,000 images

AMIGOS

(Correa et al., 2018)

EEG;

GSR;

ECG;

Face/body videos;

Body depth maps

40

Dimensional (S):

Valence, Arousal,

Dominance, Liking

Familiarity;

Dimensional (E):

Valence, Arousal;

Discrete (S):

7 labels

Movies excerpts

Individual and group sessions;

Big-Five personality traits

(?);

PANAS annotations

(?)

JL-Corpus

(James et al., 2018)
Speech 4

Discrete (E):

10 labels
Acting

New Zealand

English

CAER

(Lee et al., 2019)

Videoclips from

TV shows
-

Discrete (E):

7 labels
-

Context labeling

13,201 clips,

1,107,877 frames

Table S1: Datasets for emotion recognition.
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