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1. Supplementary Method 10 

Drosophila partial central complex (CX) neural network 11 

The Drosophila partial CX neural network was derived from a previously published database(1). The 12 

authors used the adapted mosaic analysis with a repressible cell marker (MARCM) labeling technique (2) to 13 

reconstructed 659 neurons that innervate the protocerebral bridge (PB), a neuropil that forms a major part of 14 

the central complex along with other neuropils including the fan-shaped body (FB), the ellipsoid body (EB), 15 

the noduli (NO) etc. The authors further divided each of the central complex neuropils and other related 16 

neuropils into multiple sub-regions based on the glomerular structures observed in these neuropils. Next, the 17 

authors registered the sub-regions that each neuron innervates, classified the polarity (axons or dendrites) and 18 

then identified 194 unique innervation patterns from the 659 neurons. The redundancy is likely to arise from 19 

the experimental technique in which same neurons may be repeatedly recorded from different samples. In the 20 

present study we build the partial CX network based on the 194 innervation patterns. To generate the network, 21 

or the connectivity matrix, from the innervation patterns, we assumed that if a neuron innervates a subregion 22 

with an axon and another neuron innervates the same subregion with a dendrite, these two neurons are 23 

connected. The assumption can be justified by considering the small average size (14.2 m ) of the sub-24 

regions. Furthermore, most neurons innervate sub-regions with dense glomerular structures that cover the 25 

entire sub-regions (1). Therefore, it is highly probable that dendrites and axons from different neurons that 26 

innervate the same sub-region form synaptic contacts. 27 

Creating hubs in small-world networks 28 

In addition to classifying types of hubs and studying their contribution in the information propagation in 29 

CE network, we also investigated how different types of hubs influence the vertical and horizontal propagation 30 

in SW networks by manually introducing hub nodes. To this end, we replaced 15 randomly selected nodes by 31 

hubs using the following procedure. Assuming the SW network consists of N nodes with a mean of k 32 

connections per node. We first constructed a degree distribution which was used to determine the number of 33 

links for the 15 hubs. The degree distribution followed an exponential decay as the type of distribution has 34 

been observed in several neural networks including C. Elegans (3, 4). Specifically, we used the following 35 

shifted probability density function of exponential distribution: 36 
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The distribution was shifted by one in order to prevent from the creation of zero-connection nodes. We 38 

set 
1

1k
 


 so that the resulting mean of the distribution eqauled k exactly. Next, we drew N numbers 39 

randomly from the shifted exponential distribution, picked the largest 15 numbers and used than as the number 40 
of links for the 15 hub nodes we selected. 41 

To maintain the total number of links in the networks, after we replace 15 nodes with hubs, we uniformly 42 

decreased the degree of non-hub nodes. The new mean number of links is given by: 43 
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where khub
i is the number of links of the i-th hub node. 45 

To test the effects of the hub class (provincial, connector or kinless) in the vertical and horizontal 46 

propagations, in each network realization, we replaced 15 randomly selected nodes with hubs of a specific 47 

class. However, the class of a hub is defined by its relative distribution of links between modules, while 48 

modules in a network can only be identified after all links have been established. So it is difficulty to specify 49 

the class of a hub when we create it as the information about modules is not available at the time of creation. 50 

We addressed the issue by adopting the following three mechanisms for the link arrangement when we created 51 

hubs. We found that the three mechanisms give rise to three different classes of hubs.  52 

1. We connected all of the khub
i links of a hub with its neighboring nodes in the ring lattice. To produce 53 

a high in-degree for the hub, each connected neighbor randomly rewired one of its existing links 54 
and projected the link back to the hub if such a feedback link was not already exist. We found that 55 
using this procedure, 70% of the created hubs were provincial. 56 

2. We connected all of the khub
i links of a hub with randomly selected nodes. To produce a high in-57 

degree for the hub, we randomly selected the same number of nodes and rewired one of its existing 58 
links by projecting the link back to the hub if such a feedback link was not already exist. Using this 59 
mechanism, 99% of the created hubs were kinless. 60 

3. We connected 80% of the khub
i links of a hub with neighboring nodes and connect the rest of the 61 

links with randomly selected nodes. To produce a high in-degree for the hub, each of the 62 
neighboring connected nodes projected one of its randomly selected links back to the hub if the 63 
feedback link was not exist. We next randomly selected 0.2* khub

i number of nodes and projected 64 
one of each node’s links back to the hub if the feedback link is not already exist. We found that 65 
using this mechanism, 97% of the created hubs were connector. 66 

 67 
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