**Supplementary Materials**

**Supplemental Appendix A: Description of Linguistic Features**

**Preprocessing**

For preprocessing, we performed sentence tokenization, word tokenization, and part-of-speech tagging on the transcribed text by using the Natural Language Toolkit (NLTK) [7] modules integrated with Python. We also performed lemmatization using Wordnet lemmatizer [23] available on NLTK.

**Linguistic features**

* Vocabulary Richness

The features related to vocabulary richness measure lexical diversity. They were ported to decline in patients with Alzheimer’s disease [1, 2] and mild cognitive impairment [3].

There are three types of vocabulary-richness features: type-token ratio (TTR), Brunét’s index (BI), and Honoré’s statistic (HS) [4]. TTR compares the total distinct word types (U) to the total word count (V) as . Using the same U and V, BI is defined as . Unlike other measures related to vocabulary richness, for this measure, the lexical richness becomes greater as BI becomes smaller. HS gives particular importance to unique vocabulary items used only once, also known as hapax legomena . HS is defined as .

* Part-of-speech

Frequency and proportion of part-of-speech has been used as linguistic features. For example, pronoun frequency has been used for quantifying difficulties with word-finding and word-retrieving in patients with Alzheimer’s disease and mild cognitive impairment. Previous studies on Alzheimer’s patients’ speech reported increased proportion of pronouns [1,4-6], adjective [4, 6] and verbs [4, 6] and reduced proportion of nouns [4, 6]. We used frequency and proportion of the following part-of-speech tags as linguistic features: nouns, verbs, adjectives, pronouns, adverbs, conjunctions, particles, and interjections. About the proportion, we normalized the frequency by the total number of words. In addition, we used as features the proportion of nouns to verbs, pronouns to nouns, nouns to adjectives, and verbs to adjectives.

Pronoun usage is especially informative on how an individual views himself or herself in relationship to others. We specifically examined the proportion of first-person singular pronouns (I, me, my, mine), first-person plural pronoun (we, our, us, ours) and the third-person pronouns (he, she, they, them, their) to investigate differences in the two groups. We excluded second person pronouns (you, your, yours) as second person pronouns were primarily reserved to address the interviewer (or vice-versa) in these transcripts. We calculated the counts and frequencies of such usage initially adhering to the relationship section, as we had done for other features, but found out that the values were not very dissimilar. When we studied the usages across the entire transcript, the usages were meaningfully different. We attributed this to the section’s unusual focus on people.

* Filled pause

Frequency and proportion of filled pauses have been used for measuring dysfluency in speech and quantifying language dysfunctions related to impaired lexical access, syntactic difficulties, discourse planning deficits [8]. They were reported to increase in case of Alzheimer’s disease [9], Aphasia [10] and depression [11].

* Syntactic complexity

Features related to syntactic complexity have been used for quantifying syntactic impairments as well as memory and semantic difficulties [1, 12]. Several studies have found a decrease in the syntactic complexity of language in case of Alzheimer’s disease [2, 13, 14] and Aphasia [10]. Features related to syntactic complexity include length metrics and parse tree metrics. As for the length metrics, we used total number of sentences, words, and characters as well as their statistics across sentences including mean, median, minimum, maximum, standard deviation. Parse tree metrics include statistics of the Yngve depth (a measure of embeddedness) across sentences [15] and its total depth. Yngve depth was calculated by using Stanford CoreNLP package [16].

* Sentence similarity

Sentence similarity has been used for quantifying repetition or perseveration in the speech. Previous studies on patients with Alzheimer’s disease reported increased sentence similarities associated with frequent repetition of specific words and phrases [17, 18].

One of the sentence similarity measures is calculated by using cosine similarity between sentences. We first converted sentences into term frequency–inverse document frequency (TF-IDF) vectors by using a bag-of-words model [19]. TF-IDF is a numerical statistic intended to reflect how important a word is to a document. By using TF-IDF vectors, we then calculated the cosine similarity between all pairs of sentences and used their statistics as well as the frequency and proportion of similar sentence pairs (>0.5). The statistics included mean, median, minimum, maximum, and standard deviation.

* Sentiment

Sentiment features typically used for detecting changes in mental states. For example, depressed individuals were reported to tend to use more negative words and fewer positive words than non-depressed individuals [20, 21]. We used statistics of positive, negative, and neutral emotional scores for each sentence as well as a compound score for the document. The compound score ranges from -1 (most negative) to +1 (most positive). The scores were calculated by using VADER sentiment analyzer [22] with Python NLTK package [7].
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**Supplemental Appendix B: A note on TF-IDF and representing documents as vectors**

A piece of text can be represented as a vector (a sequence of numbers, possibly long, but finite), in which each position represents a word in the dictionary (by position) and contains the count of that word in the text, or zero if it does not. This count is called “frequency” or Term Frequency (TF). Not all words are used with equal frequency. We divided each entry in the TF vector by the number of documents in which it appears or Document Frequency (DF), to assign greater importance to rarely used words. See (Scott, 2019) for some informal details

**Supplemental Table 1: Relationship dictionary**

|  |  |
| --- | --- |
| **Dictionary\*** | **Category** |
| ‘friend’ | Friend |
| 'daughter', 'son', 'child', 'stepson', 'stepdaughter', 'stepchild', 'kid', 'goddaughter', 'godson', 'girl', 'boy' | Child |
| 'grandbaby', 'granddaughter', 'grandson', 'grandchild', 'grandkid' | Grandchild |
| 'great-granddaughter', 'great-grandson', 'great-grandchild', 'great-grandkid' | Great-grandchild |
| 'husband', 'wife', 'spouse' | Spouse |
| 'sibling', 'sister', 'brother', 'stepsister', 'stepbrother' | Sibling |
| 'family' | Family |
| 'relative', 'niece', 'nephew', ‘great-niece’, ‘great-nephew’, 'cousin', 'aunt', 'uncle' | Relative |
| 'parent', 'mom', 'dad', 'mother', 'father' | Parent |
| 'jesus', 'god', 'church-community', | Spiritual |
| 'girlfriend', 'boyfriend', 'partner' | Partner |
| 'daughter-in-law', 'son-in-law', 'sister-in-law', 'brother-in-law', 'mother-in-law', 'father-in-law' | In-laws |
| 'dog', ‘cat’ | Pet |
| 'roommate', 'resident', 'assistant', ‘teacher’, ‘mentor’, ‘professor’ | Other |

**\***Only singular form is mentioned here

**Supplemental Table 2: Mapping of responses into equivalent weekly frequency.**

|  |  |  |  |
| --- | --- | --- | --- |
| **Response** | **Weekly frequency** | **Monthly frequency** | **Category** |
| constantly | 14 | 60 | Very frequently |
| all the time | 14 | 60 | Very frequently |
| awful lot | 14 | 60 | Very frequently |
| lot of time | 14 | 60 | Very frequently |
| daily | 7 | 30 | Frequently |
| everyday | 7 | 30 | Frequently |
| most days | 5 | 21.4 | Frequently |
| times a week | 2 | 8.6 | Moderately |
| weekly | 1 | 4.3 | Moderately |
| once a week | 1 | 4.3 | Moderately |
| once in a while | 0.5 | 2.1 | Moderately |
| a month | 0.25 | 1.1 | Moderately |
| months | 0.2 | 0.9 | Infrequently |
| couple of months | 0.2 | 0.9 | Infrequently |
| not a whole lot | 0.1 | 0.4 | Infrequently |
| not a lot | 0.1 | 0.4 | Infrequently |
| very little | 0.1 | 0.4 | Infrequently |

**Supplemental Table 3: Description, sources, and interpretation of top NLP features**

|  |  |  |  |
| --- | --- | --- | --- |
| **Feature Name** | **Feature Type\*** | **Our Interpretation** | **References for computation of features** |
| **Pronoun Features** | | | |
| “We” pronoun usage (density) | Part-of-speech | Self in relation to others |  |
| Third-person pronoun | Part-of-speech | Self in relation to others, quantity of relationships |  |
| Pronoun usage (ratio of pronoun to noun) | Part-of-speech | Number of people referred to in conversation | 1 |
| Pronoun usage (ratio) | Part-of-speech |  | 1 |
| Pronoun usage (frequency) | Part-of-speech |  | 1 |
| **Demographics (education)** | | | |
| Education (total years) | **Other\*\*** |  |  |
| Veteran status | **Other\*\*** |  |  |
| **Response Length** | | | |
| Response length (total number of words) | Syntactic Complexity | Talkativeness, openness, interest in conversation | 1 |
| Response length (minimum) | Syntactic Complexity | Talkativeness, openness, interest in conversation | 1 |
| Response length (median characters) | Syntactic Complexity | Talkativeness, openness, interest in conversation | 1 |
| Response length (total number characters) | Syntactic Complexity | Talkativeness, openness, interest in conversation | 1 |
| **Non pronoun** | | | |
| Ratio of interjections | Part-of-speech |  | 1 |
| Frequency of conjunctions | Part-of-speech | Conveying a list of ideas | 1 |
| Ratio of verbs | Part-of-speech |  | 1 |
| Ratio of adjectives | Part-of-speech | Ability to describe in detail | 1 |
| Ratio of Nouns to Adjectives | Part-of-speech | Ability to describe in detail | 1 |
| Frequency of adjectives | Part-of-speech |  | 1 |
| Frequency of fillers | Part-of-speech |  | 1 |
| Frequency of verbs | Part-of-speech |  | 1 |
| Ratio of nouns | Part-of-speech | memory | 1 |
| Frequency of nouns | Part-of-speech | memory | 1 |
| **Sentiment** | | | |
| Compound sentiment (SD) | VADER\*\*\* |  | 2 |
| Positive sentiment (mean) | VADER\*\*\* |  | 2 |
| Neutral sentiment (median) | VADER\*\*\* |  | 2 |
| Positive sentiment (median) | VADER\*\*\* |  | 2 |
| Negative sentiment (maximum) | VADER\*\*\* |  | 2 |
| Negative sentiment (mean) | VADER\*\*\* |  | 2 |
| Negative sentiment (SD) | VADER\*\*\* |  | 2 |
| Positive sentiment (SD) | VADER\*\*\* |  | 2 |
| **Semantic similarity** | | | |
| Cosine similarity (0.5 ratio) | **Perseveration** | Not digressing from original idea | 1 |
| Cosine similarity (0.5 freq) | **Perseveration** | Not digressing from original idea | 1 |
| **Semantic complexity** | | | |
| yngve\_avg\_depth\_median | Syntactic Complexity | Ability to construct and convey nested ideas | 1 |
| yngve\_depth\_total | Syntactic Complexity | Ability to construct and convey nested ideas | 1 |

\*Category mentioned in Multimedia Appendix 1 in [1] when available, marked otherwise.

\*\*Sociodemographic information from patient records

\*\*\*VADER. “Valence Aware Dictionary and sEntiment Reasoner” – A python library for sentiment

Analysis

[1] Description of linguistic features is mentioned in (Yamada, Shinkawa, & Shimmei, 2020) and Appendix A.

[2] (Hutto & Gilbert, 2014)
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