
Supplementary Presentation 2  Experimental setup 

We set the experimental environment as follows: we use deep learning framework 
PyTorch to implement the EKATP. The experimental hardware environment is 
configured by Intel(R) Core (TM) i5-10210U CPU @ 1.60GHz, the memory of which 
is 16.0 GB. 

Our experiment employs the following benchmark methods for predictive 
performance comparison, which are recurrent neural network (RNN) (Jiang and Lai 
2019), long short-term memory (LSTM) (Hochreiter and Schmidhuber 1997), dynamic 
Autoencoder (DAE) (Lusch, Kutz and Brunton 2018) and Koopman Autoencoder 
(KAE) (Azencot et al. 2020). We detail these methods as follows. 

RNN (Jiang et al. 2019) is a classical deep neural network, usually used for sequential 
learning tasks; LSTM (Hochreiter et al. 1997) is the variant of the classical RNN, which 
introduces the concept of cell state to improve the structure of RNN; DAE (Lusch et al. 
2018) develops the deep neural network representations of Koopman eigenfunctions, 
which is often used for high-dimensional and nonlinear systems; KAE (Azencot et al. 
2020) is a physically constrained learning model based on the Koopman theory for 
high-dimensional time series data processing. 
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