Supplementary Presentation 3 Pseudocode of the EKATP

3.1 Pseudocode of training process

|- Input: High-dimensional nonlinear time series state F* = (f{, f5, ... fy)" of
training set, number of epochs: e, predictive step: k

2 Fore'=0,..,e

obtain low-dimensional state at time t by

3: Yt «— Xe(Ft) (2)
YHS « oYY s € [1, k] obtain low-dimensional state at time t + s
by (8)
Yt « DY s € [1, k] obtain low-dimensional state at time t — s
by (9)
FEES oy (VEE5), s € [1, k] E‘;t?lirol)high-dimensional state at time t + s

Calculate the loss function by (15)
End For

4 Output: trained EKATP

3.2 Pseudocode of testing process

Input: High-dimensional nonlinear time series state F* = (ff, f£, ... f;f)' of

l: : . .
testing set, predictive step: p, trained EKATP
obtain low-dimensional state at time t by
20 Y xo(FYH @)
Y « CSYE s € [1,p] obtain low-dimensional state at time t + s
by (8)

_ obtain high-dimensional state at time t + s
F&*S « xa(Y***),s € [1,p] by (10)

3:  Output: High-dimensional predictive state F'*5,s € [1,p]
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