
Supplementary Presentation 3 Pseudocode of the EKATP 

3.1 Pseudocode of training process 

1: Input: High-dimensional nonlinear time series state 𝑭𝑭𝒕𝒕 = (𝑓𝑓1𝑡𝑡,𝑓𝑓2𝑡𝑡, … 𝑓𝑓𝑛𝑛𝑡𝑡)′ of 
training set, number of epochs: 𝑒𝑒, predictive step: 𝑘𝑘 

2 For 𝑒𝑒0 = 0, … , 𝑒𝑒 

3:    𝒀𝒀𝒕𝒕 ← 𝜒𝜒𝑒𝑒(𝑭𝑭𝒕𝒕)  obtain low-dimensional state at time 𝑡𝑡 by 
(2) 

 𝒀𝒀𝒕𝒕+s ← 𝐶𝐶𝑠𝑠𝒀𝒀𝒕𝒕, 𝑠𝑠 ∈ [1,𝑘𝑘] obtain low-dimensional state at time 𝑡𝑡 + 𝑠𝑠 
by (8) 

        𝒀𝒀𝒕𝒕−s ← 𝐷𝐷𝑠𝑠𝒀𝒀𝒕𝒕, 𝑠𝑠 ∈ [1,𝑘𝑘]  obtain low-dimensional state at time 𝑡𝑡 − 𝑠𝑠 
by (9) 

       𝑭𝑭�𝒕𝒕±𝒔𝒔 ← 𝜒𝜒𝑑𝑑(𝒀𝒀𝒕𝒕±𝒔𝒔), 𝑠𝑠 ∈ [1,𝑘𝑘] 
obtain high-dimensional state at time 𝑡𝑡 ± 𝑠𝑠 
by (10) 

 Calculate the loss function by (15) 

 End For 

4: Output: trained EKATP 

3.2 Pseudocode of testing process 

1: Input: High-dimensional nonlinear time series state 𝑭𝑭𝒕𝒕 = (𝑓𝑓1𝑡𝑡,𝑓𝑓2𝑡𝑡, … 𝑓𝑓𝑛𝑛𝑡𝑡)′ of 
testing set, predictive step: 𝑝𝑝, trained EKATP 

2: 𝒀𝒀𝒕𝒕 ← 𝜒𝜒𝑒𝑒(𝑭𝑭𝒕𝒕)  
obtain low-dimensional state at time 𝑡𝑡 by 
(2) 

 𝒀𝒀𝒕𝒕+s ← 𝐶𝐶𝑠𝑠𝒀𝒀𝒕𝒕, 𝑠𝑠 ∈ [1, 𝑝𝑝] 
 

obtain low-dimensional state at time 𝑡𝑡 + 𝑠𝑠 
by (8) 

 𝑭𝑭�𝒕𝒕+𝒔𝒔 ← 𝜒𝜒𝑑𝑑(𝒀𝒀𝒕𝒕+𝒔𝒔), 𝑠𝑠 ∈ [1,𝑝𝑝] 
obtain high-dimensional state at time 𝑡𝑡 + 𝑠𝑠 
by (10) 

3: Output: High-dimensional predictive state 𝑭𝑭�𝒕𝒕+𝒔𝒔, 𝑠𝑠 ∈ [1,𝑝𝑝] 
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