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# SI 1. Computational model

The algorithm of the 7-parameter hybrid model includes both model-based and model-free components, which allows for mapping state-action pairs to expected future values.

The model-free strategy is computed using the SARSA (λ) temporal difference learning. At each stage i of each trial t, the value for each state-action pair was calculated as follows:

*QTD (si,t,ai,t) = QTD (si,t,ai,t) + αi δi,t*

where δi,t = ri,t + QTD (si+1,t , ai + 1,t) - QTD (si,t ,ai,t) and αi is a free learning parameter. Different learning rates α1 and α2 for the two task stages were estimated. The reinforcement eligibility parameter (λ) determines the update of the first-stage action by the second-stage prediction error as follows:

QTD (s1,t , ai1,t) = QTD (s1,t ,a1,t) + a1λδ2,t .

The model-based reinforcement-learning algorithm was computed by mapping state-action pairs to a transition function and assuming that participants choose between two possibilities, as follows:

P(SB ⏐SA, aA) = 0.7, P(SC ⏐SA, aB) = 0.7 for common

and

P(SB ⏐SA, aA) = 0.3 P(SC ⏐SA, aB) = 0.3 for rare transitions,

where S is the state (first stage: SA; second stage: SB and SC), and a is the action (two actions: aA and aB) at a given state. The action value (QMB) was computed at each trial from the estimates of the transition probabilities and outcomes and was defined for the first stage as follows:

*QMB (sA,ai) = P(sB|sA,ai,) maxa QTD(sB,a) + P(sC|sA,ai,) maxa QTD(sC,a)*

Finally, to connect values to choices, the weighted sum of the model-free and model-based values was computed for the first stage as defined:

*Qnet(sA,aj) = w QMB(sA,aj) + (1-w) QTD(sA,aj)*

where w is the weighting parameter. Assuming that two approaches coincide at the second stage, and that QMB = QTD, at the second stage Qnet= QMB = QTD. Then, the probability of a choice is the softmax equation for

Qnet:

*Σa’ exp (βi[Qnet(si,t,a) + p \* rep(a)])*

*P(ai,t = a|si,t) = exp (βi[Qnet(si,t,a) + p \* rep(a)]) /*

where the free inverse temperature parameters (βi) control the choice randomness, and p captures perseveration (p > 0) or switching (p < 0) in the first-stage choices. In total, the hybrid model contains 7 free parameters (β1, β2, α1, α2, λ, p, ω), with special

cases of pure model-based (ω = 1) and model-free (ω = 0) models.

# SI 2. Model comparison

Following previous study (Sebold et al., 2017), we fitted two alternative models to our choice data: 1) a model-free algorithm SARSA (λ), which only captures a main effect of outcome on first stage choices, and 2) a pure model-based algorithm, which considers the interaction between outcome and transition frequencies, but does not capture a main effect of outcome on first stage choices. The overarching aim of these alternative model fittings was the subsequent model comparison, where we aimed to identify the best fitting algorithm across subjects. Therefore, we subjected individual model evidences (integrated log-likelihoods) for all three models to a Bayesian model selection procedure. Indeed, the hybrid model was the best fitting model with lowest BIC scores (Hybrid:53513; Model-free:55426; Model-based:54085) and highest Exceedance Probability (Hybrid:0.8024 ; Model-free:0.0561; Model-based:0.1416), SI Figure 1.



SI Figure 1: Results of the Bayesian model comparison procedure. The hybrid model was the best-fitting model to the data.

# SI 3. Simulation data

To ensure that the chosen model indeed captured the observed data, we additionally generated simulated first and second choice data for each subject based on the inferred computational parameters. For each subject, we computed 100 simulation data sets. Consequently we compared mean model-free (main effect of outcome) and model-based (interaction between outcome and transition) scores for all subjects between real data and simulated data. This comparison indicated high correlation coefficients for both model-free (r=.81, *p*<.0001) and model-based (r=.85, *p*<.0001) scores, indicating that the computational model indeed captures the behavioral data across subjects (SI Figure 2).



SI Figure 2: Association between real data and simulated data from the inferred computational parameters.

# SI 4. Blatant prejudice and other comp. Model parameters

Although our hypothesis focused on the balance between model-free and model-based control and therefore on the computational parameter ω, for exploratory purposes we also tested associations with all other model parameters (SI Figure 1). However, none of the remaining reinforcement parameters (α1 (*p* = .284), α2 (*p* = 931), λ (*p* = .705)) or softmax parameters (β1 (*p* = .308), β2 (*p* = .057), r (*p* = .294)) were associated with blatant prejudice (SI Figure 3). Also, In line with the logistic regression results, ω was not associated with subtle prejudice (*p* = 0.728), and neither were other model parameters (α1 (*p* = .465), α2 (*p* = .645), λ (*p* = .728), β1 (*p* = .428), β2 (*p* = .204), r (*p* = .152)).



SI Figure 3: Association between blatant prejudice and the remaining reinforcement parameters (left) and the softmax parameters (right). Beta values were log transformed due to extreme outliers.

# SI 5. Center effects

Our cohort consisted of participants from 2 German cities (Berlin: n = 60; Dresden: n = 67). During study completion, Dresden experienced a particular rise of the far right party1,2. Thus, we performed follow-up analyses to test whether the here reported association between blatant prejudice and model-based control were particularly driven by subjects from Dresden. To this end we added site as an additional factor in our linear model to predict the computational parameter ω from blatant prejudices and tested for interaction or main effects. However, this analysis revealed no significant main effect of site (β = .011, p = .947) nor a significant interaction between site and blatant prejudice (β = .09, p = .387). Thus, ω was negatively associated with blatant prejudices across both sites (SI Figure 4).



SI Figure 4: Site effects of the association between the computational parameter ω and blatant prejudice.

# SI 6. Effects of Migration background

The association between model-based control and prejudices remained stable after removing subjects with migration background from the sample (n=25). The regression analysis of the stay/switch behavior revealed a 3-way interaction between outcome, frequency and blatant prejudice (B = -.067, *p* = .0375). The regression analyses of 2nd stage RTs as a function of transition and prejudices revealed a two was interaction (B = .006, *p* = .015). Moreover, the spearman correlation between the computational parameter ω and blatant prejudices revealed a significant association (ρ = -.25, *p* = .018). Thus, we conclude that the association between model-based control and blatant prejudices were not driven by those subjects reporting a Migration background.

# SI 7: Empathy, blatant prejudice and model-based control

As previous research by Lockwood, et al. 3 demonstrated, that trait empathy is associated with reinforcement learning signals, we further assessed trait empathy by means of the Saarbrücker Persönlichkeitsfragebogen4. To further investigate the association between prejudice, empathy and model-based control, we then tested whether trait empathy was associated with either blatant prejudice or model-based control (as indicated by the computational parameter ω). By performing these analyses, we found evidence for the former association (Spearman correlation between blatant prejudice and empathy score: ρ = -1.88, *p* = .034) but not for the latter (Spearman correlation between ω and empathy score: ρ = .105, *p* = .238).

# SI 8. 2nd stage RT effects and model-based control

To replicate previous findings, indicating an association between 2nd stage RT effects and model-based control 5,6, we performed an additional analysis in which we correlated 2nd stage RT effects (2nd stage RT in rare trials – 2nd stage RTs in common trials) with the computational parameter ω, indicating the balance between model-based and model-free control. This analysis revealed a strong positive association between theses indices (Pearson correlation: r = .5, p < .0001, SI Figure 5), indicating that 2nd stage RT effects indeed capture model-based signatures.



SI Figure 5: Association between 2nd stage RT effects and the ω Parameter indicating the balance between model-free and model-based control
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