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1 SUPPLEMENTARY TABLES AND FIGURES
1.1 Neural architectures

Table S1. Neural architectures for the car racing (CR) and robot navigation (RN) environments.
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Convolutional layers have stride 1, padding 1 and filter size 3× 3.
Upsampling in the likelihood occurs through nearest neighbor
interpolation after each convolutional layer. The “Concat” step
creates a vector by concatenating the observation feature vector
obtained from the convolutional pipeline with an action vector
and latent space vector. All Linear and Convolutional layers
have leaky ReLU activation functions. Concat has no activation.
Variance output (denoted by 2×) uses a softplus activation.
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