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1 CONVEXITY PROOF

Consider a negative monotonic function f : IR+ → IR+ which relates signal strength s to a parameter
credible interval σ. We assume that for strong signals a further improvement in signal strength should result
in a smaller decrease of the credible interval than for a weak signal. This means that the rate by which the
absolute derivative of f changes d

ds |
df
ds | must be negative. We can write

d

ds

∣∣∣∣ df

ds︸︷︷︸
<0

∣∣∣∣ < 0

⇔ −d2f

ds2
< 0

⇔ d2f

ds2
> 0

(S1)

which proves that f must be convex.

2 SUPPLEMENTARY FIGURES

Figure S1. Evaluation of the GAM fit and prediction accuracy for the in-plane angle uncertainty σϕ for
different sample sizes (200, 400, and 800). Top row: training data and GAM fit. Bottom row: prediction
error map.
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Figure S2. Evaluation of the GAM fit and prediction accuracy for the rel. thickness uncertainty σt for
different sample sizes (200, 400, and 800). Top row: GAM fits for one brain section with N = 200, 400,
and 800 samples. Top row: training data and GAM fit. Bottom row: prediction error map.
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Figure S3. Cumulative histograms of the absolute prediction errors of one exemplary brain section for
different training sample sizes.
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Figure S4. Statistical measures of the fitted GAM for sample sizeN = 800. Top row: Explained Deviance.
Bottom row: Degrees of freedom (DoF).

3 COMPUTATIONAL DETAILS

In this section details regarding the implementation of MCMC sampling and GAM fitting which are
relevant for the reported runtimes are presented. All processing was done in Python 3.6 using double
floating point precision.

3.1 Hardware

The MCMC sampling was computed on JURECA [1], a modular supercomputer which consists of 1872
nodes with Two Intel Xeon E5-2680 v3 Haswell CPUs per node and 128 GiB, 256 GiB, and 512 GiB
DDR4 memory (2133 MHz). Each processor has 12 cores at 2.5 GHz which support Intel Hyperthreading
Technology (Simultaneous Multithreading) and offers AVX 2.0 ISA extensions.

3.2 MCMC sampling

For MCMC sampling, the emcee implementation of the ensemble sampler was utilized [2, 3]. The
sampling parameters were set as 100 parallel chains and 500 sampling steps each resulting in 50.000
samples [4]. As the computational bottleneck of MCMC algorithms is the computation of the posterior
probability, the posterior calculation was accelerated using the numba just-in-time compiler which achieves
similar computation times as code written in compiled languages [5]. The runtime amounts to about 1.07 s
per pixel. Computations were pixelwise parallelized using mpi4py [6].
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3.3 Generalized Additive Model implementation

The GAM model is fitted using pygam’s gridsearch function. The parameter optimization via penalized
iteratively reweighted least squares dominantly relies on linear algebra operations operating on sparse
matrices. pygam implements these via numpy and scipy functions which call highly optimized Basic
Linear Algebra Subroutines (BLAS) routines [7, 8, 9].
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