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Abstract: Parallel femtosecond laser processing using 
a computer-generated hologram displayed on a spatial 
light modulator, known as holographic femtosecond laser 
processing, provides the advantages of high throughput 
and high-energy use efficiency. Therefore, it has been 
widely used in many applications, including laser mate-
rial processing, two-photon polymerization, two-photon 
microscopy, and optical manipulation of biological cells. 
In this paper, we review the development of holographic 
femtosecond laser processing over the past few years from 
the perspective of wavefront and polarization modulation. 
In particular, line-shaped and vector-wave femtosecond 
laser processing are addressed. These beam-shaping tech-
niques are useful for performing large-area machining in 
laser cutting, peeling, and grooving of materials and for 
high-speed fabrication of the complex nanostructures that 
are applied to material-surface texturing to control tribo-
logical properties, wettability, reflectance, and retard-
ance. Furthermore, issues related to the nonuniformity 
of diffraction light intensity in optical reconstruction and 
wavelength dispersion from a computer-generated holo-
gram are addressed. As a result, large-scale holographic 
femtosecond laser processing over 1000 diffraction spots 
was successfully demonstrated on a glass sample.

Keywords: computer-generated hologram; cylindrical 
vector beam; femtosecond laser processing; laser beam 
shaping; spatial light modulator.

1  Introduction
Femtosecond laser processing [1, 2] is a promising tool 
for fabricating three-dimensional (3D) optical devices in 
transparent materials. In order to fabricate such optical 
devices at the millimeter scale, an enormous number of 
processing points are required, and therefore, the process-
ing throughput must be improved. To address this issue, 
parallel femtosecond laser processing based on an array 
of spots has been proposed. Several methods have been 
used to demonstrate parallel laser processing, including 
methods using multibeam interference [3–5], microlens 
arrays [6, 7], and diffractive optical elements (DOEs) [8, 9]. 
Computer-generated holograms (CGHs) enable arbitrary 
control of the spatial pulse shape, and spatial light modu-
lators (SLMs) displaying a dynamic CGH have been used 
to achieve variable spatial shaping of femtosecond pulses 
[10–12]. Femtosecond laser processing with a CGH, known 
as holographic femtosecond laser processing [10–40], has 
the advantages of high-throughput pulsed irradiation and 
highly energy-efficient use of the pulse and has been used 
in many applications, such as two-photon polymerization 
[13–17], optical waveguide fabrication [18–21], fabrication 
of volume phase gratings in polymers [22], surface struc-
turing of silicon [23], and cell transfection [24].

In the development of holographic femtosecond 
laser processing, 3D parallel fabrication with single shots 
using a Fresnel CGH has been demonstrated [12, 25, 26]. 
The fabrication of high-aspect ratio nanochannels into 
glass using single-shot femtosecond Bessel beams gen-
erated by an axicon lens has also been reported [27]. In 
3D fabrication in transparent materials, the spherical 
aberrations induced by a potential refractive index mis-
match between the immersion medium of the microscope 
objective and the fabrication substrate represent a critical 
issue. To address this issue, CGH design methods with 
aberration correction have been proposed and applied to 
parallel laser processing [28, 29]. On the other hand, line-
shaped femtosecond beams using a holographic cylindri-
cal lens have been applied to laser cutting, peeling, and 
grooving of materials for two-dimensional (2D) large-area www.degruyter.com/aot
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machining with high throughput [30]. In order to develop 
a high-speed laser processing system and fabricate aperi-
odic structures, a CGH has been used in combination with 
high-speed galvanometer scanners [31, 32] and a micro-
lens array [33].

In holographic femtosecond laser processing, many 
factors influence the morphology of the processed struc-
tures, such as the spatial intensity distribution and the 
temporal shape of the pulse diffracted by the CGH, as well 
as the aberrations (spatial dispersion) and temporal dis-
persion of optical elements in the system. In particular, 
precise control of the diffraction peaks from the CGH is 
important in large-scale parallel laser processing with an 
enormous number of nanometer-scale structures because 
the size of the structures strongly depends on the pulse 
energy close to the threshold. Therefore, optimization 
methods for obtaining a high-quality CGH have been pro-
posed [34–40]. In one report, a method of optimizing a CGH 
based on parallel second harmonic generation has been 
demonstrated [39]. The method, which is called second 
harmonic optimization, incorporates the width and spatial 
profile of the pulse, which depend on the pulse peak inten-
sity, into the CGH design. Estimation of the pulse peak 
intensity is essential in precision laser processing because 
femtosecond laser processing is performed on the basis of 
nonlinear absorption. With this method, high-quality par-
allel laser processing has been demonstrated.

In addition, the spatial dispersion caused by wave-
length dispersion of the CGH considerably affects the pro-
cessing quality. Spatial wavelength dispersion causes focal 
spot distortion and spatiotemporal spreading of the pulse 
in holographic femtosecond laser processing. In particular, 
when using sub-100 fs pulses – that is, a light source with a 
large spectral bandwidth – wavelength dispersion should 
be controlled in order to generate a high-quality beam. The 
effect of spatial dispersion on the morphology of the pro-
cessed structures has been investigated in the processing of 
a glass surface with a holographic femtosecond laser pro-
cessing system using an objective lens with a high numeri-
cal aperture (NA) and an energy near the threshold energy 
under the large-dispersion condition [41]. Some spatial 
and temporal dispersion compensation methods with 
special optical arrangements for holographic femtosecond 
laser processing have also been reported [8, 42–46]. These 
methods, based on a pair of DOEs, are useful techniques. 
In one report, dynamic control of spatial wavelength dis-
persion in a laser processing system composed of a pair 
of SLMs displaying two types of CGH, one for diffracting 
an incoming pulse and the other for compensating for 
angular separation of the diffraction pulse, has been dem-
onstrated [47]. The CGH designed to control the dispersion 

is flexibly changed according to an arbitrary CGH designed 
to diffract the incoming pulse by taking advantage of the 
rewritable capability of the SLMs. The dispersion control 
drastically improves focal spot distortion and effectively 
restrains undesired processing by the 0th-order pulse in 
CGH reconstruction.

Conventional holographic femtosecond laser process-
ing employs the basic principle of wavefront modulation 
using a CGH. To improve femtosecond laser processing, 
full control of degrees of freedom in the light, including 
amplitude, phase, and polarization is important. Such 
control entails exploiting the nature of light as a vector 
wave. Manipulation of the polarization state of femto-
second laser pulses has also played a significant role in 
various applications because it provides efficient control 
of light-matter interactions. In particular, a light field with 
spatially inhomogeneous states of polarization, called 
a vector beam, has attracted attention due to its novel 
properties, such as selective excitation of anisotropic mol-
ecules [48], observation of the 3D orientation of single 
molecules [49], focusing to a spot size beyond the diffrac-
tion limit by virtue of the longitudinal vector component 
(z-polarization) of a radially polarized beam focused by a 
high-numerical-aperture objective lens [50], and fabrica-
tion of periodic nanostructures aligned perpendicularly 
to the polarization direction of the femtosecond laser 
light by virtue of the interaction between the light and a 
surface plasmon wave [51]. In the irradiation directed at a 
sample using a radially and azimuthally polarized beam, 
each polarization component at the focal point behaves 
as a pure p- or s-polarization [52]. The reflectance of light 
associated with s-polarization is usually larger than that 
associated with p-polarization at a large incident angle. In 
particular, reflectance differs drastically in the laser pro-
cessing of metal materials. Therefore, a radially polarized 
beam is useful for effective laser cutting [53] because the 
beam interacts with the material while constantly main-
taining p-polarization regardless of the beam sweep direc-
tion. An azimuthally polarized beam, on the other hand, 
is effective for laser drilling [54] because the wall of the 
hole is highly reflective to the s-polarized light and does 
not absorb the incident beam, allowing most of the power 
to reach the bottom of the hole. A report has also dem-
onstrated that the trapping efficiency of optical tweezers 
[55] is improved because the reflectance of the particle to 
the incident light is decreased. Therefore, a femtosecond 
vector beam has the potential to expand the functional-
ity of existing optical systems and to support the develop-
ment of novel applications in various research fields.

We originally demonstrated holographic femtosecond 
laser processing with polarization distribution control 
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using a pair of SLMs [56]. In the report, the azimuthal 
angles of linear polarization in parallel beams composed 
of an array of spots were individually controlled. As a 
result, the interval between the diffraction spots was min-
imized by avoiding mutual interference; the interval was 
reduced by half compared with our previous work [40]. 
Fabrication of the complex 2D subwavelength microstruc-
tures induced by femtosecond vector light fields using an 
SLM and a grating has been presented [57]. In addition, 
holographic picosecond laser processing involving a 
dynamical change among four polarization states, includ-
ing linear horizontal and vertical states, a radial state, 
and an azimuthal state, has also been demonstrated for a 
stainless steel sample [58]. Recently, laser processing with 
2D [59, 60] and 3D [61] reconstruction including multiple 
radial and azimuthal beams, known as holographic vec-
tor-wave laser processing, has also been reported. These 
reconstructions with more complicated polarization fields 
are important for fabricating an orientation-controlled 
nanostructure. Material-surface nanostructuring is useful 
for controlling tribological properties [62], wettability [63], 
reflectance [64], and retardance [65].

In this paper, we review our results from the past few 
years regarding holographic femtosecond laser manipula-
tion for advanced material processing. Key aspects of real-
izing a holographic manipulation using the femtosecond 
laser and its applications to laser processing are carefully 
discussed by analyzing these experimental results. In 
addition, our latest achievement related to holographic 
laser processing with polarization control is presented. In 
Section 2, femtosecond laser processing with a holographic 
line-shaped beam for large-area machining is described. In 
Section 3, large-scale holographic femtosecond laser pro-
cessing achieved by a CGH design algorithm for high-qual-
ity reconstruction is demonstrated. In Section 4, dynamic 
control of spatial wavelength dispersion to improve focal 
spot quality in holographic femtosecond laser processing 
is presented. In Section 5, recent progress on holographic 
vector-wave femtosecond laser processing is summarized. 
In Section 6, we conclude our paper.

2   Femtosecond laser processing with 
a holographic line-shaped beam

2.1   Principle of generation of a line-shaped 
beam

For a wide-area fabrication in realistic applications, 
a linear beam offers a considerably higher processing 

throughput than an ordinary Gaussian beam because the 
total length of the beam scanning area is reduced and the 
mechanical constraints on the throughput are relaxed. 
In addition to these quantitative advantages, line-beam 
processing has qualitative advantages. One is the absence 
of artifacts derived from the scanning of a focused beam. 
Owing to an overlapping of the focused beam, conven-
tional beam scanning may produce a derivative struc-
ture aligned perpendicularly to the scanning direction 
depending on the beam parameters, including spot size 
and pulse repetition rate. In line-beam processing, there 
is no derivative structure in the beam irradiation area 
because the light intensity is smoothly continuous. The 
other advantage is less debris; because the direction of 
the flying debris is parallel to the scanning direction of 
the beam, part of the debris is removed by the laser beam 
itself [66]. Therefore, line-shaped femtosecond pulses are 
well suited to large-area machining with high throughput 
in laser cutting, peeling, and grooving of materials.

The phase distribution of a holographic cylindrical lens 
designed to generate a line-shaped beam is described by
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where w(x) is a window function with a value from 0 to 1, 
k = 2π/λ is the wave number, and f is the focal length. In 
this experiment, f was set to 2000 mm. Figure 1 shows the 
two types of holographic cylindrical lenses that we used, 
their different w(x) functions, and their computational 
reconstructions at different propagation distances from 
the SLM. When w(x) was a rectangular function given by
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the diffraction image was a long line-shaped beam, but 
oscillations due to diffraction caused by the edges of the 
aperture were present, as shown in Figure 1A. A smoothly 
decaying window function suppresses diffraction from 
the edges. We used a modified form of the Akaike window, 
described by
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where wakaike(x) = 0.625-0.5 cos{2πx}-0.125 cos{4πx} is 
the Akaike window. As a result, the diffraction pattern 
also decayed smoothly toward the outside without any 
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Figure 1: Phase distributions of holographic cylindrical lenses with 
(A) wrect and (B) wmak and their computational reconstructions at 
 different distances from the SLM.

Figure 2: Femtosecond laser processing system using line-shaped 
beams.

oscillations, as shown in Figure 1B. In a number of experi-
mental trials undertaken to devise a better function, the 
window function wmak produced a line-shaped beam that 
exhibited smooth changes.

2.2   Femtosecond laser processing system 
using line-shaped beams

Figure 2 shows the experimental setup. It was composed 
mainly of an amplified femtosecond laser system (Micra 
and Legend Elite, Coherent, Inc., Santa Clara, CA, USA), 
a liquid-crystal-on-silicon SLM (LCOS-SLM; X10468-02, 
Hamamatsu Photonics K.K., Hamamatsu, Shizuoka, 
Japan), laser processing optics, and a personal computer 
(PC; CPU, Intel Core i5 3.20 GHz, RAM, 2 GB). The femtosec-
ond pulses with a center wavelength of λc = 800 nm, a spec-
tral width of 30 nm full width at half-maximum (FWHM), 
a pulse duration of 35 fs, a variable repetition frequency 
from 1 Hz to 1 kHz controlled by a Pockels cell in the laser 

system, and linear polarization were collimated, and the 
collimated beam illuminated the SLM. The beam was dif-
fracted by a CGH, in this experiment a holographic cylin-
drical lens, displayed on the SLM and was transformed to a 
desired pattern (a line-shaped beam) at the desired plane. 
The line-shaped beam was imaged on the sample through 
reduction optics with a magnification M of 1.24 × 10-2 con-
structed from a 60 ×  objective lens (OL) with an NA of 0.85 
(focal length f = 3.09 mm) and a lens (f = 250 mm). The diam-
eter of a beam incident on the pupil of an objective lens 
should be less than the pupil size because the diffraction 
on the edges of the objective lens appears in the hologram 
reconstruction. In our setup, the diameter of the incident 
beam was set to be less than the pupil size of the objective 
lens. The light-use efficiency was 25% at the focal plane of 
the cylindrical lens, 18% in front of the OL, and 8% behind 
the OL. The irradiation energy E was the total pulse energy 
of the diffracted beam at the sample plane, which was 
obtained as follows. First, the ratio between the energy 
split off by the DM and the energy at the sample plane was 
estimated. The total irradiation pulse energy was continu-
ously monitored using a power meter, as the product of the 
energy split off by the DM and this ratio. To observe the 
laser processing of the sample, the sample was illuminated 
with a halogen lamp (HL), and a charge coupled device 
(CCD) image sensor captured images of the sample via a 
dichroic mirror (DM) and an infrared (IR) cut filter. The 
sample surface after laser processing was observed with 
a laser confocal microscope (OLS4000, Olympus Corpora-
tion, Tokyo, Japan) and a scanning electron microscope 
(SEM; FE-SEM S-4500, Hitachi, Ltd. Tokyo, Japan).

2.3  Laser peeling of ITO film

Figure 3 shows a wide laser peeling using a line-shaped 
beam generated by a holographic cylindrical lens. The 
sample was an indium tin oxide (ITO) film with a thick-
ness of 10 nm coated on a glass substrate. Figure 3A shows 
an optical reconstruction of the holographic cylindrical 
lens with wmak and its profile captured at the focal plane. 
The laser peeling shown in Figure 3B was performed 
with E = 2.7 μJ, a pulse repetition frequency of 50 Hz, and 
a sample scanning speed of Vscan = 2 μm/s. The threshold 
power for laser peeling of the ITO membrane, I

th
( TO ) ,E  

was 0.5 μJ, which was one sixth of the ablation thresh-
old of the super white crown glass = µglass)

th
( 3.0(  J .)E  

When E = 1.4  μJ, at a scanning speed of Vscan = 25 μm/s or 
higher (an irradiation interval of 500 nm), the ITO mem-
brane was partially removed in the form of a periodi-
cal grating; that is, the peeling operation failed. When 
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E = 2.7 μJ (10% smaller than the ablation threshold of the 
glass) at Vscan = 25 μm/s, the ITO membrane was completely 
removed. When gl s

th
( )as ,E E>  the glass substrate was 

damaged, as expected. In summary, suitable conditions 
for laser peeling were an energy E slightly smaller than 
the ablation threshold of the substrate and an irradia-
tion interval smaller than the width along the short axis 
(0.58 μm in this experiment).

Figure 4A and B depicts laser grooving on stainless 
steel, showing a confocal microscope image and the 
profile, respectively. The grooving was performed using 
a line-shaped beam with E = 1.1 μJ and a pulse repetition 

Figure 3: (A) Optical reconstruction of holographic cylindrical lens 
with wmak. (B) Line-shaped laser peeling of ITO membrane on glass 
substrate.

A
B

C D E

Figure 4: (A) Laser grooving of stainless steel with a line-shaped beam and (B) its depth profile. (C–E) SEM images of the structures 
 processed with various polarizations.

frequency of 1 kHz, and Vscan = 20 μm/s, generated by a 
holographic cylindrical lens with wmak. In this case, lin-
early polarized light was used, and nanogratings with 
500-nm spacing were observed, as shown in Figure 4C. 
When linearly polarized light with an azimuthal angle of 
45° was used, we observed nanograting oriented in the 
perpendicular direction, as shown in Figure 4D. When 
circularly polarized light was used, no nanograting was 
formed, as shown in Figure 4E.

3   Large-scale holographic 
 femtosecond laser  processing 
using in-system CGH 
optimization

3.1   Principle of the in-system CGH 
 optimization method

In order to perform large-scale holographic femtosecond 
laser processing with an enormous number of structures, 
optical reconstruction with uniform diffraction intensity 
from the CGH is essential. Therefore, the CGH should be 
sufficiently optimized. The optimal rotation angle (ORA) 
method [67] is an optimization algorithm designed to 
obtain the reconstruction of the CGH with uniform dif-
fraction intensity. It is based on adding into the CGH an 
adequate phase variation obtained by an iterative opti-
mization process. Although the ORA method allows us to 
design the high-quality CGH in the computer reconstruc-
tion, it is difficult to obtain the desired reconstruction in 
the real optical system due to the system’s imperfections, 
including a characteristic of the SLM and an aberration of 
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the lenses. Therefore, the ORA method has been improved 
by taking into account an estimation of the optical recon-
struction from the CGH [37], called an in-system optimiza-
tion method. Accordingly, the improved ORA method has 
the capacity to eliminate the imperfections of the optical 
system.

In the ith iterative process, the relationship between 
an amplitude ah and phase )

h
( iφ  at a pixel h on the CGH 

plane, on the one hand, and a complex amplitude )
r
( iU  

at a pixel r corresponding to the diffraction spot on the 
reconstruction plane, on the other hand, is described in 
the computer as follows:

 (i) (i) ( i ) (i) (i)
r r hr r h hr hh h

exp[ ( )],U u a iω ω φ φ= = +∑ ∑  (4)

where uhr is the complex amplitude contributed from a 
pixel h on the CGH plane to a pixel r on the reconstruc-
tion plane, φhr is a phase contributed by the light propa-
gation from a pixel h to a pixel r, and )

r
(iω  is a weight 

coefficient to control the diffraction light intensity at 
pixel r. In order to maximize the sum of the diffraction 
light intensity 
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following equations:
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where φr is the phase at pixel r on the reconstruction 
plane. The phase of CGH )

h
( iφ  is updated by calculated 

i )
h

(∆φ  as follows:

 (i+1) (i) (i)
h h h .φ φ ∆φ= +  (6)

Furthermore, in order to control the light intensity at pixel 
r on the reconstruction plane, )

r
( iω  is also updated based 

on an estimation of the optical reconstruction obtained in 
the actual setup using the following equation:
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where 
2( ( )i ) i

r rI U=  is the diffraction light intensity at pixel 
r in the optical reconstruction at the ith iterative process, 

d
rI  is the desired light intensity, and α is a constant. In 

the conventional ORA method, )
r
( iI  is typically the dif-

fraction light intensity obtained in the computational 
reconstruction. The phase variation i )

h
(∆φ  and the weight 

coefficient )
r
( iω  are continuously optimized by the above 

iterative process (Eqs. (5)–(7)) until )
r
( iI  is nearly equal to 

d
r .I  Consequently, the desired reconstruction is obtained 

in the optical setup.
Figure 5: Holographic femtosecond laser processing system with 
the in-system CGH optimization.

3.2   Holographic femtosecond laser 
 processing system using the in-system 
CGH optimization

Figure 5 shows the experimental setup. It was composed 
mainly of an amplified femtosecond laser system (Micra 
and Legend Elite, Coherent, Inc., Santa Clara, CA, USA), 
an LCOS-SLM (LCOS-SLM; X11840-02,  Hamamatsu 
 Photonics K.K., Hamamatsu, Shizuoka, Japan), laser pro-
cessing optics, and a PC (CPU, Intel Core i5 3.20 GHz, RAM, 
2 GB). The femtosecond pulse had a center wavelength of 
800 nm, a spectral width of 8 nm FWHM, a pulse width 
of 110 fs, and a repetition frequency of 1 kHz. The pulse 
was irradiated onto a CGH displayed on the SLM through 
a reflection from a prism mirror (PM). The reconstructed 
spot array divided by a beam sampler (BS) was captured 
by a cooled CCD image sensor. The PC then evaluated the 
uniformity of the optical reconstruction from the captured 
image and recalculated the CGH using the ORA method 
with its evaluation. The optical reconstruction was suf-
ficiently optimized until a uniform intensity in the array 
of spots was obtained, and it was directed to the laser 
processing optics, containing a 60 ×  OL with NA = 0.85. To 
observe the laser processing of the sample, the sample 
was illuminated with an HL, and a CCD image sensor cap-
tured images of the sample via a DM and an IR cut filter. 
The sample was super white crown glass (Schott B270). 
The irradiation pulse energy E represents the average 
energy of each spot on the sample plane and was obtained 
as follows. First, the ratio between the energy split off by 
the BS arranged in front of the SLM and the energy at the 
sample plane was estimated. The total irradiation pulse 
energy on the sample plane was continuously monitored 
using a power meter, as the product of the energy split off 
by the BS and this ratio. As a result, E is equal to the total 
irradiation energy divided by the number of diffraction 
spots. A pulse shot number was controlled by a mechani-
cal shutter (SH). The sample surface after laser process-
ing was observed with a transmitted optical microscope 
(BX-51, Olympus Corporation, Tokyo, Japan).



S. Hasegawa and Y. Hayasaki: Holographic laser material processing      45

3.3   Large-scale holographic femtosecond 
laser processing

Figure 6A shows an optical reconstruction from the CGH 
optimized in the computer (the conventional ORA method) 
and its intensity profile on the line indicated by the gray 
arrow. The number of parallel beams was set to 1005. The 
central spot in the reconstruction represents the 0th order 
light. The uniformity U in the reconstruction was 0.32, 
where U was defined as the ratio of the maximum and 
minimum diffraction peak intensities in the reconstruc-
tion. The average (AVG) and the standard deviation (SD) 
of the peak intensity were 0.58 and 0.13, respectively. The 
quality of the reconstruction was rather insufficient. In 
particular, the intensity of the spots arranged on a high 
spatial frequency area (outside of the reconstruction) 
was obviously decreased by the spatial response char-
acteristic of the SLM [35]. Figure 6B shows the optical 
reconstruction from the CGH obtained by the in-system 
optimization method (the improved ORA method men-
tioned above). U was 0.84. AVG and SD of the peak inten-
sity were 0.93 and 0.03, respectively. Compared with the 
case of Figure 6A, the diffraction peak intensity arranged 
in the high frequency area was significantly enhanced. In 
Figure 6C, the filled circle shows the change of U in the 
reconstruction of Figure 6B vs. an iteration of the CGH 

optimization. The open circle shows the total intensity of 
the diffraction peaks in the CGH optimization. The total 
intensity was approximately maintained while improving 
the  uniformity. The CGH optimization with 100 iterations 
required about 124 min in the case of a CGH with a pixel 
number of 800 × 600.

A reconstruction with an array of 1005 spots was 
applied to the laser processing of the glass surface. 
Figure 7A shows an optical microscope image of the struc-
ture processed by the optical reconstruction (Figure 6A) 
from the CGH obtained by the conventional ORA method. 
Figure 7B shows an optical microscope image of the struc-
ture processed by the optical reconstruction (Figure 6B) 
from the CGH obtained by the in-system optimization 
method. Each instance of processing was performed when 
E and the pulse shot number were set to 49 nJ and 5, respec-
tively. The improvement of the quality of the fabricated 
structure was experimentally confirmed. Figure 7C shows 
the number of fabricated structures Nstruct vs. E when the 
optical reconstructions corresponding to Figure 6A and 
B were used. In the case of the in-system CGH optimiza-
tion method, Nstruct changed more steeply with increasing 
E than it did in the case of the conventional ORA method. 
This is also evidence that the CGH reconstruction had high 
uniformity over a wide area because the slope depends on 
the spatial uniformity of the diffraction peak intensity, 

Figure 6: Optical reconstructions of the CGH obtained by (A) the conventional ORA method and (B) the in-system optimization method, 
respectively. (C) Change of the uniformity in the reconstruction of (B) vs. an iteration of the CGH optimization.

A B C

Figure 7: Optical microscope images of the processed structure with the CGH obtained by (A) the conventional ORA method and (B) the 
in-system optimization method, respectively. (C) Number of fabricated structures Nstruct vs. the average pulse energy E when the CGHs 
were used.



46      S. Hasegawa and Y. Hayasaki: Holographic laser material processing

in addition to the nonlinearity of laser processing. Fur-
thermore, the E required to fabricate over 1000 pits was 
decreased from 70 to 49 nJ. This represents our first dem-
onstration of large-scale holographic femtosecond laser 
processing using in-system CGH optimization.

4   Dynamic control of spatial wave-
length dispersion in holographic 
femtosecond laser processing

4.1   Focal spot broadening due to wavelength 
dispersion of the CGH

Figure 8 schematically shows the optical system used for 
holographic femtosecond laser processing. A Fourier CGH 
displayed on an SLM, illuminated by a collimated femto-
second laser pulse with a center wavelength λc and spec-
tral width Δλ, is imaged with magnification M ( < 1) at the 
pupil plane of an objective lens (OL) with a focal length fOL, 
and the resulting diffraction pattern irradiates a sample 
placed at the Fourier plane of the imaged CGH. When the 
CGH has fringes with a spatial frequency ν, and the CGH 
is irradiated with a pulse of light with an incident angle of 
0°, if νλc is sufficiently smaller than 1, the diffraction posi-
tion r is approximated as

 OL c .r f Mν≈ λ  (8)

Here, M = f2/f1, where f1 and f2 are the focal lengths of lenses 
1 and 2, respectively. The maximum position, rmax, is deter-
mined by the maximum spatial frequency of the SLM, νmax, 
and is given by rmax = fOLνmaxλcM. The focal spot broadening 
Δr is obtained from the derivative of Eq. (8):

 OL .r f M∆ ν∆= λ  (9)

From Eqs. (8) and (9), we obtain

 c

.
 

r r∆
∆

λ=
λ

 (10)

Figure 8: Schematic of focal spot broadening due to wavelength 
dispersion in holographic femtosecond laser processing.

Figure 9: Schematic of wavelength dispersion control using a pair 
of CGHs. The solid and broken lines represent the 1st- and 0th-order 
pulses, respectively, diffracted by the CGH.

This equation means that Δr depends on only r when a 
femtosecond laser pulse with given λc and Δλ is supplied. 
The broadening Δr linearly increases with increasing r 
and Δλ. Consequently, Δr is independent of the optical 
setup parameters M and fOL and of the spatial frequency 
ν of the CGH.

4.2   Principle of wavelength dispersion 
control using a pair of CGHs

Figure 9 shows an optical system designed to represent 
the principle of spatial wavelength dispersion control. In 
an ordinary system like that shown in Figure 8, when a 
collimated femtosecond laser pulse with a center wave-
length λc, a spectral width Δλ, and an incident angle θin 
of 0° is irradiated onto a Fourier CGH with a center spatial 
frequency νcgh, the diffraction angle for λc is expressed as

 -1
c cgh csin ( )θ ν λ=  (11)

in the case of paraxial analysis. Normally, the angular 
separation for Δλ is equal to

 -1
cghsin ( ),∆θ ν ∆λ=  (12)

which results in spatial broadening Δr of the focal spot 
at the diffraction position r on the focal plane, where r 
is defined as the horizontal distance from the 0th-order 
pulse. To compensate for Δr due to wavelength dispersion, 
a spectrally dispersed femtosecond pulse with a different 
incidence angle θin for each λ is irradiated onto the CGH, 
as shown in Figure 9. The incidence angle for each λ is 
expressed using the grating equation

 -1 -1
in grat c grat c( ) sin [ ( - )] sin ( ).θ λ ν λ λ ν λ= +  (13)

This dispersed femtosecond pulse with incidence angle 
θin is generated by a grating with spatial frequency νgrat 
arranged in a 2f-2f setup. Owing to the dispersed pulse 
irradiation, the angular separation of the diffraction pulse 
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is compensated for and is effectively given away to the 
0th-order pulse. When νgrat and νcgh are changed simul-
taneously and dynamically, the focusing position of the 
0th-order pulse is also changed. The dynamical change of 
the 0th pulse is very effective in cases where it is difficult 
to completely eliminate undesired processing by the 0th-
order pulse.

4.3   Holographic femtosecond laser 
 processing system with wavelength 
dispersion control

Figure 10 shows the experimental setup. It was composed 
mainly of an amplified femtosecond laser system (Micra 
and Legend Elite, Coherent, Inc., Santa Clara, CA, USA), 
LCOS-SLMs (LCOS-SLM; X10468-02, Hamamatsu Photon-
ics K.K., Hamamatsu, Shizuoka, Japan), laser processing 
optics, and a PC. The femtosecond pulses from the laser 
system had a center wavelength λc of 800 nm, a spectral 
width Δλ of 30 nm FWHM, and a repetition frequency of 
1 kHz. The pulse width was 50 fs at the sample plane. To 
compensate for the angular separation of the diffraction 
pulse, the pulse was first irradiated onto the SLM1 display-
ing the CGH1 designed to generate a spectrally dispersed 
pulse. To reconstruct the parallel beams, the pulse was 
irradiated onto the SLM2 displaying the CGH2 designed to 
diffract the incoming pulse. The reconstructed spot array 
was directed to the laser processing optics, composed of 
an OL (NA = 0.45). To observe the processing results, the 
sample was illuminated from behind with an HL, and a 
CCD image sensor captured images of the sample via a DM 
and an IR cut filter. The sample was a piece of fused silica. 
The irradiation energy E was the average energy of each 
diffraction pulse at the sample plane. The sample surface 
after laser processing was observed with a transmitted 
optical microscope (BX-51, Olympus Corporation, Tokyo, 
Japan).

Figure 10: Holographic femtosecond laser processing system with 
wavelength dispersion control.

4.4   Holographic femtosecond laser 
 processing with dynamic control of 
wavelength dispersion

Holographic femtosecond laser processing was dem-
onstrated on fused silica using the reconstructed spot 
arrays both without and with dynamic control of spatial 
wavelength dispersion. Figure 11 shows the transmission 
optical microscope images of the fabricated structure. The 
structure was composed of dot structures of 8151 points. 
Processing was performed by switching the CGHs dis-
played on the SLM2 without mechanical scanning. Each 
CGH reconstructed 30 parallel pulses and simultaneously 
fabricated 30 dots with single-shot irradiation. The pulse 
repetition rate was set to 10 Hz. The processing time for 
each demonstration was about 27 s. Figure 11A is an image 
of the structure fabricated with a single SLM2 display-
ing the CGHs, which reconstructed the parallel pulses 
arranged around the 0th-order pulse. In the image, the 
square indicates the position of the 0th-order pulse irra-
diation, that is, an optical axis. E was 1.14 μJ. Unnecessary 
processing given by the 0th-order pulse appears at the 
center of the structure.

To separate the processing by the 0th-order pulse 
from the structure, the CGHs, which reconstructed the 
parallel pulses arranged separately from the 0th-order 
pulse, were used. The CGHs were designed by super-
posing a grating with a spatial frequency ν of 9.8 lp/mm 
and an orientation of 90° on the original CGHs shown in 
Figure  11A. Figure  11B is an image of the structure fab-
ricated with a single SLM2 displaying the CGHs. In the 
image, the inserted square area represents the position 
of the 0th-order pulse irradiation, that is, an optical axis. 
Although processing by the 0th-order pulse was separated 
from the structure, the spatial resolution of the structure 
was significantly decreased due to the influence of spatial 
wavelength dispersion on the reconstruction. In addition, 
the E required to fabricate the structure was 2.15 μJ and 1.9 
times larger than the result of Figure 11A.

To control spatial wavelength dispersion and avoid 
the processing by the 0th-order pulse, two SLMs were 
used. The SLM2 displayed the CGHs designed by super-
posing gratings with ν of 9.8 lp/mm and an orientation 
of 80°–100° on the original CGHs shown in Figure 11A. 
The SLM1 was used to control dispersion and displayed 
the gratings with the same ν and the opposite orienta-
tion for the gratings superposed on the CGHs displayed 
on the SLM2. The orientation of the superposed grating 
determined the position relationship between the 0th-
order and 1st-order pulse. Therefore, the grating with 
a variety of the orientation enabled us to arbitrarily 
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change the position of the 0th-order pulse. Figure 11C is 
an image of the structure fabricated with a pair of SLMs. 
In the image, the inserted rectangle area represents the 
position of the 0th-order pulse irradiation. An optical 
axis was the center of structure. E was 1.40 μJ. By the 
dynamic control of spatial wavelength dispersion, the 
dispersion was effectively given away to the 0th order. 
Furthermore, the position of the 0th-order pulse irradia-
tion was moved slightly at the bottom to upper inside 
the rectangle area in each pulse shot. Therefore, the 
unnecessary processing given by the 0th-order pulse 
was perfectly restrained.

5   Holographic vector-wave 
 femtosecond laser processing

5.1   Principle of vector-wave control using 
the CGH

Conventional holographic femtosecond laser process-
ing employs the basic principle of wavefront modulation 
using a CGH. However, full control of degrees of freedom 
in the light, including amplitude, phase, and polarization, 
is important for opening up a wide variety of new appli-
cations of femtosecond laser processing. Such control 
entails exploiting the nature of light as a vector wave and 
is known as vector-wave control.

The optical setup for vector-wave control consists 
mainly of a half-wave plate (HWP), a quarter-wave plate 
(QWP), and a pair of SLMs. When the Jones matrixes of 
these optical elements are defined as H, Q, and S, respec-
tively, the Jones vector of the output beam from the setup, 
Eout, is expressed as

A B C

Figure 11: Transmission optical microscope images of the fabricated structure. The structure fabricated with (A) a single SLM2 display-
ing the CGHs, which reconstructed the parallel pulses arranged around the 0th-order pulse, (B) a single SLM2 displaying the CGHs, which 
reconstructed the parallel pulses arranged separately from the 0th-order pulse, and (C) a pair of SLMs. Inserted square and rectangle areas 
represent the position of the 0th-order pulse irradiation.

Figure 12: Polarization direction of output beam vs. phase β applied 
to the SLM.
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(14)

where Ein = (1,0)T is the Jones vector of an input beam with 
linear polarization, the subscripts on H and Q are the azi-
muthal angles at the respective wave plates, and the sub-
scripts α and β are the phases applied to the pair of SLMs, 
respectively. As shown in Eq. (14), wavefront modulation 
and polarization modulation of the output beam are inde-
pendently controlled by phases α and β, respectively. 
These controls correspond to the array arrangement of the 
spots and its polarization, respectively. Figure 12 shows 
the polarization direction of the output beam vs. phase β 
from Eq. (14). In the figure, the slope and y-intercept are 
set to 1/2 and -π/4 in our setup, respectively.
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5.2   Holographic vector-wave femtosecond 
laser processing system

Figure 13 shows the experimental setup. It was composed 
mainly of an amplified femtosecond laser system (Micra 
and Legend Elite, Coherent, Inc., Santa Clara, CA, USA), 
LCOS SLMs (LCOS-SLM; X10468-02, Hamamatsu Photon-
ics K.K., Hamamatsu, Shizuoka, Japan), laser processing 
optics, and a PC. The incident femtosecond pulse had a 
center wavelength of 800 nm, a spectral width of 25  nm 

Figure 13: Holographic vector-wave femtosecond laser processing 
system.

A B C D E F

G H I J K L

M N O P Q R

Figure 14: Typical cases of a cylindrical vector beam. (A–F) The case of a radial polarization beam. The CGHs for (A) wavefront modulation, 
(B) polarization modulation, and (C) their respective optical reconstructions. Reconstructions through a polarizer with an azimuthal angle 
of (D) 0° and (E) 90°, respectively. (F) SEM images from a top and bird’s eye view of the fabricated structure. (G–L) The case of an azimuth 
polarization beam. (M–R) The case of a windmill polarization beam.

FWHM, a pulse width of 40 fs, a repetition frequency of 1 
kHz, and a linear polarization with a p-component. The 
pulse was irradiated onto the first SLM (SLM1), which dis-
played the CGH1 designed to apply a pure phase delay to 
the p-component, that is, wavefront modulation. The HWP 
was arranged with an azimuthal angle of π/8 to rotate the 
linear polarization by π/4. The pulse was also irradiated 
onto the second SLM (SLM2), which displayed the CGH2 
designed to apply a phase delay between the p- and s-com-
ponents, that is, polarization modulation. The SLM2 was 
located at the image plane of the SLM1. The circular or ellip-
tical polarization reflected from the SLM2 was converted to 
linear polarization using a QWP set to an azimuthal angle 
of π/4. Consequently, the reconstructed spot array with the 
desired polarization distribution was obtained at plane P 
and was directed to the laser processing optics, containing 
a 40 ×  OL with NA = 0.60. To observe the laser processing of 
the sample, the sample was illuminated with HL, and a CCD 
image sensor captured images of the sample via a DM and 
an IR cut filter. The sample was super white crown glass 
(Schott, B270). The structure fabricated by the laser irradia-
tion was observed using a transmitted optical microscope 
(BX-51, Olympus Corporation, Tokyo, Japan) and an SEM 
(SEM; FE-SEM S-4500, Hitachi, Ltd. Tokyo, Japan).
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A B C

D E F

Figure 15: CGHs for modulating (A) wavefront and (B) polarization state, respectively. (C) Optical reconstruction of multifocal radial and 
azimuth beams. The reconstructions were captured through a linear polarizer with azimuthal angles of (D) 0°, (E) 45°, and (F) 90°, respectively.

A B C

Figure 16: SEM images of the structure fabricated using multifocal radial and azimuth beams with a pulse shot number of (A) 1, (B) 100, and 
(C) 10,000, respectively.
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5.3   Fabrication of orientation-controlled 
nanostructures using holographic vec-
tor-wave femtosecond laser processing

Figure 14 shows typical cases of a single cylindrical vector 
beam. Figure 14A–F shows the case of a radial polarization 
beam. Figure 14A and B shows CGHs for wavefront and 
polarization modulation, respectively. The gray scale cor-
responds to the phase from 0 to 2π. Figure 14C–E depicts 
the optical reconstruction captured at plane P in Figure 13 
through a polarizer with the azimuthal angles of 0° and 
90° and its intensity profiles, respectively. In the figure, 
white arrows represent the polarization direction. The 
reconstruction had a doughnut-shaped intensity at focus 
because each focal spot had a phase and polarization sin-
gularity at the beam center. Figure 14F shows SEM images 
from a top and bird’s eye view of the structure fabricated 
by the vector beam. Processing was performed with a 
pulse energy of 270 nJ and a pulse shot number of 10,000. 
The pitch of the fabricated nanostructure was approxi-
mately 180 nm. The orientation of the nanostructure was 
coincident with the polarization state of the vector beam. 

Figure 14G–L shows the case of an azimuth polarization 
beam. Figure 14M–R shows the case of a windmill polari-
zation beam. Interestingly, a vortical nanostructure was 
successfully fabricated. From each SEM image with a 
bird’s eye view, three different types of spatially complex 
nanostructures were fabricated on the sidewall of the hole 
by controlling the polarization state of the beam using the 
CGH.

Figure 15A and B shows CGHs designed to modulate 
the wavefront and the polarization state of the light in 
order to reconstruct the multifocal radial and azimuth 
beams, respectively. These CGHs were organized such that 
small square CGHs, which reconstructed the multifocal 
radial and azimuth beams, were alternately arranged [60]. 
Figure 15C shows the optical reconstruction. Figure 15D–F 
shows the reconstructions captured through a linear 
polarizer with azimuthal angles of 0°, 45°, and 90°, respec-
tively. The profiles represent the intensity distribution cor-
responding to the focal spot inside the dashed circle. The 
results demonstrate that the simultaneous reconstruction 
of two different types of multifocal vector beams was suc-
cessfully performed.

A B C D

E F G H

I J K L

Figure 17: A 3D optical reconstruction of multifocal radial beams captured at (A) z = 0, (B) -70, (C) -140, and (D) -210 mm, respectively. The 
reconstructions were captured through a linear polarizer with an azimuthal angle of (E–H) 0 and (I–L) 90° at z = 0, -70, -140, and -210 mm, 
respectively.
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A E

B

C

D

Figure 18: Transmitted optical microscope images of the helical 
structure at a depth of (A) 101, (B) 134, (C) 167, and (D) 200 μm 
fabricated inside a piece of glass by 3D multifocal radial beams, 
respectively. zg is the depth from the glass surface. (E) Side view 
image of the fabricated structure.

In order to confirm the polarization states of the spot 
at the sample plane (the focal plane of the objective lens), 
laser processing was performed, and the polarization 
state was analyzed from the orientations of the fabricated 
nanostructures. Figure 16A–C shows SEM images of the 
structure fabricated using the reconstruction depicted 
in Figure 15C and its magnified images at each location 
when the pulse energy E was set to 0.88, 0.59, and 0.59 μJ, 
respectively, and the pulse shot number was set to 1100, 
and 10,000, respectively. The results demonstrate that the 
orientation of the fabricated nanostructures agreed well 
with the polarization state of each beam. Furthermore, 
two different types of spatially complex nanostructures 
with a pitch of 150 nm were simultaneously fabricated.

A 3D reconstruction of multifocal radial beams was 
also demonstrated. Figure 17A–D shows the optical recon-
structions captured at z = 0, -70, -140, and -210 mm, respec-
tively, where z is the distance from the Fourier plane of the 
CGH (plane P in Figure 13). Figure 17E–H and I–L shows 
the reconstructions captured through a linear polarizer 
with an azimuthal angle of 0° and 90° at z = 0, -70, -140, and 
-210 mm, respectively. The profiles represent the intensity 

distribution corresponding to the focal spot inside the 
dashed circle. In each captured plane, one beam was suc-
cessfully focused while maintaining radial polarization.

The 3D optical reconstruction of multifocal radial 
beams was applied to laser processing inside a piece of 
glass. Figure 18A and D shows transmitted optical micro-
scope images of the fabricated structure focused on inside 
a piece of glass at a depth zg of 101, 134, 167, and 200 μm, 
respectively, where zg = 0 represents the glass surface. 
The pulse energy E and the pulse shot number were set 
to 0.63  μJ and 10,000, respectively, during processing. 
Figure 18E is a transmitted optical microscope image of a 
side view of the fabricated structure. The results demon-
strate that the 3D helical structure was successfully fabri-
cated with multifocal radial beams.

6  Conclusion
We summarized some of our experimental results from 
the past few years regarding holographic femtosecond 
laser manipulation for advanced material processing. 
In particular, line-shaped and vector-wave femtosecond 
laser processing based on holographic manipulation of 
the wavefront and polarization of the light were demon-
strated. These beam-shaping techniques are useful for per-
forming large-area machining and high-speed fabrication 
of the complex nanostructures applied to material-surface 
texturing. In addition, issues related to the nonuniform-
ity of diffraction light intensity in optical reconstruction 
and wavelength dispersion from the CGH were addressed. 
Consequently, large-scale holographic femtosecond laser 
processing over 1000 diffraction spots was successfully 
demonstrated.
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