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Abstract: Fourier ptychography is a novel imaging tech-
nique with high space-bandwidth product (SBP) on the 
scale of gigapixel, and has been successfully applied for 
high-resolution and large field-of-view (FOV) microscopy, 
termed Fourier ptychographic microscopy (FPM). FPM 
utilizes a low-numerical-aperture objective lens to cap-
ture multiple large FOV but low-resolution images under 
angularly varying illumination, and uses phase-retrieval 
algorithms to reconstruct the sample’s high-resolution 
amplitude and phase information. FPM is advantageous 
over conventional high SBP microscopy techniques in 
many aspects, including no mechanical scanning, compu-
tational acquisition of both amplitude and phase, extended 
depth of focus, long working distance, and high compat-
ibility with current microscopes. In this paper, we review 
FPM with its principles, multiple techniques to improve its 
performance, and its various applications and extensions.

Keywords: aperture synthesis; Fourier ptychography; high 
space-bandwidth product; microscopy; phase retrieval.

1   Introduction
In microscopy, both high resolution (HR) and large field of 
view (FOV) are desirable for various biomedical applica-
tions such as digital pathology, hematology, immunohis-
tochemistry, and neuroanatomy [1]. However, there is a 
tradeoff between these two goals due to the limited infor-
mation throughput of imaging systems, which is usually 
characterized by space-bandwidth product (SBP). SBP is 

defined as 
2

image area
(0.5 resolution)×

 standing for the total number 

of resolvable pixels of an imaging system [2]. The 0.5 factor 
comes from the Nyquist sampling theorem [3]. SBPs of 
most off-the-shelf objective lenses are usually in megapix-
els, regardless of their magnification factors and numeri-
cal apertures (NA). For example, a standard 2× microscope 
objective lens (Plan APO, 0.08 NA, Olympus) has a resolu-
tion of 4 μm and an FOV of 120 mm2, corresponding to an 
SBP of ~30  megapixels. Similarly, a standard 20× micro-
scope objective lens (PLN 20×, 0.4  NA, Olympus) owns a 
resolution of 0.8 μm and an FOV with a 1.1-mm diameter, cor-
responding to an SBP of ~8  megapixels. To sum up, there is 
always a tradeoff between achievable resolution and FOV of 
imaging systems.

To increase the information throughput of a micro-
scope, the most intuitive idea is to scale up the size of 
the objective lens to enlarge FOV and improve resolution. 
However, the geometrical aberrations of the lens also 
scale up as its size increases. As a result, more lenses are 
needed to compensate the aberrations. The resulting lens 
system is expensive to produce and difficult to align and, 
thus, impractical for a high SBP microscope. Another way 
for large information throughput is introducing sample 
scanning to enlarge FOV under the premise of high resolu-
tion, such as the whole slide imaging (WSI) technique [4]. 
However, the introduced mechanical scanning requires 
precise control, which largely increases the system’s 
complexity.

Fourier ptychography (FP) is a recently proposed 
technique for high SBP imaging [1, 5]. Different from 
WSI, FP sequentially captures a set of low-resolution (LR) 
images but with large FOV, which describe different spa-
tial-frequency sub-spectra of the scene in Fourier space 
[6]. Then it stitches these images together in Fourier space 
to reconstruct the entire spatial-frequency spectrum and 
HR image of the target scene. FP has been successfully 
applied to high SBP microscopy, termed Fourier ptycho-
graphic microscopy (FPM) [1, 7]. FPM simply replaces the 
conventional illumination source of a microscope with 
a light-emitting-diode (LED) array to provide angularly 
varying illumination, and utilizes a low-NA objective lens 
to capture multiple LR images. Utilizing phase-retrieval 
algorithms [8–10], FPM is able to reconstruct both the 
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sample’s HR amplitude and phase by stitching the cap-
tured LR images together in Fourier space. As stated in 
Ref. [1], the synthetic NA of the reported FPM prototype 
setup reaches ~0.5, and the FOV is ~120 mm2 that keeps 
the same with the utilized 2× objective lens. Using a 40× 
0.75-NA objective lens, the FPM setup reported in Ref. [11] 
has a synthetic NA of 1.45, which is usually only achiev-
able by using oil immersion objectives. Besides increasing 
the NA of the objective lens, Sun et al. [12] utilized an oil 
immersion condenser to increase the illumination NA to 
1.2. To conclude, the FPM technique greatly increases the 
information throughput of existing microscopes. Besides, 
utilizing a computational wavefront correction strategy 
[1], FPM can achieve a resolution-invariant depth of focus 
of ~0.3 mm. In contrast, the depth of focus of a standard 
2× objective lens (Plan APO, 0.08 NA, Olympus) is ~80 μm.

FPM is advantageous over conventional high SBP 
microscopy techniques in multiple aspects. First, FPM is 
free of mechanical scanning. It simply turns different LEDs 
on and capture the corresponding images. Second, there is 
no interferometric detection module for phase measuring. 
Instead, the phase information is reconstructed by phase-
retrieval algorithms from the intensity measurements [5]. 
Third, the computational imaging scheme allows to expand 
the depth of focus beyond the conventional optical limits. 
Fourth, FPM has a longer working distance than other 
high-NA microscopes due to the utilized low-NA objective 
lens. Fifth, FPM has high compatibility with existing micro-
scopes because it only needs to replace the illumination 
source with an LED array. Because of its simple configura-
tion and superior performance, FPM owns great potentials 
for various biological applications and has been demon-
strated for tumor cell enumeration and analysis [13], digital 
pathology [14], blood cell counting [15], and cell culture 
imaging [16].

As FPM was proposed, there have been a number of 
studies concerning its performance improvement and 
extensions. In this article, we review FPM with its prin-
ciples, multiple techniques improving its performance 
(shortening capture time, increasing robustness to meas-
urement noise, and correcting system aberrations), and 
its various extensions. We hope this helps to promote a 
comprehensive understanding of FPM and its further 
commercialization and applications.

2   Principles of FPM
An exemplar FPM setup is shown in Figure 1A. It simply 
replaces the illumination source of a commercial 

microscope with an LED array to provide angularly varying 
illumination. In the next, we begin to introduce the image 
formation and reconstruction of FPM.

2.1   Image formation

FPM is a coherent imaging technique [7]. It requires the illu-
mination to be coherent [1], or partially coherent [7, 17], to 
ensure the correlation between the change of illumination 
angle and the spatial-frequency spectrum shift in Fourier 
space [6]. Under the assumption that the light incident on 
a sample is a plane wave, the optical field transmitted from 

the sample can be described as 
2 2sin , sin

( , ) ,
x yjx jy

x y e
π π

θ θ
λ λφ

 
    

where φ is the sample’s complex spatial map, (x, y) are the 
two-dimensional (2D) spatial coordinates, j is the imagi-
nary unit, λ is the wavelength of illumination, and (θx, θy) 
are the incident angles as shown in Figure 1B. The optical 
field is then Fourier transformed to the pupil plane when it 
travels through the objective lens and, subsequently, low-
pass filtered by the aperture. This process can be denoted 

as 
2 2sin , sin

( , ) ( ( , ) ),
x yjx jy

x yP k k x y e
π π

θ θ
λ λφ

 
  F  where P(kx, ky) is 

the pupil function (the coherent transfer function of the 
objective lens), (kx, ky) are the 2D spatial-frequency coor-
dinates in the pupil plane, and ℱ is the Fourier trans-
form operator. Afterward, the optical field is Fourier 
transformed again when it passes through the tube lens 
to the imaging sensor. Because real imaging sensors can 
only capture light’s intensity, the image formation of FPM 
follows
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where I is the captured image, ℱ−1 is the inverse Fourier 
transform operator, and Φ is the spatial-frequency spec-
trum of the sample. From Eq. (1), we can see that differ-
ent illumination angles {θx, θy} result in different shifts 

2 2sin , sinx y
π π

θ θ
λ λ

 
 
 

 of the sample’s HR spatial-fre-

quency spectrum in Fourier space. By sequentially turning 
on the LEDs at different positions, we capture multiple LR 
images describing different spatial-frequency sub-spectra 
of the sample. Visual explanation of the image formation 
process is diagrammed in Figure 1B.
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Because the Fourier transform (ℱ and ℱ−1) is linear, 

and 2 2( , ) sin , sinx y x x y yP k k k kπ π
Φ θ θ

λ λ

 
− −  

 is a linear 

operation that passes only a finite bandwidth of the 
sample’s spatial-frequency spectrum, we can rewrite the 
above image formation as

 2=| | ,b Az  (2)

where b ∈ ℝm stands for the intensity measurements (all 
the captured images I aligned in a vector), A ∈ Cm×n is the 
linear transform matrix incorporating both the Fourier 
transform and the low-pass filtering, and z ∈ Cn is the 
sample’s HR spatial spectrum (Φ in vector form).

2.2   FPM reconstruction

As formulated in Eq. (2), the FPM reconstruction could be 
treated as a typical phase-retrieval process, which aims to 
recover a complex function given its linearly transformed 

intensity measurements. Specifically, we only obtain the 
intensity images corresponding to different sub-bands of 
the sample’s HR spatial-frequency spectrum and intend to 
retrieve the complex HR spectrum. 

Conventional FPM [1, 5] utilizes the alternating 
projection (AP) algorithm [8, 9], a widely used iterative 
method for phase retrieval, to implement the reconstruc-
tion. The AP algorithm switches between the Fourier 
and spatial domains, and add respective support con-
straints to perform optimization. In the FPM reconstruc-
tion,  corresponding supports include the captured LR 
images used in the spatial domain, and the pupil func-
tion used in the Fourier domain. Mathematically, the 
reconstruction starts with an initialization of the HR 
image as = ,h hφ I  where Ih is the upsampled version of 
the LR image captured under normal illumination, and 
the subscript h stands for high resolution. The Fourier 
transform of φh creates the initialization of the HR spatial-
frequency spectrum Φh = ℱ(φh). Then, the iteration begins 
for variable update. In each iteration, we  successively 
utilize each captured image I to update Φh. Specifically, 
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Figure 1: The FPM system. (A) An FPM setup. (B) Image formation of FPM. (C) FPM reconstruction.
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by denoting the LR optical field at the detector as 

1 2 2= ( , ) sin , sin ,l x y h x x y yP k k k kπ π
φ Φ θ θ

λ λ
−   

− −    
F  where

  
the subscript l stands for low resolution, we first use I  
to replace φl’s amplitude as
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Its Fourier transform = ( )l lΦ φ′ ′F  is then utilized to 
update the corresponding sub-band of the sample's HR 
spatial- frequency spectrum as [18]

 

*

2

*

max

=
2 2sin , sin

2 2sin , sin

2 2sin , sin

2 2sin , sin .

h h

x x y y

x x y y

l x x y y

l x x y y

P k k

P k k

k k

k k

Φ Φ

π π
θ θ

λ λ

π π
θ θ

λ λ

π π
Φ θ θ

λ λ

π π
Φ θ θ

λ λ

+′
 

− −  

 
− −  

  
− −′   

 
− − −      

(4)

Following the above update principles, each cap-
tured image is utilized to update Φh in the iteration, 
and we repeat the iteration multiple times until con-
vergence. The converged solution Φh is transformed 
back to the spatial domain to produce the sample’s HR 
optical field φh with an increased SBP (high resolution 
and wide FOV).

When the sample is out of focus [1], an additional 

defocus phase factor 
2 2

0
2 1 (sin ) (sin )x yi z

e
π

θ θ
λ

− −
 is correspond-

ingly added to the pupil function, where z0 is the defocus 
distance. Correspondingly, the LR target optical field at 
the detector becomes
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When updating the HR spatial-frequency spec-
trum, we need to compensate the defocus phase as 

2 2
0

2 1 (sin ) (sin )
= ( ) x yi z

l l e
π

θ θ
λΦ φ

− − −
′ ′F  for successive  updating 

as Eq. (4). Following this computational wavefront 
 correction strategy, the depth of focus of FPM can be sig-
nificantly extended beyond that of the utilized objective 
lens.

2.3   FPM requirements

For an FPM system to work successfully, the following 
requirements need to be satisfied. (I) Enough overlap 
between adjacent spatial-frequency sub-spectra is required 
to ensure the convergence of reconstruction. This corre-
spondingly determines that the incident angle difference 
between adjacent LEDs should not be too big. As studied 
in Ref. [19], the reconstruction quality degrades as the sub-
spectrum overlap ratio decreases, and a minimum of ~35% 
overlap ratio is needed for successful FPM reconstruction. 
This redundancy is necessary because both amplitude and 
phase information need to be recovered from the intensity 
measurements, and it is determined by the information 
theory that measurements should be more than signals 
to be reconstructed [8, 9, 20, 21]. For example, a recently 
proposed phase-retrieval algorithm termed Wirtinger flow 
algorithm [22, 23] needs at least 6 times measurements 
of signals for successful reconstruction. Assuming that 
the ratio between the overlapped sub-spectrum and the 
entire sub-spectrum is r, and we capture n × n LR images 
each with m × m pixels, then, the number of signals to 
be reconstructed including both amplitude and phase is 
2 × [(1 − r)m(n − 1) + m]2, and the corresponding sampling 
ratio between measurements and signals is

2 2

2 2
1= .

2(1 )2 (1 ) ( 1)

m n
rr m n m

η ≈
− × − − + 

(II) The Nyquist sampling theory requires that the pixel 
size of the captured raw images should be no larger than 

obj

,
2NA

λ  where NAobj denotes the numerical aperture of 

the utilized objective lens. This ensures that we can theo-
retically achieve the resolution limit of the objective lens 
without a pixel aliasing problem [24].

3   Improvements of FPM
Although FPM is a powerful technique for high SBP 
imaging, there is a lot of room improving its performance 
for wider applications. In the next, we present multiple 
techniques that have been proposed to improve FPM.

3.1   Shortening capture time

Because FPM captures multiple images to increase SBP, its 
frame rate is relatively low. For example, it takes the FPM 
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setup reported in Ref. [1] ~3 min to capture the total 137 LR 
images for reconstructing one HR image. However, many 
biomedical applications such as neuroscience require 
dynamic imaging. Therefore, the capture time of FPM 
needs to be shortened.

An intuitive idea is to reduce shot number (the 
number of captured images). Bian et al. [25] studied the 
sparsity statistic of the natural images’ spatial-frequency 
spectra in Fourier space and proposed a content adap-
tive illumination strategy, which allows FPM to capture 

only the most informative parts of the scene’s spatial-
frequency spectrum. As shown in Figure 2A, the capture 
order of the method is from low spatial frequencies to 
high spatial frequencies, which is different from the con-
ventional FPM. When the amplitude of sub-spectrum is 
small, the corresponding LR image is not captured. Exper-
iments show that the technique can save around 30–60% 
capture of the conventional FPM. Different from the adap-
tive capture strategy, Zhang et al. [29] used the LR image 
captured under normal illumination to determine all the 

kx

ky

Conventional FPM capture

Content adaptive FPM capture

(I) (II)

(III)

(I) (II)

(III) (IV)

A Selectively capture in FPM [25] B The dome illuminator in ref. [26]

C The dome illuminator in ref. [27] D The laser FPM [28]

Figure 2: Illumination optimization for faster FPM capture. (A) The comparison of capture strategy between the conventional FPM and the 
adaptive Fourier ptychography technique proposed in Ref. [25]. (B) and (C) Two developed dome illuminators [26, 27] are shown, respec-
tively. (D) The laser FPM setup reported in Ref. [28].
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sub-spectra that need to be captured at one time. This 
method owns less computation but lower accuracy. Dome-
shaped illuminators are also developed by mounting LEDs 
onto a 3D-printed plastic case, as shown in Figure 2B and 
C. They own the ability to reduce the shot number by at 
least 50% benefiting from the round sampling strategy 
(LEDs are turned on in a round manner) [26, 27]. Besides, 
as the LEDs are distributed in a dome shape and oriented 
directly at the sample, the illuminators own higher illumi-
nation efficiency and, thus, further help reduce exposure 
time.

Another way to reduce capture time is to decrease 
exposure time. As stated in Ref. [1], the conventional FPM 
setup needs to capture three images under different expo-
sure time for each LED, in order to obtain a high dynamic-
range image free of overexposed or underexposed pixels. 
However, as studied in Ref. [19], one can selectively use 
partial pixels to obtain comparable reconstruction quality. 
In other words, the overexposed and underexposed 
regions can be kept unchanged, while the other regions 
are updated using corresponding intensity measure-
ments. Using this method, one is able to bypass the HDR 
capture and combination process of the original FPM plat-
form and shorten acquisition time by ~50%.

One can also increase illumination power to reduce 
exposure time. Ref. [30] demonstrated that using a high-
power laser beam coupled with a digital micromirror 
device (DMD) can overcome the power limitation of LEDs. 
However, the illumination efficiency is low because only 
a small portion of the entire laser beam is utilized for 
each incident angle. To take full advantage of the laser’s 
strong power, Chung et al. [28] utilized a mirror array and 
a 2D scanning Galvo mirror system to provide plane-wave 
illumination with diverse incidence angles, as shown 
in Figure 2D. In their prototype, a 1-W laser is applied to 
provide a collimated beam with the power of 150 mW and 
the beam diameter of 1 cm, allowing for the total capture 
time of 0.96 s.

Multiplexing is another method widely used to reduce 
both shot number and exposure time. Based on this tech-
nique, Tian et al. [31] proposed to turn on multiple LEDs 
at the same time for each capture, which is different from 
the conventional FPM strategy that sequentially turns 
on each single LED. The method achieves similar results 
with approximately an order of magnitude reduction in 
capture time. Later, they extended the technique to in vitro 
imaging by optimizing the multiplexing code, utilizing 
real-time hardware control, and developing an algorithm 
with a new initialization scheme [32]. Different from the 
above scheme that multiplexes illumination of the same 
wavelength, Dong et  al. [17] multiplexed illumination of 

different colors to accelerate color imaging, and Zhou 
et  al. [33] multiplexed color illumination to simultane-
ously acquire different spatial-frequency sub-spectra for 
fast monochromatic imaging.

3.2   Increasing the robustness to measure-
ment noise

The conventional utilized alternating projection (AP) algo-
rithm for FPM reconstruction is sensitive to measurement 
noise [10]. This results in the required long exposure time 
for high SNR measurements and largely limits FPM’s prac-
tical applications. To deal with low SNR inputs, various 
FPM reconstruction algorithms have been proposed with 
stronger robustness to measurement noise.

Based on the Wirtinger derivatives [20–22], Bian et al. 
[23] utilized the gradient descent scheme to implement FPM 
reconstruction. An additional noise relaxation constraint is 
introduced to effectively attenuate Gaussian measurement 
noise. Following the gradient descent scheme, Yeh et  al. 
[34] tested different objective functions (intensity based, 
amplitude based, and Poisson  maximum-likelihood) for 
FPM reconstruction. The results show that the ampli-
tude-based and Poisson maximum-likelihood objective 
functions produce better results than the intensity-based 
objective function. The conclusion offers an intuitional 
guide for effective FPM reconstruction.

Besides Gaussian noise, there exist other kinds of 
noise in the measurements, including Poisson noise and 
speckle noise, which are common when illumination is 
spatially and temporally coherent (such as the laser FPM 
system [28, 30]). To efficiently handle these measurement 
noise, Bian et al. [35] incorporated the Poisson maximum-
likelihood optimization model and the truncated Wirtinger 
gradient [36] together into a gradient descent framework. 
The utilized truncated gradient can efficiently distinguish 
various noise from measurements and prevent them from 
degrading the reconstruction. Zuo et  al. [37] introduced 
an adaptive step-size strategy to the AP method to deal 
with measurement noise with less computational com-
plexity. The strategy works because the step size gradu-
ally decreases as the iteration proceeds, which effectively 
improves the stability and robustness of the reconstruc-
tion and retains the fast convergence speed of AP.

The above algorithms are non-convex and need 
careful  initialization for convergence to the global 
optimum. Utilizing the convex semi-definite programming 
(SDP)-based phase-retrieval scheme [10], Horstmeyer 
et al. [38] modeled FPM reconstruction as a convex opti-
mization process, by rewriting the quadratic equations in 
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Eq. (2) as linear equations in a higher dimension [39]. This 
method guarantees global optimum by a series of convex 
relaxations, but requires matrix lifting to work in a higher 
matrix space and, thus, takes a heavy computation load. 
For example, it takes the algorithm ~130 s to reconstruct 
a 1-megapixel image with GPU acceleration, while the AP 
algorithm needs only ~15 s for the same reconstruction.

3.3   Correcting system aberrations

Besides measurement noise, there may exist other system 
aberrations in an FPM setup, including pupil function 
aberration, pupil location offset, and sample motion. 
Pupil function aberration is caused by imperfect lens fab-
rication, resulting in an non-ideal circular function with 
globally inconsistent phase. Pupil location offset is caused 
by LED misalignment. Although one can pre-characterize 
these aberrations [40], such a procedure can be exhaus-
tive and laborsome because the aberrations are sensitive 
to the movement of system elements. Sample motion 
arises due to many reasons. For endoscopy applications, 
hand-held endoscope probes may move during multi-
ple acquisitions of the sample. In transmission electron 
microscopy, sample drift is a common problem for multi-
ple image acquisitions. Therefore, multiple computational 
aberration correction methods have been proposed for 
effective FPM reconstruction.

Bian et al. [41] used an image-quality metric as a guide 
star in a global optimization framework and realized 
adaptive wavefront correction to compensate pupil func-
tion aberration. However, this approach takes heavy com-
putation load and can correct only a limited number of 
low-order aberrations. To compensate high-order aberra-
tions, Ou et al. [18] proposed the embedded pupil function 
recovery (EPRY) method that reconstructs pupil func-
tion simultaneously with HR spatial-frequency spectrum 
under the AP optimization scheme. Similar to the simulta-
neous probe retrieval in ptychography [42], this technique 
allows for the removal of spatially varying aberrations 
throughout the microscope’s wide FOV. However, it is sus-
ceptible to system initialization and easily trapped in a 
local optimum [26]. Zhang et al. [43] proposed to jointly 
optimize pupil function and HR spatial-frequency spec-
trum under a gradient-descent scheme, by fitting recon-
struction with measurements following a squared-error 
metric. Benefiting from the joint optimization strategy, 
the algorithm owns stronger robustness than the EPRY 
method.

Because each LED position corresponds to an 
incident angle and, thus, a certain shift of sample’s 

spatial-frequency spectrum in the Fourier domain, LED 
misalignment would introduce pupil location offset that 
degrades FPM reconstruction. To deal with this problem, 
an additional location searching operation using the sim-
ulated annealing algorithm is introduced into the recon-
struction, to estimate and compensate the offset [34, 44]. 
This is similar to the technique correcting the probe func-
tion shift in conventional ptychography [45]. In addition, 
the aforementioned truncated Poisson Wirtinger Fourier 
ptychographic reconstruction method [35] can also tackle 
this problem because the introduced truncated gradi-
ent is able to remove the measurement outliers caused 
by pupil location offset and produce aberration-free 
reconstruction.

Sample motion is common in microscopy and would 
also degrade the FPM reconstruction. To tackle this 
problem, Bian et al. [46] introduced a simulated annealing 
module into the adaptive optimization framework [25], to 
search for the unknown sample shift during each capture. 
The estimated shift is then utilized to compensate the 
sub-spectrum’s phase offset caused by sample motion. 
The technique can correct for unknown sample motion 
with its standard deviation being up to 10% of the FOV. 
Considering that sample motion would introduce image 
blur, Ma et  al. [47] designed a temporal coded illumina-
tion sequence in each single capture and realized linear 
motion deblurring for moving samples.

4   Extensions of FPM
Conventional FPM replaces a microscope’s illumination 
source with an LED array to provide angularly varying illu-
mination. There are alternative FPM modalities adapted 
for different imaging scenarios.

Besides angular illumination, aperture scanning is 
also able to obtain different spatial-frequency sub-spectra 
of the sample [48–50], as shown in Figure 3A. The aper-
ture scanning scheme circumvents the thin specimen 
requirement of conventional FPM, because the phase-
retrieval reconstruction is now limited to the unchanging 
2D wavefront exiting the sample (the light field scattered 
by the sample’s 3D distribution). For conventional FPM, 
if the sample is too thick, the simple correlation between 
the change of illumination angle and the spectrum shift 
in Fourier space is no longer valid due to tissue scatter-
ing, which leads to failed reconstruction. The aperture 
scanning scheme also enables 3D refocusing [49] and 
super-resolution macroscopic imaging [48, 50]. Ben-
efiting from the low cost and high quality of current cell 
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phone lens, Dong et  al. [51] built a portable FPM setup 
using a cell phone lens and 3D printed modules instead 
of a commercial microscope, as shown in Figure 3B. The 
platform enables healthcare accesses in low-resource 
settings. Chung [54] incorporated the FPM setup into a 
fluorescence microscope and utilized the reconstructed 
pupil function to correct aberrations for wide-FOV high-
resolution fluorescence imaging. Different from the above 
FPM systems in a transmissive mode, Pacheco et al. [52, 
53] implemented FPM in a reflective mode, as shown in 
Figure 3C and D. This configuration offers great potentials 
in tissue imaging and optical inspection.

The captured low-resolution images are not limited 
to being stitched together for 2D high-resolution imaging. 
The information contained in the images can be further 
explored as follows. (I) The FPM system can be extended 
for 3D tomographic imaging of a thick sample, by employ-
ing either the multislice coherent model [55] or the first 
Born approximation (diffraction tomography theory) [56]. 
Using the technique, each captured image is treated as the 
composition of different sample layers, and the sample’s 
volumetric refractive index reflecting its transparent and 
contiguous features can be quantitatively reconstructed 
without the need of interferometry or any moving parts. 

(II) Tian et al. [57, 58] utilized the FPM system for 3D dif-
ferential phase contrast (DPC) microscopy, by digitally 
refocusing the captured images through various depths 
via light field processing. (III) The FPM system can also 
be applied for brightfield, darkfield, and phase-contrast 
imaging by applying different LED-lightening patterns [59, 
60]. All the above extensions demonstrate great potentials 
of FPM for various imaging applications.

5   Conclusions
To conclude, we have revisited the theoretical principles of 
Fourier ptychographic microscopy. It brings together two 
innovations in computational optics to bypass the space-
bandwidth-product barrier, including the phase-retrieval 
reconstruction and the aperture synthesis technique. In 
this way, it is able to acquire both the sample’s high-reso-
lution amplitude and phase information computationally, 
and get rid of hardware design difficulties and enable high 
compatibility with current microscopes. Therefore, it has 
been applied to multiple imaging modalities, and shows 
great potentials for various biological applications in life 
science.

A Aperture scanning FPM [48] B The FPM system using cellphone lens [51]

C The reflective FPM system in ref. [52] D The reflective FPM system in ref. [53]

(I) (II)

(III)

(I) (II)

Figure 3: Extended FPM modalities. (A) The aperture scanning FPM system in Ref. [48]. (B) The 3D printed FPM system using a cellphone 
lens [51] is shown. (C) and (D) The light paths of two reflective FPM systems [52, 53].
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