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Nonresponse is a major problem encountered by surveyors when conducting

sampling surveys. The present study suggested a naïvemodified Searls method

for the elevated estimation of the population mean of the primary variable

under investigation by utilizing the known auxiliary parameters. The bias along

with the mean squared error (MSE) of the introduced estimator is calculated

up to the approximation of the first order. We compared the presented

estimator with a competing usual unbiased estimator and other competing

populationmean estimators regarding the issue of nonresponse. The e�ciency

criteria of the introduced estimator outperforming the other estimators in the

competition are determined and verified using five real data sets. The MSEs

for the introduced estimator and the other estimators in the competition are

calculated for the five considered populations. The estimatorwith the leastMSE

or highest percentage relative e�ciency (PRE) is recommended for practical

exercise in di�erent areas of applications.
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Introduction

Because of time and financial constraints, sampling is important when the population

is big. Furthermore, many sampling studies use the mail questionnaire to acquire factual

information due to financial constraints. The problem of nonresponse is common with

mail questionnaires, and unexplained bias might be a major factor in these cases. Because

of nonresponse, surveys may produce estimates that are biased with large variance.

Nonresponse in a sample survey occurs when the inquirer is not able to get observations

from some of the units of the population for a variety of reasons, including when

someone refuses to answer, when respondents are unavailable, and the possibility that

the respondents did not get the question due to a lack of interest or an inability to

comprehend what was asked in the questionnaire. As a result, the researcher must be

extra cautious when creating the survey questionnaire to ensure that such inaccuracies

are minimized. Personal interviews often produce amore full response, although they are

more expensive than the postal questionnaire approach. The goal of the investigator is to

provide a system that incorporates the advantages of both strategies. When combining
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both strategies, the questionnaire form of the survey is typically

addressed to larger targeted respondents rather than the size in

need in the hope that the total returned forms will be larger than

expected [1].

The most suitable estimator for any parameter under

consideration is the related statistic when it comes to population

parameter estimation. The sample mean of the primary variable,

Y , for example, is the best estimator of the population mean,

Ȳ . Although the estimator ȳ is unbiased for Ȳ , it has a

significant sampling variance. As a result, we probed for a

biased estimator with a lower mean squared error (MSE).

This goal of finding a more efficient estimator is acquired

by using an auxiliary variable that is highly associated with

the main variable under study. When auxiliary variable,X

is combined with data on Y to improve Ȳ estimation, it

is expected that each sample unit has complete fact-based

information on both variables and that they are accurately

measured. However, it is a typical observation in many surveys

that nonresponse happens in a variety of ways. Nonresponse

can be caused by the refusal of the respondent to answer

a specific question, their non-availability, information loss

because of the negligence of the investigator or an accident,

and lost observations. The most typical strategy for dealing

with nonresponse to questionnaires is to have a personal

interview with these nonrespondents in order to gather the

maximum possible information. Many authors helped estimate

Ȳ utilizing X with non-response for various nonresponse

scenarios on Y and X.

Using mailed questionnaires, El-Badry [2] advocated

estimating Ȳ of a research variate. Estimation of Ȳ through

ratio, product, and regression estimators in the no response

condition was examined by Rao and Khare and Srivastava [3–

5]. Tracy and Osahan [6] explored how to get a better estimate

of Ȳ with no response on Y and X. For the no response

issue, [7] worked on a regression estimator for estimating Ȳ

while [8] proposed an advanced estimation of Ȳ . Under the

challenge of non-respond, [9] worked on a general class of

exponential ratio estimators of Ȳ using transformed X. In a

survey sample with replacement strategy, [10] proposed the

estimation of Ȳ for random non-respond. In the context of

nonrespond, [11] introduced an elevated ratio estimator for

estimating Ȳ . For the issue of non-respond, [12] proposed

an exponential type generalized estimator of Ȳ . While some

observations on Y and X are missing, [13, 14] investigated the

challenge of estimating the ratio of two Ȳ in survey sampling.

In case of nonresponse, [15, 16] proposed employing multi-

auxiliary characteristics to improve estimation of the ratio of the

two Ȳ .

The estimation of Ȳ in a multi-phase sampling technique

with nonresponse error was carried out by Srinath [17]. In

a two-phase sampling design, [18, 19] proposed enhanced

estimators of Ȳ with the problem of nonresponse. Shabbir

and Khan [20] investigated estimating Ȳ , utilizing a known

couple of X in double sampling in the presence of nonresponse.

In a double sampling scheme, Yadav et al. [21] investigated

the improved Ȳ estimation, utilizing the known parameters

of Ȳ in the case of nonresponse and measurement errors.

To overcome the challenge of measurement errors in sample

surveys, Sud and Srivastava [22] and Srivastava and Shalabh

[23] introduced the modified ratio and the regression type

estimators of Ȳ . Kumar et al. [24] and Kumar [25] investigated

the challenge of estimating Ȳ in the case of nonresponse and

measurement error, and Singh et al. [26] worked on the same

issue. In the case of nonrespose on Y along with X, [27]

used the modified estimators with exponential functions for

estimating Ȳ . Yadav et al. [28] worked on the problem of

estimating Ȳ using information from highly correlated X in

the face of nonresponse on one or both of the variables and

proposed an improved estimator in three different nonresponse

scenarios. Sharma and Kumar [29] proposed an estimator for

estimating the Ȳ , with known parameters of X in sample surveys

in the case of nonresponse. Unal and Kadilar [27] proposed

the estimators class for estimating Ȳ , utilizing exponential

function in the nonresponse condition for a couple of cases.

In the condition of nonresponse on Y and X, Unal and

Kadilar [27] adopted an exponential type estimator for Ȳ .

Unal and Kadsilar [30] introduced a new class of exponential

estimators in the case of nonresponse and Unal and Kadilar

[31] worked on a novel population mean estimator for the

nonresponse problem. Jaiswal et al. [32] suggested an elevated

procedure for the estimation of population mean in the

case of nonresponse. Some recent contributions for elevated

estimation of Ȳ for the nonresponse problem were made

by Ahmed at al. [33], Yadav et al. [34], Ahmed and Shabir

[35], Hussain et al. [36], Unal and Kadilar [30], and Ahmad

et al. [37].

The research studies showed that the estimators are getting

better, as evidenced by decreasing MSE. The estimator with

the sampling distribution having lower MSE was closer to

the genuine, Ȳ . Thpresent investigation aimed to create an

estimator that may enhance the true Ȳ estimation when there

is a nonresponse error. We suggested a naive estimator of Ȳ ,

utilizing known information on X in the case of nonresponse

error. We also noticed the large sample properties of the

suggested estimator up to the first-degree approximation. The

remainder of this study is laid out as below: The review

of competing estimators is presented in Section Review of

competing estimators, and introduced estimators are discussed

in Section Proposed class of estimators. The suggested estimator

is detailed in Section Efficiency conditions, while the efficiency

comparison is discussed in Section Numerical illustrations. The

numerical investigation is described in Section Simulation study,

and the results and comments are presented in Sections Results

and discussion and Conculsion, respectively.
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Review of competing estimators

Hansen andHurwitz [1] worked on the issue of nonresponse

by introducing a novel subsampling procedure for the units

which have not responded. In their technique, they considered

that the population U = (U1, U2, ..., UN ) is the N finite and

identifiable population units such that N = N1 + N2, where N1

are the number of units with response and N2 are the units with

no response in the population respectively. Further a sample

having n units is taken from the population under investigation

using simple random sampling without replacement (SRSWOR)

procedure. This sample is such that, n = n1 + n2, where

n1 have given response and n2 has not given response in the

sample. Let Y be the main characteristic under investigation

and X as auxiliary variable. Further (yi, xi) are values on the

ith(i = 1, 2, ..., N) observations on Y and X for the population

and a sub-sample of size r = n2
h
, (h > 0) random observations

from n2 nonrespondents are taken with h as inverse sampling

ratio for the sample from the second phase. The population’s

proportions of responders and nonresponders are, W1 =
N1
N

andW2 =
N2
N respectively.

In the context of the nonresponse issue, Hansen andHurwitz

[1] suggested the unbiased estimator of Ȳ as,

t1 = w1ȳ1 + w2ȳ2(r)

Where,w1 =
n1
n andw2 =

n2
n are the sample proportions of

responders and nonresponders respectively with the ȳ1 and ȳ2(r)
as the sample means for n1 and r units for the respondents and

nonrespondents respectively.

The sampling variance of t1 for the approximation of first

order is,

V(t1) = Ȳ2
[

λC2y +
W2(h− 1)

n
C2y(2)

]

(1)

where

λ =
1−f
n , f = n

N , C2y =
S2y

Ȳ2 and C2
y(2)

=
S2
y(2)

Ȳ2 is

the square of the coefficient of variation (CV) of Y for the N2

population’s nonresponders.

It is very common phenomenon in practice that we face

the issue of nonrespond on Yand X both. In the present

investigation, we are dealing with the issue of nonrespond on

Y and X both.

Singh et al. [38] introduced the traditional ratio estimator of

Ȳ with the non-respond on Y and X, utilizing the known X̄ and

having high positive correlation between Y and X as,

t2 =
ȳ∗

x̄∗
X̄

Where, ȳ∗ = 1
n−r

n−r
∑

i=1
yi and x̄∗ = 1

n−r

n−r
∑

i=1
xi

The MSE of t2 till the approximation of degree one is,

MSE(t2) = Ȳ2
[

λ(C2y + C2x − 2Cyx)+
W2(h− 1)

n
(C2y(2)

+ C2x(2) − 2Cyx(2))
]

(2)

where

C2x =
S2x
X̄2 , Cyx = ρyxCyCx, C2

x(2)
=

S2
x(2)

X̄2 ,

Cyx(2) = ρyx(2)Cy(2)Cx(2) with the ρyx and ρyx(2) as the

population correlation coefficients for the respondents and

nonrespondents, respectively.

Searls [39] worked on the exponential ratio estimator with

the nonresponse on Y and X both and having somewhat weak

positive correlation between Y and X as,

t3 = ȳ∗ exp

(

X̄ − x̄∗

X̄ + x̄∗

)

The MSE of t3 for the approximation of order one is,

MSE(t3) = Ȳ2

[

λ(C2y +
C2x
4

− Cyx)+
W2(h− 1)

n
(C2y(2)

+
C2
x(2)

4
− Cyx(2))

]

(3)

Singh et al. [38] worked on the usual regression estimator for

the problem of nonrespond on Y and X presented estimator as,

t4 = ȳ∗ + b∗(X̄ − x̄∗)

Where, b∗ =
s∗yx
s∗2x

is the sample regression coefficient of the

regression line of Y and X for the nonrespondents in the sample.

The MSE of t4 for the approximation of degree one is,

MSE(t4) = Ȳ2
[

λC2y (1− ρ2yx)+
W2(h− 1)

n
{C2y(2)

+ ρ2yx

C2y

C2x
C2x(2) − 2ρyx

Cy

Cx
Cyx(2)}

]

(4)

where, Cyx(2) = ρyx(2)Cy(2)Cx(2)
Unal and Kadilar [27] worked on the following modified

exponential ratio estimator of Ȳ with the issue of nonrespond

on both Y and X as,

t5 = α ȳ∗ + (1− α) ȳ∗ exp

(

X̄ − x̄∗

X̄ + x̄∗

)

The MSE of t5 for the approximation of order one is,

MSE(t5) =

Ȳ2





{

λC2
y +

W2(h−1)
n {C2

y(2)

}

+
{

λC2
x +

W2(h−1)
n C2

x(2)

} (

α2

4 − α
2 + 1

4

)

+
{

λρyxCyCx +
W2(h−1)

n ρyx(2)Cy(2)Cx(2)

}

(1− α)





(5)
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The optimal α for which the MSE of t5 is least is,

α =
A1 − 2A2

A1
= αopt

Where, A1 = λC2x +
W2(h−1)

n {C2
y(2)

and A2 = λCyx +

W2(h−1)
n ρyx(2)Cy(2)Cx(2)
The least MSE of t5 for the optimal α is,

MSEmin(t5) = Ȳ2
[{

λC2y +
W2(h− 1)

n
{C2y(2)

}

−

{

λCyx +
W2(h−1)

n ρyx(2)Cy(2)Cx(2)

}2

{

λC2x +
W2(h−1)

n C2
x(2)

}






(6)

Proposed class of estimators

Motivated by Khare and Kumar [40] and Unal and Kadilar

[27], we introduced the following modified generalized class for

enhanced estimation of Ȳ with the problem of nonresponse on

Y and X as

tp = π1ȳ
∗ + π2ȳ

∗ exp

(

X̄ − x̄∗

X̄ + x̄∗

)

,

where, π1 and π2 (π1 + π2 6= 1) are the characterizing scalars

that are obtained such that the MSE of tp is least possible.

Following are some of the interesting observations about the

introduced family of estimators:

(1) For π1 = 1 and π2 = 0, the proposed class becomes ȳ∗

estimator of Ȳ with the issue of nonresponse.

(2) For π2 = 0, the suggested family of estimators reduces to

the estimator introduced by Khare and Kumar [40] with the

problem of nonresponse.

(3) For π1 = 0 and π2 = 1, the introduced class of estimators

takes the form of the exponential ratio estimator of ȳ

introduced by Searls [39] for the problem of nonresponse.

(4) For π1 + π2 = 1, the suggested family reduces to the class

of estimators of Ȳ introduced by Unal and Kadilar [27] for

the issue of nonresponse.

For sampling properties of the introduced estimator, tp, we

used the standard notations given below:

ȳ∗ = Ȳ(1 + e∗0) and x̄∗ = X̄(1 + e∗1) with E(e∗0) =

E(e∗1) = 0 and E(e∗20 ) = λC2y +
W2(h−1)

n C2
y(2)

, E(e∗21 ) =

λC2x +
W2(h−1)

n C2
x(2)

, E(e∗0e
∗
1) = λCyx +

W2(h−1)
n Cyx(2)

Expressing tp in terms of e∗i (i = 0, 1), we have

tp = π1Ȳ(1+ e∗0)+ π2Ȳ(1+ e∗0)(1−
e∗1
2

+
3

8
e∗21 )

= π1Ȳ(1+ e∗0)+ π2Ȳ(1+ e∗0 −
e∗1
2

−
e∗0e

∗
1

2
+

3

8
e∗21 )

= Ȳ

[

π1(1+ e∗0)+ π2(1+ e∗0 −
e∗1
2

−
e∗0e

∗
1

2
+

3

8
e∗21 )

]

Subtracting Ȳ from two sides of above equation, we have,

tp − Ȳ

= Ȳ

[

π1(1+ e∗0)+ π2(1+ e∗0 −
e∗1
2

−
e∗0e

∗
1

2
+

3

8
e∗21 )− 1

]

(7)

By taking expectations on two sides of (7) and substituting

the values of corresponding expectations, we have the bias

of tp as

Bias(tp) = Ȳ

[

π1 + π2

(

1−
1

2

{

λCyx +
W2(h− 1)

n
Cyx(2)

}

+
3

8

{

λC2y +
W2(h− 1)

n
C2y(2)

})

− 1

]

Squaring on both sides of (7), simplifying and occluding the

terms for the approximation of degree one, we get

(tp − Ȳ)
2

= Ȳ2

[

1+ π2
1 (1+ e∗20 )+ π2

2 (1+ e∗20 + e∗21 − 2e∗0e
∗
1)− 2π1

−2π2(1+
3
8 e

∗2
1 −

e∗0e
∗
1

2 )+ 2π1π2(1+ e∗20 + 3
8 e

∗2
1 − e∗0e

∗
1)

]

By taking expectations on two sides of the above equation

and substituting the values of corresponding expectations, we

obtain the MSE of tp as

MSE(tp) =

Ȳ2

































1+ π2
1

(

1+
{

λC2y +
W2(h−1)

n C2
y(2)

})

+π2
2

(

1+
{

λC2y +
W2(h−1)

n C2
y(2)

}

+
{

λC2x +
W2(h−1)

n C2
x(2)

}

− 2
{

λCyx +
W2(h−1)

n Cyx(2)

})

−2π1 − 2π2

(

1+ 3
8

{

λC2x +
W2(h−1)

n C2
x(2)

}

− 1
2

{

λCyx +
W2(h−1)

n Cyx(2)

})

+2π1π2

(

1+
{

λC2y +
W2(h−1)

n C2
y(2)

}

+ 3
8

{

λC2x +
W2(h−1)

n C2
x(2)

}

−
{

λCyx +
W2(h−1)

n Cyx(2)

})

































MSE(tp) = Ȳ2[1+ π2
1A+ π2

2B− 2π1 − 2π2C + 2π1π2D] (8)

where

A =

(

1+

{

λC2y +
W2(h− 1)

n
C2y(2)

})

,

B =

(

1+

{

λC2y +
W2(h− 1)

n
C2y(2)

}

+

{

λC2x +
W2(h− 1)

n
C2x(2)

}

− 2

{

λCyx +
W2(h− 1)

n
Cyx(2)

})

,
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C =

(

1+
3

8

{

λC2x +
W2(h− 1)

n
C2x(2)

}

−
1

2

{

λCyx +
W2(h− 1)

n
Cyx(2)

})

,

D =

(

1+

{

λC2y +
W2(h− 1)

n
C2y(2)

}

+
3

8

{

λC2x +
W2(h− 1)

n
C2x(2)

}

−

{

λCyx +
W2(h− 1)

n
Cyx(2)

})

The optimal π1 and π2 values which minimizes the MSE of

tp respectively are,

π1(opt) =
(B− DC)

(AB− D2)
and π2(opt) =

(AC − D)

(AB− D2)

The least MSE of tp for these optimal π1 and π2 is,

MSEmin(tp) =

Ȳ2











1−

{

2(B− DC)(AB− D2)+ 2(AC − D)(AB− D2)

−B(AC − D)2 − A(B− DC)2 + 2D(B− DC)(AC − D)

}

(AB− D2)
2











MSEmin(tp) = Ȳ2
[

1−
P

Q2

]

(9)

Where,

P =

{

2(B− DC)(AB− D2)+ 2(AC − D)(AB− D2)

−B(AC − D)2 − A(B− DC)2 + 2D(B− DC)(AC − D)

}

Q = (AB− D2)

E�ciency conditions

The efficiency of the proposed and competing estimators

have been compared theoretically in the case of nonresponse

on both Y and X showed that the efficiency condition of the

suggested estimator is superior to the competing estimators.

The MSEs of the estimators are used to assess their efficiency.

Any estimator ta is said to be more efficient or better than the

estimator, tb, if the conditionMSE(tb)−MSE(ta) > 0 is satisfied.

The suggested estimator t1 performs better than the

estimator proposed by Hansen and Hurwitz [1] under

the condition:

if V(t1)−MSE(tp) > 0, or

[

λC2y +
W2(h− 1)

n
C2y(2)

]

−

[

1−
P

Q2

]

> 0, or

[

λC2y +
W2(h− 1)

n
C2y(2) +

P

Q2

]

> 1

The proposed estimator tp has lesser MSE than the

estimator t2 proposed by Ahmed and Shabeer [35] for the

following condition:

ifMSE(t2)−MSEmin(tp) > 0, or

[

λ(C2y + C2x − 2Cyx)+
W2(h− 1)

n
(C2y(2) + C2x(2) − 2Cyx(2))

]

−

[

1−
P

Q2

]

> 0, or

[

λ(C2y + C2x − 2Cyx)+
W2(h− 1)

n
(C2y(2) + C2x(2) − 2Cyx(2))

+
P

Q2

]

> 0

The introduced estimator tp is more efficient than the

exponential ratio estimator t3 proposed by Yadav et al. [34]

under the following condition:

ifMSE(t3)−MSEmin(tp) > 0, or

[

λ(C2y +
C2x
4

− Cyx)+
W2(h− 1)

n
(C2y(2) +

C2
x(2)

4
− Cyx(2))

]

−

[

1−
P

Q2

]

> 0, or

[

λ(C2y +
C2x
4

− Cyx)+
W2(h− 1)

n
(C2y(2) +

C2
x(2)

4
− Cyx(2))

+
P

Q2

]

> 1

The introduced estimator tp outperforms the competitor’s

estimator t4 of Ahmed and Shabeer [35] under the

following condition:

ifMSE(t4)−MSEmin(tp) > 0, or

[

λC2y (1− ρ2yx)+
W2(h− 1)

n
{C2y(2) + ρ2yx

C2y

C2x
C2x(2)

−2ρyx
Cy

Cx
Cyx(2)}

]

−

[

1−
P

Q2

]

> 0, or

[

λC2y (1− ρ2yx)+
W2(h− 1)

n
{C2y(2) + ρ2yx

C2y

C2x
C2x(2)

−2ρyx
Cy

Cx
Cyx(2)} +

P

Q2

]

> 1

The proposed estimator tp has lesser MSE than the estimator t5

proposed by Unal and Kadilar [27] for the following stipulation:
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TABLE 1 Parameters of di�erent populations under consideration.

Parameter

Population N n W2 Ȳ X̄ Cy Cx ρyx Cy(2) Cx(2) ρyx(2)

Khare and Kumar [41] 96 25 0.25 185.22 1,807.23 1.05 1.06 0.90 0.53 0.85 0.90

Khare and Sinha [16] 96 40 0.25 137.92 144.87 1.32 0.81 0.77 2.08 0.94 0.72

Khare and Srivastava [42] 70 35 0.20 981.29 1,755.53 0.63 0.80 0.78 0.41 0.57 0.45

Sinha and Kumar [43] 109 35 0.25 485.92 255.97 0.66 0.60 0.86 0.73 0.69 0.83

Sinha and Kumar [43] 109 35 0.25 485.92 41.24 0.66 1.13 0.45 0.48 1.17 0.71

Satici and Kadilar [44] 261 90 0.25 222.58 306.45 1.87 1.76 0.97 1.22 1.23 0.97

Yadav et al. [45] 150 40 0.20 32.97 3.94 0.75 0.73 0.86 0.72 0.715 0.86

ifMSE(t5)−MSEmin(tp) > 0, or

[{

λC2y +
W2(h− 1)

n
{C2y(2)

}

−

{

λCyx +
W2(h−1)

n ρyx(2)Cy(2)Cx(2)

}2

{

λC2x +
W2(h−1)

n C2
x(2)

}







−

[

1−
P

Q2

]

> 0, or

[{

λC2y +
W2(h− 1)

n
{C2y(2)

}

−

{

λCyx +
W2(h−1)

n ρyx(2)Cy(2)Cx(2)

}2

{

λC2x +
W2(h−1)

n C2
x(2)

} +
P

Q2






> 1

Numerical illustrations

In this section, the theoretical efficiency conditions were

verified using five real natural data congregations. To see the

executions of the introduced and the competing estimators of Ȳ

in the presence of nonresponse on both Yand X, we considered

all five natural real populations [27]. The parameters of all five

considered populations along with their sources are presented

in Table 1.

All the above seven populations under consideration were

natural real-world populations on which the applications of the

suggested estimator along with the competing estimators were

carried out in the presence of nonresponse. For instance, we

described the seven real-world populations in Yadav et al.’s study

[45] as follows:

The data were collected from 923 districts of Turkey from

different private teaching institutions in 2006. The study variable

Ywas taken as the number of successful students in the student

selection examination for secondary schools and the auxiliary

variableXwas taken as the number of teachers. It should be

mentioned that only 261 homogenous districts for the above

population were considered as we used simple random sampling

in this study and a sample of size 90 was drawn from the

above population of size 261. Here, we faced the problem of

nonresponse in both the study and the auxiliary variables. A

total of 25% of the units (65 units) was represented in the group

of nonresponse.

In the last population, the primary data set, also presented

in Yadav et al. [45], for simple random sampling on the

production of peppermint yield, which is located at Banikodar

block of Barabanki district at Uttar Pradesh state in India in

2019, was collected. It was observed that approximately 20%

of nonresponse occurred while collecting data for the targeted

units of the population under consideration, and the data were

collected on 150 farmers with peppermint yield as the primary

variable in kilogram and the auxiliary variable as an area of the

field in Bigha (2529.3 Square Meter). Thus, out of 150 units,

120 units were considered in the response group and 20 in

the nonresponse group. The parameters of this population are

presented in Table 1.

The percentage relative efficiency (PRE) of the suggested

and competing estimators with respect to the estimator t1 was

calculated using the following formula:

PRE(ti) =
MSE(t1)

MSE(ti)
× 100, i = 1, 2, ..., 5, p

The percentage relative efficiencies of the suggested

estimator tp and competing estimators over t1 for all five

populations for different values of hare presented in Tables 2–8.

Simulation study

To visualize the performances of the introduced and the

competing estimators on the large population, we generated a

large artificial population. A simulated population was generated

through the R programming language to compare the outcomes

of competing estimators and the introduced estimator for the
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TABLE 2 Percentage relative e�ciency (PRE) of di�erent estimators

with respect to t1 for Population 1.

Estimator h = 2 h = 3 h = 4 h = 5 h = 6

t1 100.0000 100.0000 100.0000 100.0000 100.0000

t2 425.4729 332.8156 370.1973 305.8494 285.4779

t3 301.6963 317.9189 310.1851 324.9939 331.4910

t4 419.9153 306.3844 350.2990 276.1563 254.0789

t5 491.1458 447.5542 463.1675 438.3615 432.8506

tp 506.2415 473.5124 482.3257 470.6528 471.0254

TABLE 3 PRE of di�erent estimators with respect to t1for

Population 2.

Estimator h = 2 h = 3 h = 4 h = 5 h = 6

t1 100.0000 100.0000 100.0000 100.0000 100.0000

t2 202.2646 194.3660 190.6994 188.5823 187.2039

t3 148.0884 144.4216 142.6821 141.6667 141.0011

t4 219.9692 212.4751 208.9698 206.9382 205.6122

t5 220.6768 214.9752 212.6081 211.3493 210.5799

tp 228.4691 225.3594 224.2563 222.2874 221.9566

TABLE 4 PRE of di�erent estimators with respect to t1 for

Population 3.

Estimator h = 2 h = 3 h = 4 h = 5 h = 6

t1 100.0000 100.0000 100.0000 100.0000 100.0000

t2 124.3555 108.5754 98.8639 92.2849 87.5332

t3 208.3451 188.8973 176.1676 167.1876 160.5133

t4 209.0156 184.9004 169.7404 159.3284 151.7359

t5 210.8401 189.2205 176.1734 167.4633 161.2454

tp 223.4526 215.2046 188.8459 183.9876 181.0087

TABLE 5 PRE of di�erent estimators with respect to t1 for

Population 4.

Estimator h = 2 h = 3 h = 4 h = 5 h = 6

t1 100.0000 100.0000 100.0000 100.0000 100.0000

t2 351.9514 342.8085 337.4328 333.8937 331.3874

t3 233.9950 232.7577 232.0054 231.4997 231.1363

t4 359.2028 350.8473 345.8426 342.5690 340.2464

t5 359.4776 351.3462 346.5934 343.4756 341.2729

tp 418.5783 416.6584 414.6217 412.5894 412.01365

Bold value indicates PRE of the proposed estimator.

artificial population. For the simulated population, we used the

parameters of the real Population 1 given in the numerical study

TABLE 6 PRE of di�erent estimators with respect to t1 for

Population 5.

Estimator h = 2 h = 3 h = 4 h = 5 h = 6

t1 100.0000 100.0000 100.0000 100.0000 100.0000

t2 38.8760 37.0780 35.8300 34.9130 34.2109

t3 107.8945 110.9662 113.3976 115.3701 117.0024

t4 133.8007 140.4609 145.9319 150.5061 154.3873

t5 133.8633 140.6118 146.1823 150.8558 154.8319

tp 139.2657 151.4568 157.3259 163.4628 168.8413

TABLE 7 PRE of di�erent estimators with respect to t1 for

Population 6.

Estimator h = 2 h = 3 h = 4 h = 5 h = 6

t1 100.0000 100.0000 100.0000 100.0000 100.0000

t2 1735.3152 1739.5428 1744.6143 1749.6817 1754.8894

t3 334.7728 340.5247 346.0438 351.8249 357.4681

t4 1731.2371 1738.9752 1743.8437 1748.9045 1753.8527

t5 1731.4683 1739.1867 1745.3751 1749.2279 1754.7628

tp 2054.8142 2066.5743 2074.2057 2083.9104 2087.7764

TABLE 8 PRE of di�erent estimators with respect to t1 for

Population 7.

Estimator h = 2 h = 3 h = 4 h = 5 h = 6

t1 100.0000 100.0000 100.0000 100.0000 100.0000

t2 366.1683 365.1344 364.4222 363.8892 363.4624

t3 249.9342 250.6955 251.2546 251.6738 251.8821

t4 383.9387 383.8675 383.8323 383.8108 383.7792

t5 150.5897 125.4893 118.8892 115.8396 114.0844

tp 454.8142 454.5743 453.8057 453.6104 452.7764

section. A bivariate normal distribution with mean vectors and

a variance-covariance matrix to construct the population are

as follows:

Means of [Y , X] as µ = [185.22, 1807.23]

Variances and covariance of [Y, X] as σ 2 =
[

37822.86 335303.53

335303.53 3669767.79

]

Correlation ρyx = 0.90

The following steps were used for the simulation of the

required population:
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(a) A bivariate normal distribution of X and Y of size N =

5000 has been generated through these parameters using the

R Program.

(b) The parameters have been computed for this simulated

population of size N = 5000 with N1 = 3500

and N2 = 1500.

(c) A sample of size nwith n1 and n2 = n−n1 has been selected

from this simulated population.

(d) Sample statistics, which are the sample mean, sample

variance, and the values of the introduced and competing

estimators ti of Ȳ , are calculated for this sample.

(e) Steps (c) and (d) are repeatedm = 50, 000 times.

(f) The MSE of every estimator ti is calculated using the

formula,MSE(ti) =
1
m

m
∑

j=1
(tij − Ȳ)

2
.

(g) The PRE of each of the estimator ti with respect to t1 has

been calculated using the formula:

PRE(ti) =
MSE(t1)

MSE(ti)
× 100, i = 1, 2, ..., 5, p

Table 9 represents the PRE of different estimators of Ȳ with

respect to t1 for the simulated population.

Results and discussion

It can be verified from Table 2 that the PREs of the

competing estimators over t1 lie in the intervals [301.6963,

491.1458], [310.1851, 463.1675], [306.3844, 447.5542],

[276.1563, 438.3615], and [254.0789, 432.8506] for different

values of h from 2 to 6, respectively, for Population 1.

From Table 3, it can be observed that the PREs of the

estimators in competition over the estimator t1 lie in the

intervals [148.0884, 220.6768], [144.4216, 214.9752], [142.6821,

212.6081], [141.6667, 211.3493], and [141.0011, 210.5799] for

different values of h from 2 to 6, respectively, for Population 2.

It can be verified from Table 4 that the PREs of the competing

estimators over t1 lie in the intervals [124.3555, 210.8401],

[108.5754, 189.2205], [98.8639, 176.1734], [92.2849, 167.4633],

and [87.5332, 161.2454] for different values of h from 2 to

TABLE 9 PRE of di�erent estimators with respect to t1 for the

simulated population.

Estimator h = 2 h = 3 h = 4 h = 5 h = 6

t1 100.0000 100.0000 100.0000 100.0000 100.0000

t2 446.4262 384.2143 351.5482 326.9028 298.5226

t3 323.6248 333.2651 338.5793 341.7982 348.4697

t4 431.2157 362.2458 321.7456 290.2694 269.1084

t5 502.3164 477.2461 462.5628 445.3349 449.7109

tp 529.9382 503.5428 494.4972 486.5831 483.2057

6, respectively, for Population 3. It can be observed from

Table 5 that the PREs of the competing estimators over t1 lie

in the intervals [233.9950, 359.4776], [232.7577, 351.3462],

[232.0054, 346.5934], [231.4997, 343.4756], and [231.1363,

341.2729] for different values of h from 2 to 6, respectively, for

Population 4. It can be verified from Table 6 that the PREs of

the competing estimators over t1estimator lie in the intervals

[38.8760, 133.8633], [37.0780, 140.6118], [35.8300, 146.1823],

[34.9130, 150.8558], and [34.2109, 154.8319] for different values

of h from 2 to 6, respectively, for Population 5. From Table 7,

it is evident that the PREs of the competing estimators over

t1estimator lie in the intervals [334.7728, 1735.3152], [340.5247,

1739.5428], [346.0438, 1745.3751], [351.8249, 1749.6817],

and [357.4681, 1754.8894] for different values of h from 2

to 6, respectively, for Population 6. From Table 8, it can be

observed that the PREs of the competing estimators over the

estimator t1 lie in the intervals [150.5897, 383.9387], [125.4893,

383.8675], [118.8892, 383.8323], [115.8396, 383.8108], and

[114.0844, 383.7792] for different values of h from 2 to 6,

respectively, for Population 7. The PREs of the competing

estimators with respect to t1 for the simulated population for

different values of h from 2 to 6 lie in the interval [269.1084,

502.3164]. On the other hand, the PREs of the introduced

estimator over t1 for different values of h from 2 to 6,

respectively, are (506.2415, 482.3257, 473.5124, 470.6528, and

471.0254) for Population 1, (228.4691, 225.3594, 224.2563,

222.2874, and 221.9566) for Population 2, (223.4526, 215.2046,

188.8459, 183.9876, and 181.0087) for Population 3, (418.5783,

416.6584, 414.6217, 412.5894, and 412.01365) for Population

4, (139.2657, 151.4568, 157.3259, 163.4628, and 168.8413) for

Population 5, (2054.8142, 2066.5743, 2074.2057, 2083.9104,

2087.7764) for Population 6, and (454.8142, 454.5743, 453.8057,

453.6104, and 452.7764) for Population 7. The PREs of the

competing estimators with respect to t1 for the simulated

population for different values of from 2 to 6 lie in the interval

[483.2057, 529.9382].

Conclusion

We introduced a naive family of estimators for more

efficient estimation of Ȳ using known auxiliary parameters

in the case of nonresponse on both Yand X in the current

study. For the approximation till order one, the bias and MSE

of the introduced estimator were investigated. The optimum

values of the characterizing scalars and the minimum value

of the MSE of the introduced estimator were determined. The

proposed estimator was theoretically compared to competing

population mean estimators, and the efficiency criteria for

the proposed estimator over competing estimators were

determined. These efficiency criteria are verified using the

five natural populations and one simulated population under

investigation. The presented estimator is proven to be the most
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efficient estimator when compared to the class of competing

estimators Hansen and Hurwitz [1], Khare and Kumar [40],

Searls [39], and Unal and Kadilar [27], as it has the least

MSE among these competing estimators for all seven real-

world natural and one simulated data sets. As a result, the

recommended estimators can be used in a variety of fields,

such as Agricultural Science, Biological Sciences, Business,

Commerce, Economics, Engineering, Fisheries, Mathematical

Sciences, Medical Sciences, Poultry, and Social Sciences, in the

case of nonresponse.
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