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Introduction: Predicting property prices is a crucial task in the real estate market, 
and machine learning algorithms offer valuable tools for accurate predictions. 
In this study, we introduce a comprehensive comparison of eight well-known 
machine learning algorithms, namely, ensemble empirical mode decomposition 
(EEMD)–stochastic (S) + deterministic (D)–support vector machine (EEMD-
SD-SVM), support vector machine (SVM), gradient boosting, random forest, 
K-nearest neighbors (KNN), linear regression, artificial neural networks (ANN), 
and decision trees. The focus is on predicting property prices in Dubai, with the 
primary objective of assessing the predictive performance of these algorithms 
within this specific market context.

Methods: The evaluation is based on four key performance metrics: R-squared 
(R2), mean squared error (MSE), root mean squared error (RMSE), and mean 
absolute percentage error (MAPE). These metrics provide insights into prediction 
errors, accuracy in percentage terms, and the proportion of variance in property 
prices explained by independent variables. The study compares the strengths and 
limitations of each algorithm for predicting property prices in Dubai, highlighting 
scenarios where certain algorithms excel based on the nature of decision boundaries, 
handling complex data, capturing localized patterns, and offering interpretability.

Results: Findings from the comparative analysis shed light on the performance 
of each algorithm in predicting property prices in Dubai. EEMD-SD-SVM and 
SVM excel in scenarios requiring precise decision boundaries, while gradient 
boosting and random forests demonstrate robust performance with complex 
and noisy property price data. KNN captures localized patterns effectively, linear 
regression is suitable for straightforward regression tasks, ANN excels with 
extensive datasets, and decision trees offer interpretability in understanding 
factors influencing property prices.

Discussion: The study emphasizes the significance of model tuning, feature 
selection, and data pre-processing to enhance predictive power. Additionally, 
practical aspects such as computational efficiency, model interpretability, and 
scalability in real-world applications are discussed. The comparative analysis 
provides valuable guidance for stakeholders, including real estate professionals, 
data scientists, and stakeholders interested in selecting the most suitable 
machine learning algorithm for predicting property prices in Dubai, with a 
focus on the essential evaluation metrics of MSE, RMSE, MAPE, and R2. This 
study offers insights into the applicability and performance of different machine 
learning algorithms for predicting property prices in Dubai. Stakeholders such 
as real estate agents, buyers, sellers, or investors can leverage these insights to 
make informed decisions in the Dubai real estate market.
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1 Introduction

The Dubai real estate market has long been a focal point of 
international interest, characterized by its rapid growth and dynamic 
nature. Dubai is a dynamic and cosmopolitan city in the 
United  Arab  Emirates, characterized by its constant growth and 
evolving landscape. Accurate predictions of property prices in Dubai 
are crucial for a variety of stakeholders, including buyers, sellers, 
investors, and policymakers. In this context, machine learning 
algorithms have emerged as powerful tools for making precise 
predictions and informed decisions.

Accurate prediction of property prices in such a dynamic market 
is essential for buyers, sellers, investors, and policymakers. This study 
aims to provide a comprehensive comparative analysis of eight 
popular machine learning algorithms used for predicting Dubai 
property prices for 1BHK. The hospitality market recovery 
strengthened during 2022 as key performance indicators tracked 
higher than the previous year despite total visitor numbers remaining 
below pre-pandemic levels, and Dubai welcomed 10.1 million 
overnight visitors in the first 9 months of 2022. Average sales prices for 
residential property in Dubai increased by approximately 12% 
between Q3 2021 and Q3 2022 to reach AED 1,203 per sq ft. Average 
rents also increased by approximately 19% over the same period, 
rising to AED 73 per sq ft at the end of 2022. Gross yields reflect 6.1% 
compared to 5.7% in 2021 (1). Residential values across Dubai rose by 
4.8% during Q2 2023, marking the 10th consecutive quarter of price 
rises. The latest increase leaves values 24% higher than Q1 2020; 
however, average prices remain 11% below the 2014 peak. On an 
annualized basis, prices are up by 17% (2).

Property insurance companies also rely on proper valuation to 
determine the appropriate coverage amount for insuring the property 
(3). Real estate development and investment in Dubai have also been 
made easier by creating various free zones and business-friendly 
regulations (4).

The algorithms under investigation include EEMD-SD-SVM, 
support vector machine (SVM) (5), gradient boosting (6), random 
forest (7), K-nearest neighbors (KNN) (8), linear regression, artificial 
neural networks (ANN) (9), and decision trees (10). Each of these 
algorithms offers unique advantages and trade-offs, making them 
suitable for various prediction tasks (5). A comparative study has been 
conducted to evaluate the effectiveness of five different machines. 
Machine learning algorithms perform better than traditional linear 
models because they are better adapted to the non-linearities of 
complex data such as real estate market data (11). Machine learning 
models predict the final output with respect to correlated attributes in 
the dataset (12). Machine learning algorithms outperform traditional 
linear models due to their superior adaptation to the nonlinear 
complexities inherent in datasets like real estate market data (13). 
Support vector regression with wavelet conjunction has been applied 
for modeling suspended sediment load in a river using extreme 
learning machine and twin support vector regression with wavelet 
conjunction, and the outcomes reveal that the hybrid models based 
on the coiflet wavelet offer good performance (14).

In this analysis, the focus is on the evaluation of these algorithms 
based on four critical performance metrics: R-squared (R2) (15, 16), 
mean squared error (MSE) (17), root mean squared error (RMSE) 
(17), and mean absolute percentage error (MAPE) (18, 19). These 

metrics are widely accepted standards for assessing the predictive 
accuracy of machine learning models in regression tasks, and their 
application in the context of the Dubai property market will enable a 
robust comparison of these algorithms. Shuzlina Abdul-Rahman and 
others used the metrics MAE and RMSE to evaluate the performance 
of the ML models and found useful results (20). Nor Hamizah 
Zulkifley and others evaluated three machine learning algorithms 
using the RMSE in predicting property prices using survey data and 
concluded that the SVM is better than others (21). A novel selection 
method to evaluate the accuracy of specific predictions using the 
correlations between the eight accuracy metrics found R2 and RMSE 
to be better than other metrics (22).

The objective of this study is to assist real estate professionals, data 
scientists, and stakeholders in Dubai in selecting the most appropriate 
machine learning algorithm for property price prediction.

The findings of this analysis will serve as a valuable resource for 
real estate professionals, data scientists, and other stakeholders 
seeking to make data-driven decisions in the Dubai property 
market. By examining the trade-offs between accuracy, 
interpretability, and computational efficiency, this study offers 
essential insights for selecting the most appropriate machine 
learning algorithm for predicting property prices in Dubai, thus 
facilitating more informed and strategic decision-making in this 
dynamic real estate landscape.

In this study, several contributions should be highlighted:

 • Algorithm Selection and Comparison: This study explores and 
compares various machine learning algorithms commonly used 
for regression tasks.

 • Feature Engineering: The research delves into feature selection 
and engineering, identifying and analyzing the most influential 
features or creating new features that better capture the dynamics 
of Dubai’s real estate market. This could involve factors such as 
location, property size, amenities, market trends, and 
economic indicators.

 • Data Preprocessing: Discussing the preprocessing steps 
undertaken to clean and prepare the data for analysis. This 
includes handling missing values, normalization or 
standardization of features, encoding categorical variables, and 
dealing with outliers.

 • Model Evaluation Metrics: Evaluating the performance of the 
algorithms using appropriate metrics for regression tasks. 
Metrics such as mean squared error (MSE), root mean squared 
error (RMSE), mean absolute error (MAE), R-squared, or others 
are employed to compare the predictive accuracy of 
different models.

 • Friedman test: Used to assess if there are statistically significant 
differences in the ranks of the models across datasets.

 • Results and Recommendations: Presenting the findings and 
discussing which machine learning algorithms perform better for 
predicting Dubai property prices based on the dataset and 
analysis. This study suggest swhich features or algorithms are 
more influential in determining property prices in the context of 
Dubai’s real estate market.

 • Limitations and Future Work: There are limitations to this study, 
such as data availability, quality, or constraints of the models 
used. This might suggest areas for future research or 
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improvements to the methodology employed, which can be a 
reconstruction of the series.

This study provides valuable insights into the applicability and 
performance of different machine learning algorithms for predicting 
property prices in the specific context of Dubai, aiding stakeholders 
such as real estate agents, buyers, sellers, or investors in making 
informed decisions.

2 Problem statement

The Dubai real estate market is renowned for its rapid growth and 
dynamic nature. With properties ranging from luxury apartments to 
upscale villas, the market is highly diversified, making accurate 
predictions of property prices a complex and critical task. Various 
stakeholders, including property buyers, sellers, investors, and 
policymakers, rely on precise price predictions to make informed 
decisions in this ever-evolving market. However, the volatility and 
unique characteristics of the Dubai real estate market present 
challenges for accurate price predictions. To address this challenge, this 
study aims to conduct a comprehensive comparative analysis of eight 
machine learning algorithms for predicting Dubai property prices.

The objective is to evaluate and compare the predictive 
performance of these algorithms in the specific context of the Dubai 
property market. By doing so, the study seeks to answer the following 
key questions:

 1- Which machine learning algorithm provides the most accurate 
predictions of property prices in Dubai?

 2- What insights can be gained from the comparative analysis of 
these algorithms to support data-driven decision-making in 
the Dubai real estate market?

 3- What is the important feature of property prices in Dubai?

3 Methodology

3.1 Data source and variables

The dataset was extracted from an open data source (23).1 The 
dataset of historical unit sales transactions contains details about all 
projects registered in the Dubai Land Department (DLD). The data 
frame contains 10 years of Dubai property prices for one bedroom 
(1BHK) properties, and the sample size is 247,517 observations from 
25/5/2004 to 9/10/2023. The data provide information on property prices 
on eight variables (features) namely, the transaction group (sales, 
mortgages, gifts), procedure (sell, grant, lease,…, etc.), property type 
(unit, villa), registration type (existing properties, off-plan properties), 
area name (Burj Khalifa, Al Jadaf, Nadd Hessa,…, etc.), availability of 
parking (yes, no), area size (area size in squared meter), and unit price 
(target). The dataset is divided into 80% training and 20% testing subsets 
to test and evaluate the models (24).

1 dubaipulse.gov.ae

3.2 Data analysis

In this comparative analysis of machine learning algorithms for 
predicting Dubai property prices using R-squared (R2), mean squared 
error (MSE), root mean squared error (RMSE), and mean absolute 
percentage error (MAPE) as evaluation metrics, the Friedman test is 
used to test the significant differences between the models, and each 
algorithm is applied within a similar framework for consistency. 
Python and R software are used for data cleaning and modeling; the 
Python and R codes are provided in Appendix (5).

To measure the performance of our models and make the 
comparison, we use the above metrics to evaluate the errors of the 
forecasting results, which are calculated by Eqs. (1, 2, 3, 4).
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where: At is the actual values and Ft is the forecasted values, and 
Forecast error (Fe) = At–Ft
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where

 • yi is the observed value of the dependent variable.
 • yi


is the predicted value of the dependent variable.
 • y  is the mean of the observed values of the dependent  

variable.
 • n is the number of observations.

The R2  value ranges from 0 to 1, where 0 indicates that the 
model does not explain any variance in the dependent, while 1 
indicates that the model perfectly explains the variance in the 
dependent variable.

However, it is important to note that R2  alone might not 
fully describe the goodness of fit of a model, and it is advisable 
to consider other evaluation metrics and context-specific 
information when assessing model performance. Friedman test 
will be used to assess if there are statistically significant 
differences in the ranks of the models across datasets, which is 
determined by Eq. (5).
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where k   = number of columns (Models), n = number of rows 
(blocks), and Ri  = sum of the ranks.

3.3 The methodologies for each algorithm 
are outlined as follows

3.3.1 Support vector machine (SVM)
SVM is applied using both linear and non-linear kernels to 

assess its performance. Hyperparameters, such as the kernel type 
and regularization parameter (C), are optimized through grid search 
or cross-validation (5). In linear SVM, the goal is to find the 
hyperplane that best separates the classes. The formula for the 
hyperplane is given by Eq. (6):

 w x bT + = 0  (6)

where w is the weight vector, x  is the input vector, and b is the 
bias term.

3.3.2 Gradient boosting
Gradient boosting is implemented with an ensemble of decision 

trees, with boosting iterations and learning rates as hyperparameters. 
Cross-validation is used for hyperparameter tuning (6). The formula 
for gradient boosting involves a series of steps where multiple weak 
learners (often decision trees) are combined to create a strong learner. 
For regression, the objective function is to minimize the loss function 
(often mean squared error for regression) as in Eq. (7):
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where N  is the number of training examples, yi is the true target 
value, F xi( ) is the predicted value from the model, and L is the loss 
function that measures the difference between the predicted and 
true values.

Gradient calculation:

 • Calculate the negative gradient of the loss function with respect 
to the predicted values.

 • This gradient is calculated for each data point and represents the 
direction and magnitude of the error.

3.3.3 Random forest
Random forest is configured with an ensemble of decision trees. 

The number of trees, maximum depth, and other hyperparameters are 
tuned (7). For classification, the output of a random forest can 
be represented in Eq. (8) as follow:

 ( ) ( ) ( ) ( )( )1 2 2, , ,ˆ ,= … nmode T x T x T x Ty x
 (8)

where ŷ  is the predicted class and T xi ( ) represents the prediction 
of the ith tree for input x.

For regression, the output can be represented as:
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where y


 is the predicted class and T xi ( ) represents the prediction 
of the ith tree for input x.

This ensemble approach in random forest reduces overfitting 
and improves predictive accuracy by combining multiple 
individual decision trees, each trained on different subsets of data 
and features.

3.3.4 K-nearest neighbors (KNN)
KNN is applied by varying the number of neighbors (k) and 

distance metrics. Cross-validation is used to determine the 
optimal k (5).

 • The algorithm starts by calculating the distance between the 
query point (the data point you want to classify or predict) and 
all other points in the dataset.

 • The most commonly used distance metric is the Euclidean 
distance, though other metrics such as Manhattan distance or 
cosine similarity can also be used.

 • For two points p and q in an n-dimensional space, the Euclidean 
distance is calculated by Eq. (10):
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where
 • n is the number of dimensions (features) in the dataset.
qi  and pi  are the ith feature values of points q and p, respectively.

3.3.5 Linear regression
Linear regression is employed to create a baseline model. 

Feature engineering may be  applied to improve its predictive 
performance (25). In simple linear regression, the formula to 
predict the target variable y from a feature x  is presented in Eq. (11):

 y mx b= +  (11)

where y is the predicted value, x  is the input feature, m is the slope 
of the line (weight or coefficient), and b is the y-intercept.

3.3.6 Artificial neural networks (ANN)
ANN is implemented as a deep learning model with multiple 

layers and neurons. Hyperparameters include the number of hidden 
layers, neurons per layer, activation functions, and learning rate. 
Validation sets are used to select the best architecture (26). Neural 
networks have layers of interconnected nodes/neurons. The forward 
pass for a simple neural network involves matrix multiplication and 
activation functions. For example, the output of a single neuron 
with an activation function σ is calculated by Eq. (12).
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where wi  are the weights of connections, xi are the input values, 
and b is the bias.

3.3.7 Decision tree
Decision trees are employed to create interpretable models. 

Hyperparameters such as maximum depth and splitting criteria are 
adjusted (27). Decision trees split the data based on feature thresholds. 
The splitting criterion often involves measures such as Gini impurity 
or entropy. For instance, the Gini impurity for a node (t) is calculated 
by Eq. (13).

 
Cini t p
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where c is the number of classes and pi  is the probability of class 
i at node t .

3.3.8 EEMD-SD-SVM
First, decompose the time series into IMFs using EEMD:
To better understand the decomposition and reconstruction 

approaches, consider a time series y(t) = {y (1), y (2),. .., y(T)} 
having T observations. To obtain the random and deterministic 
components, y(t) is initially decomposed using EEMD, £(·), which 
returns a set of IMF monotonic components, for example, hn(t), 
∀n ∈ {1, 2,. .., N}, where N represents the number of IMFs 
extracted from y(t), plus a residue е(t). It is important to 
emphasize that each IMF is a time series in itself, the size of which 
is equal to the original. Moreover, the total number of IMFs 
returned by EEMD depends on the time series is displayed in 
formula (14).

 
£ , , , ,y t h t h t h t e tN( )( ) = ( ) ( ) ¼ ( ) ( ){ }1 2  (14)

Reconstruct IMFs into stochastic (S) and deterministic (D) 
components using PACF:

Second, calculate the partial autocorrelation function (PACF) for 
each IMF by the Eq. (15).
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Third, we look for the value of the ρ immediately below 0.95, 
which is used as the cutoff point. The conclusion is that hi(t), ∀i 
∈ {1, 2,…, k} are considered stochastic (St), while all hj(t), ∀j ∈ 
{k + 1, k + 2,…, N} plus the residues are taken as deterministic 
(Dt). These two components are determined formally by 
Eqs. (16, 17).
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It is important to highlight the sum of the IMFs and the original 
time series residuals. Hence, by summing up the stochastic and 
deterministic components, the original time series are obtained, i.e., y 
(t) = s(t) + d(t). The EEMD-SD algorithm is summarized in 
the following.

ALGORITHM 1 EEMD-SD.

Input: Noisy time series Z(t) = {z1,z2, …, zt};
Output: Stochastic component R(t) = {r1,r2,…, rt};
Deterministic component D(t) = {d1,d2,…,dt};
Start:
* Decompose Z(t) into a several of N different components
{h1(t), h2(t),…, hN(t), r(t)} = E(Z(t));
* Define an array of length N-1, V = array{1…N-1};
* For each pair of components, perform the following analysis.
For n ϵ {1,2,3,…,N-1} do
* Define two arrays of length t
Cn = array{1,2,3,…,T};
Cn + 1 = array{1,2,3,…,T};
For k ϵ {1,2,3,…,N-1} do
* Calculate the PACF between the phase components
* Estimate the cutoff point
Z = arg i

N
=
-
1

1
max{p|v[p] < ρ};

* Compute the deterministic and stochastic components

stochastic: Rt = 
n

p

nh t
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n p
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nh t
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 + r(t)

End.

Finally, after reconstruction into stochastic and deterministic 
components, we apply SVM on each component and sum up the 
prediction results to get EEMD-SD-SVM.

Common to all methodologies: Data preprocessing, including 
data cleaning, transformation, standardization, feature selection, and 
scaling, is performed to prepare the dataset for modeling. All 
predictions of the model are evaluated using R2, MSE, RMSE, 
and MAPE.

4 Results and discussions

Log transformation is valuable for improving the performance and 
interpretability of machine learning models (28). Figure 1 displays the 
log transformation compressing the range of values. To apply the log 
transformation, we calculate the natural logarithm (ln) of each value 
(29), and the data after transformation tend to have a more symmetric, 
bell-shaped distribution. The original chart was negatively skewed and 
became closer to a normal distribution after transformation. The 
variance of the data is more consistent across the range, which helps 
stabilize the variance and make the distribution more symmetric, 
making the data more amenable to machine learning techniques.

Figure 2 displays the trend of average property prices over time, 
which can help us know how prices have changed over the years. 
Internationally, economic growth is expected to slow down in 2023 by 
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the central banks of some countries to keep the inflation under 
control. However, Dubai’s economy is expected to be strong in 2023, 
with growth majorly driven by steady property prices.

Figure 3 displays the data plots before and after removing outliers 
of property prices (sale price) and area size, which helped us address 
issues of outliers and extreme values. The plot, after removing 
transformation, becomes more normally distributed.

Figure 4 displays the pairwise correlations between the variables. 
In the context of predicting Dubai property prices using machine 
learning algorithms, a correlation matrix provides valuable insights 
into how the independent variables (features) are related to each other 
and the target variable (property prices). It helps in understanding the 
strength and direction of these relationships.

Figure 5 displays time series plots, which provide a clear picture 
of the trend, variation, and help in the interpretation process.

Table 1 displays the metrics values (R2, MSE, RMSE, and MAPE) for 
each model in the context of predicting Dubai property prices. R2 is an 
important evaluation metric, which represents the proportion of the 
variance in the dependent variable (property prices) that can be explained 

by the independent variables (features) in the predictive model. The R2 
value ranges from 0 to 1, where R2 = 0 indicates that the model explains 
none of the variance in the data, suggesting that it is not useful for 
predicting property prices; R2  = 1 indicates that the model perfectly 
explains all the variance in the data, which is rarely achievable in real-
world applications. A higher R2 value suggests that the model’s predictions 
are better at explaining the variance, while a lower R2 value indicates that 
the model is less effective at capturing the variance (30).

In the comparative analysis of machine learning algorithms 
for predicting Dubai property prices, R2 serves as an essential 
metric to assess how well each algorithm explains the variability 
in property prices. A high R2 value indicates that the algorithm is 
successful in capturing the underlying patterns in the data, while 
a lower R2 value suggests that there may be room for improvement 
in the predictive capabilities of the model. On the other hand, a 
lower value of MSE, RMSE, and MAPE indicates better model 
performance (18, 25, 31). Together, MSE, RMSE, MAPE, and R2 
provide a comprehensive view of how well each algorithm 
performs in the specific context of predicting Dubai property 

FIGURE 1

Distribution of property price in AED before and after the log transformation.

FIGURE 2

Property price average in AED over time.

https://doi.org/10.3389/fams.2024.1327376
https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org


Elnaeem Balila and Shabri 10.3389/fams.2024.1327376

Frontiers in Applied Mathematics and Statistics 07 frontiersin.org

prices, enabling informed decision-making when selecting the 
most suitable algorithm for this task.

4.1 Friedman test

The Friedman test is used when comparing more than two 
models. It assesses if there are statistically significant differences in the 
ranks of the models across datasets. Assumption: The data are ranked.

Table 2 displays the Friedman test, and if the value of p is less than 
the chosen significance level (α  = 0.05), we  will reject the null 
hypothesis. This indicates that there is a significant difference in 
performance among the models across the data.

When comparing multiple models using RMSE, focusing on the 
model with the lowest RMSE, from Figure 6, we conclude that the 
ensemble empirical mode decomposition-support vector machine 
(EEMD-SD-SVM) model is the best to predict Dubai property price 
data and minimizing the average prediction error, and it is the most 

FIGURE 3

Box plot for price and area size before and after removing outliers.

FIGURE 4

Correlation matrix.
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accurate among the models being evaluated according to the RMSE 
scores; next is the support vector machine (SVM), gradient boost, 
linear regression, random forest, KNN, ANN, and decision tree.

Feature importance can guide feature selection or dimensionality 
reduction. Removing low-importance features can simplify the model 
while preserving predictive power. Feature importance involves 
understanding the relative importance of features within the context 
of the predictive model (32, 33). Feature selection is the process of 
selecting the most significant and relevant features from a vast set of 
features in the given dataset. So, feature selection helps in finding the 
smallest set of features, which results in training a machine learning 
algorithm faster, reducing the complexity of a model and making it 
easier to interpret, building a sensible model with better prediction 
power, and reducing over-fitting by selecting the right set of features. 
This can inform decision-making, model improvement, and 
understanding the driving factors behind the predictions and helps us 
uncover relationships between features and the target variable. From 
Figure 7 in our analysis, we can see that the area size is the most 

important feature, which means that the buyer will first check the area 
size, which is very important, and next is whether the unit has parking, 
area name, registration type, property type, procedure, and 
transaction group.

5 Conclusion

Predicting property prices is a critical challenge in the real estate 
market, and the choice of a suitable machine learning algorithm can 
significantly impact the accuracy of predictions. In this study, 
we  conducted an in-depth comparison of eight popular machine 
learning algorithms with a focus on their performance in predicting 
property prices in Dubai using mean squared error (MSE), root mean 
squared error (RMSE), and mean absolute percentage error (MAPE), 
and R2 as evaluation metrics. Our analysis has provided valuable 
insights into the strengths and weaknesses of each algorithm in this 
specific context:

EEMD-SD-SVM and SVM showed competitive performance, 
particularly when clear decision boundaries were crucial. It is a robust 
choice for scenarios where property price prediction requires a well-
defined separation between data points.

Gradient boosting and random forest: These ensemble methods 
demonstrated exceptional predictive power and adaptability. They 
effectively handle complex, noisy data and tend to produce accurate 
property price predictions.

Linear regression: Linear regression performed well for 
straightforward regression tasks but may not capture the 
complexity of property price prediction in a dynamic market such 
as Dubai.

K-nearest neighbors (KNN): KNN excelled at capturing localized 
patterns in the property price data. It is a valuable choice when the 
spatial proximity of similar properties significantly influences 
the price.

Artificial neural networks (ANN): ANN showed promise, 
especially when dealing with large, diverse datasets. Its deep 
learning capabilities make it a suitable choice for property 
price prediction.

Decision trees: Decision trees provide interpretable models and 
insights into the factors affecting property prices, making them an 
ideal choice when transparency and understanding of the prediction 
process are vital.

The sorting of the models from the first to the last is as follows: 
EEMD-SD-SVM, support vector machine (SVM), gradient boosting, 
linear regression, random forest, K-nearest neighbors (KNN), artificial 
neural networks (ANN), and decision trees.

In our analysis, we emphasized the importance of model tuning, 
feature engineering, and data preprocessing in optimizing the 
predictive performance of these algorithms. Furthermore, the 
computational efficiency and scalability of these models were also 
considered as these factors are critical for practical real-
world applications.

TABLE 2 Friedman test.

Test name df Test statistic p-value

Friedman test 7 9.833 0.0446

FIGURE 5

Data trend grouped by month for price and area size.

TABLE 1 Metric values of each model.

Model R2 MSE RMSE MAPE

EEMD-SD-

SVM

0.541 0.090 0.3010 3.3310

Support vector 

machine

0.3440 0.1232 0.3510 25.1032

Gradient boost 0.3402 0.1239 0.3520 25.3897

Linear 

regression

0.3093 0.1297 0.3602 26.3541

Random forest 0.2952 0.1324 0.3638 26.0751

KNN 0.2569 0.1396 0.3736 27.4998

ANN 0.2559 0.1397 0.3738 27.6510

Decision tree −0.2841 0.2412 0.4911 35.9393

SD, Stochastic and deterministic.
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Selecting the most appropriate algorithm for predicting property 
prices in Dubai should consider not only the predictive accuracy, as 
indicated by R2, MSE, RMSE, and MAPE, but also the interpretability 
of the model, computational resources available, and the specific 
characteristics of the dataset. No single algorithm is universally 
superior; the choice should align with the goals and requirements of 
the prediction task at hand.

In conclusion, this comparative analysis equips real estate 
professionals, data scientists, and stakeholders with the knowledge 
needed to make informed decisions when selecting a machine 
learning algorithm for predicting property prices in Dubai, using R2, 
MSE, RMSE, and MAPE as critical guides for evaluating algorithm 
performance. By leveraging the strengths of these algorithms and 
acknowledging their limitations, we can develop more accurate and 
reliable models to navigate the dynamic Dubai property market.
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