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Individual cattle identification is a prerequisite and foundation for precision livestock

farming. Existing methods for cattle identification require radio frequency or visual ear

tags, all of which are prone to loss or damage. Here, we propose and implement a new

unified deep learning approach to cattle identification using video analysis. The proposed

deep learning framework is composed of a Convolutional Neural Network (CNN) and

Bidirectional Long Short-Term Memory (BiLSTM) with a self-attention mechanism. More

specifically, the Inception-V3 CNN was used to extract features from a cattle video

dataset taken in a feedlot with rear-view. Extracted features were then fed to a BiLSTM

layer to capture spatio-temporal information. Then, self-attention was employed to

provide a different focus on the features captured by BiLSTM for the final step of

cattle identification. We used a total of 363 rear-view videos from 50 cattle at three

different times with an interval of 1 month between data collection periods. The

proposed method achieved 93.3% identification accuracy using a 30-frame video length,

which outperformed current state-of-the-art methods (Inception-V3, MLP, SimpleRNN,

LSTM, and BiLSTM). Furthermore, two different attention schemes, namely, additive

and multiplicative attention mechanisms were compared. Our results show that the

additive attention mechanism achieved 93.3% accuracy and 91.0% recall, greater

than multiplicative attention mechanism with 90.7% accuracy and 87.0% recall. Video

length also impacted accuracy, with video sequence length up to 30-frames enhancing

identification performance. Overall, our approach can capture key spatio-temporal

features to improve cattle identification accuracy, enabling automated cattle identification

for precision livestock farming.
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1. INTRODUCTION

Cattle identification is the process of accurately recognizing
individuals via a unique identifier or biometric feature(s)
(Berckmans, 2014). In precision livestock management,
individual cattle identification is a prerequisite for automated
analysis of animal activities and productivity (Dawkins, 2021).
Classical cattle identification methods typically adopt on-
animal sensors such as ear-tags, collars, and radio frequency
identification modules, which incur costs and may also burden
cattle (Andrew et al., 2016). In addition, these tags or sensors are
prone to loss or damage in harsh outdoor environments (Rotter,
2008). Therefore, a more robust cattle identification system of
high accuracy is desirable.

Deep learning networks with automatic feature extraction and
powerful image representation capability have been widely used
in the field of object detection, visual recognition and image
segmentation (Qiao et al., 2019a,c, 2021). As a result, there has
been recent interest in the use of deep learning for cattle feature
extraction and identification of individual animals (Kumar et al.,
2018; Qiao et al., 2020). In existing approaches, deep learning
models such as Convolutional Neural Networks (CNN) are
utilized to extract high-dimensional visual features in a spatial
domain from images, with these extracted features then being
used to identify animals through a classifier layer. For example,
de Lima Weber et al. (2020) used CNN for Pantaneira cattle
breed recognition and achieved 99% accuracy in DenseNet-201,
Resnet50, and Inception-Resnet-V. Andrew et al. (2017) used
R-CNN deep neural network to determine coat characteristics
for single frame-based individual cattle identification. Moreover,
Shen et al. (2019a) extracted cow trunk using the YOLO
detection model and then used a fine-tuned AlexNet model to
identify dairy cattle, achieving 96.7% accuracy from 105 side-
view images. However, most deep learning-based approaches
focus on extracting spatial and semantic features from images.
Hence, important temporal information, usually influenced by
cattle motion or posture change, is mostly ignored.

As cattle videos are comprised of a large number of sequential

images, they contain both spatial and temporal information such
as back postures, kinematic gait parameters and walking behavior

(Guo et al., 2021; Xue et al., 2021). To make the most of the

video semantic contents, sequence learningmodels such as LSTM
(Long Short Term Memory) and BiLSTM (Bidirectional long

short-term memory) are required for cattle identification. LSTM
is a commonly used model for solving sequential data problems,
such as video recognition and text classification (Xie et al., 2019).
LSTM can discover patterns and features when trained with back
propagation through time (Karim et al., 2017). BiLSTM is a
further development of LSTM that combines the forward hidden
layer and the backward hidden layer (Li et al., 2020b). Unlike
LSTM that only exploits historical information, BiLSTM can
access both the preceding and succeeding sequence information.
However, redundant information may hinder the acquisition of
important features and decrease the accuracy of identification or
recognition. LSTM and BiLSTM regard each frame equally and
thus do not focus on pertinent information in features restricting
identification accuracy.

The attention mechanism in deep learning has been widely
used to further improve the performance of sequence learning
tasks (Yang et al., 2019; Deng et al., 2020) and was proposed
for discovering task-relevant features via attention weights (an
informative sequence of weights). For example, Li et al. (2020a)
and Song et al. (2018) used attention for weighting relevant
frames for better understanding the action being carried out.
In work of Piergiovanni et al. (2017), a series of temporal
attention filters that weight frame-level features depending on
their relevance for identifying actions, were learnt. Intuitively,
a combination of the attention mechanism and BiLSTM can
enhance the deep learning model’s ability to capture important
spatio-temporal features for cattle identification.

Here, we propose a deep learning based approach to cattle
identification using video data. Especially, we propose an
attention-based BiLSTM approach which uses more recognizable
and relevant spatio-temporal features to improve the accuracy
of cattle identification. As illustrated in Figure 1, the proposed
approach consists of a CNN network for spatial feature
extraction, a BiLSTM layer for mining correlations between
different frames, and one attention layer for re-adjusting the
spatio-temporal correlation for final cattle identification. More
specifically, the CNN network extracts spatial features from each
image in the videos, and then the BiLSTM layer accesses both
the preceding and succeeding temporal features by combining
a forward hidden layer and a backward hidden layer. After the
BiLSTM layer, the attention layer priorities particular spatio-
temporal features related to the cattle identification and helps
to understand the video semantics. Finally, the weighted spatio-
temporal features are fed to the softmax function for the
identification of individual cattle.

The main contributions of our work can be summarized as
follows: (1) We have introduced a deep learning framework
for cattle identification using video data. By taking key
beneficial features from both CNN and BiLSTM, our video
based approach automatically learns spatio-temporal feature
representations in the video data and is shown to outperform
the image-frame based approach; (2) A simple and effective
self-attention mechanism was employed to weight spatio-
temporal features, maximizing the contribution of relevant
spatio-temporal features and minimizing the influence of the
irrelevant features for cattle identification. Experiment results
showed that the attention mechanism can significantly enhance
the effect of identification; (3) We have extensively compared the
proposed approach with the state-of-the-art methods (Inception-
V3, MLP, SimpleRNN, LSTM, and BiLSTM), and our results
show that the proposed approach outperformed these methods;
(4) The effects of two different attentionmechanisms, namely, the
additive attention mechanism and the multiplicative attention
mechanism, were also investigated. Our experimental results
favored the former one against the latter one; (5) We have
also studied the influence of video length on accuracy, and
showed increasing video length up to 30-frames enhanced
identification performance.

The remainder of this paper is organized as follows: Section 2
reviews related works; Section 3 is the preliminary knowledge;
Section 4 illustrates the proposed attention-based BiLSTM for
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FIGURE 1 | The basic framework of the attention based BiLSTM for individual cattle identification.

cattle identification; Section 5 presents the experimental setup
including dataset and evaluation methods; Experimental results
and analysis are presented in Section 6; Further discussion on the
proposed method and the experimental results are presented in
Section 7; Conclusions are provided in Section 8.

2. RELATED WORKS

With the development of visual sensors and image analysis
technologies, vision-based cattle identification as a non-contact
approach is becoming feasible (Van Der Zande et al., 2021).
For example, biometric and visual features, extracted from
images of cattle muzzle, face, coat, torso, retinas and irises,
have been shown to be helpful for identifying cattle (Jiang
et al., 2019; Guzhva et al., 2021). Cai and Li (2013) and
Kumar et al. (2017) presented a facial representation model
of cattle based on extracted facial features, while Gaber et al.
(2016) used the Weber Local Descriptor to extract robust
features from cattle muzzle print images for cattle identification.
Similarly, Kusakunniran et al. (2018) proposed an automatic
cattle identification approach by fusing visual features extracted
from muzzle images, while Andrew et al. (2016) utilized cattle
coat patterns for identification. In addition, Zhao et al. (2019)
extracted feature points of the cow body and matched them with
the template dataset to identify cows. However, these manually
selected and extracted features are impacted by cattle appearance
change such as covering soil, animal dung or illumination,
and camera viewpoints (Wurtz et al., 2019). Therefore, the
handcrafted texture feature extraction and appearance-based
feature representation techniques are not suitable for animal
recognition in unconstrained environments.

Recently, deep learning approaches with powerful feature
extraction and image representation abilities have been used

in cattle identification (Qiao et al., 2019c; Shen et al., 2019a).
For example, Zhao and He (2015) proposed a CNN network
method for cow identification and Kumar et al. (2018) proposed
a CNN based approach for identification of individual cattle
by using primary muzzle point image pattern. Zin et al. (2018)
trained a deep learning model based on back images to identify
cows. However, the former approach ignored head and leg data
which also contain useful identification information such as
contour and texture features. Hu et al. (2020) extracted CNN
features from cattle head, trunk and legs parts using side-view
images, and then fused these features for individual cow based
on Support Vector Machine (SVM) classifier. Their proposed
method achieved 98.4% identification accuracy among 93 cows.
In addition, Bezen et al. (2020) adopted Faster R-CNN to detect
and identify cows, which achieved 93.7% accuracy. Despite the
above progress, existing image frame-based approaches have not
fully utilized temporal information such as walking posture or
kinematic gait parameters.

Time-series data such as video, on the other hand, contain

more temporal information and have been widely used to
monitor cattle behaviors and welfare (Ordóñez and Roggen,

2016; Bahlo et al., 2019). For example, Van Hertem et al.
(2014) developed an automated lameness scoring algorithm
based on 3D-video recordings of cow gait. McPhee et al.
(2017) developed a learning-based approach for assessing traits
such as rump fat and muscle score. Nasirahmadi et al. (2017)
implemented machine vision to detect cattle behavior. Inspired
by this, temporal features extracted from videos are also
gaining popularity for cattle identification. Andrew et al. (2017)
demonstrated a video processing pipeline for cattle identification,
which adopted a Long-term Recurrent Convolutional Network
to classify cattle videos taken by the unmanned aerial vehicles.
Karim et al. (2019a) proposed LSTM fully convolutional
networks for time series classification. Okura et al. (2019) used
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RGB-D videos of walking cows to extract two complementary
features–gait (i.e., walking style) and texture (i.e., markings),
which achieved 84.2% cow identification accuracy. In our recent
work, Qiao et al. (2019b) proposed a beef cattle identification
framework which uses image sequences, and combines CNN and
BiLSTM for improving cattle identification accuracy (Qiao et al.,
2020).

With the concept of “attention” gaining popularity in the deep
learning field and its ability in guiding neural networks to learn
more relevant features (Li et al., 2020b), attention-based LSTM
models have been proposed for the task of video recognition
to capture the most relevant temporal information in the video
sequences (Wang et al., 2019). When the attention mechanism
was first proposed in the field of computer vision, its purpose is
to imitate the attention mechanism of human beings and give
different weights to different parts of the image. Zeng et al.
(2019) proposed attention-based LSTM with position context for
aspect-level sentiment classification. Du et al. (2019) proposed
convolution-based neural attention for sentiment classification.
Guan et al. (2019) proposed a two-way LSTM model for

attention enhancement for sentiment analysis. Xu et al. (2017)
presented Multimodal-attention LSTM to encode and decode

LSTM models with attention from different modalities and their

related elements.
In this paper, we further develop and improve our previous

work (Qiao et al., 2019b), providing a deep learning framework
for beef cattle identification using video datasets. Similar to

our previous work in Qiao et al. (2019b), the proposed

framework synthesizes CNN and BiLSTM but also integrates the
attention mechanism for mining key features to improve cattle

identification performance. Here, a self-attention mechanism is

introduced into the BiLSTM neural network model to improve
the ability to capture key information, thereby further improving

identification accuracy.

3. PRELIMINARY

3.1. LSTM and BiLSTM
LSTM is an extension of RNN (Recurrent Neural Networks)
which is a popular model for solving sequential data problems
(Karim et al., 2017). As depicted in Figure 2, LSTM uses a
memory cell capable of representing the long-term dependencies
in sequential data. The LSTM memory cell is composed of four
gates (or units), namely, the input gate, the output gate, the forget
gate, and the self-recurrent neuron. These gates are responsible
for controlling the interactions among different memory units.
Specifically, the input gate controls whether the input signal can
modify the state of the memory cell or not. In contrast, the output
gate controls whether it can modify the state of other memory
cells or not. The forget gate can choose to forget (or remember)
its previous status. At every time step t, given the input x, LSTM
can choose to write, read or reset the memory cell through these
three gates. This strategy helps LSTM to access and memorize
information in many steps. The cell state ct and the hidden value
ht of an LSTM are updated as follows:

it = σ (Wxixt +Whiht−1 +Wcict−1 + bi) (1)

ft = σ (Wxf xt +Whf ht−1 +Wcf ct−1 + bf ) (2)

ot = σ (Wxoxt +Whoht−1 +Wcoct + bo) (3)

ct = ft ⊙ ct−1 + it ⊙ tanh(Wxcxt +Whcht−1 + bc) (4)

ht = ot ⊙ tanh(ct) (5)

where Wh∗-like matrices are weight parameters that connect
previous hidden states to each gate in an LSTM unit; similarly,
Wx∗ indicates connections between current input and each gate,
σ is the sigmoid function; tanh represents the hyperbolic tangent
activation function; i, f , o, and c are the input gate, forget
gate, output gate, and cell activation vectors, respectively; h is
the hidden vector; b denotes bias vectors and matrix W is the

FIGURE 2 | LSTM cell.

Frontiers in Animal Science | www.frontiersin.org 4 November 2021 | Volume 2 | Article 759147

https://www.frontiersin.org/journals/animal-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/animal-science#articles


Qiao et al. Deep Learning Based Cattle Identification

FIGURE 3 | BiLSTM network structure.

connection weight between two units;⊙ represents the element-
wise multiplication operation.

As a further development of LSTM, BiLSTM can access both
the preceding and succeeding information through the forward
hidden layer and the backward hidden layer. The BiLSTMmodel,
as illustrated in Figure 3, consists of two independent LSTMs,
which can sum up information from forward and backward
directions of a sequence, andmerge the information coming from
the two directions.

3.2. Attention Mechanism
Self-attention, also known as intra-attention, is a special case
of attention mechanism that only requires a single sequence to
compute its representation, and has been successfully applied
to many tasks, including machine translation and language
understanding (Zhang et al., 2018). It provides the model with
the ability to weight the features of single frames of the sequence
differently, according to the similarity of the neighboring tokens
(Zhang et al., 2018).

As shown in Figure 4, the self-attention mechanism has two
components. (1) Attention weight calculation: the similarity
score of each feature in the sequence is calculated, and then
the similarity score is passed to a softmax function to generate
the attention weights for each feature; (2) Weighted feature
generation: the features obtained from BiLSTM are re-adjusted
according to the corresponding attention weights.

4. MATERIALS AND METHODS

4.1. Data Acquisition
The cattle image dataset was collected at a Southern Queensland
commercial feedlot in 2018 at three different times (induction,
middle, and end point) on 20 March, 30 April, and 30 May,
respectively. Our data were acquired when the cattle were
walking along the race (path) from right to left in Figure 5. In
our experiment, the left image of the rear view ZED camera was
used; the image resolution was set to 1920×1080. A high frame
acquisition rate (30 fps) was adopted to reduce the influences of
motion blur during the herding process from the pen to the crush.

We extracted and saved the central part of the original
1920×1080 pixel image as the Region of Interest (ROI) to

FIGURE 4 | General scheme of a self-attention mechanism applied to a

sequence of features.

FIGURE 5 | Area for data acquisition, the race leading to the crush at a feedlot

showing rear view camera clamped to overhead bar and the side view camera

on tripod.

improve the system efficiency. This ROI was 401×506 pixels. In
our experiment, a total of 363 cattle videos from 50 cattle were
used, with each video containing 40-frame long spatio-temporal
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streams and each frame size as 401×506. For training, the
true identities of cattle were manually recorded according to
their ear tags. Our dataset is challenging for cattle identification
considering different illumination conditions, animals’ posture
changes and complex background (including the cattle crush
and ground).

4.2. The Proposed Attention-Based
BiLSTM Approach
As illustrated in Figure 6, the proposed attention-based BiLSTM
approach consists of four main important components:

• CNN feature extraction: For each image in the video,
CNN features are extracted using pre-trained Inception-
V3 network. These exacted features contain more spatial
information, which represents cattle coat color or texture
information. The extracted CNN features will be used in the
next step.

• Spatio-temporal feature extraction: Based on the extracted
CNN features, BiLSTM is used to model cattle video sequence
considering the temporal evolution of the features for each
time step. BiLSTM processes a sequence from forward and
backward directions, and merges the information coming
from the two directions. Capturing such information proves
to be useful for cattle identification.

• Attention Mechanism: In order to focus on the important
information and reduce the impact of non-relevant features,
attention mechanism is applied to the extracted spatio-
temporal features. By giving different weights to the spatio-
temporal features, the attention mechanism can highlight
the important information effectively. Thus spatio-temporal
features related to the cattle identification are focused and
more video semantics are explored. Those features with more

relevant semantic relations to cattle distinguish ability are
assigned with higher weights.

• Cattle identification using softmax layer: The weighted spatio-
temporal features, a high-level representation of cattle video,
are fed to the softmax layer for cattle identification.

For a given input cattle video containing N frame images
{Ii}

N
i=1, firstly, features for each image in the video are extracted

through a CNN network, which we denote as {Xi}
N
i=1 =

{x1, x2, · · · , xN}. These CNN features describe both the visual
content and the spatial information of cattle images in the
video. The CNN feature dimension of each image I can be
labeled as d, which is determined by the feature extraction
method. Each image in the video is converted into a d-
dimension vector. After that, the extracted CNN features X are
regarded as the input for the BiLSTM neutral network model
aiming to obtain spatio-temporal features H = {h1, h2, · · · , hN}.
Afterward, an attention layer is applied over each spatio-temporal
feature {h1, h2, · · · , hN}. The attention mechanism can highlight
important information from spatio-temporal features by setting
different weights. Attention weights are obtained based on the
similarity between hidden state representations of each spatio-
temporal feature. Finally, the weighted spatio-temporal features
are fed to the softmax layer to predict cattle ID.

4.2.1. CNN Feature Extraction
Inception-V3 is a popular model that can be used for image
recognition and transfer learning (Szegedy et al., 2016), which
is made up of building blocks including several layers such as
convolutions, average pooling, max pooling, concats, dropouts,
and fully connected layers. Therefore, in our work, we adopted
Inception-V3 to extract CNN features from cattle images in each
video. For a given image It at time t and learned parameter w, the

FIGURE 6 | The overall structure of proposed attention-based BiLSTM for cattle identification.
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CNN features can be extracted by:

X(t) = fN(. . . f2(f1(It;w1);w2) . . . ),wN) (6)

where f1, · · · , fN are the corresponding layer functions. Each layer
output is a CNN feature for image representation. In general,
the low layers retain high spatial resolution whilst the high
layers contain more semantic information. To maintain system
performance and efficiency, the features extracted from the final
pool layer in Inception-V3 were used in our work. Inception-
V3 model with the pre-trained weights on the ImageNet dataset
(Deng et al., 2009) was used to extract cattle features. Thus each
image in the videos has a 2048-dimensional feature before being
passed to the BiLSTMmodel.

4.2.2. Spatio-Temporal Feature Extraction Using

BiLSTM
To extract key information from video content and to capture
more video semantics, the visual aspects characterizing the
object appearances as well as the motion present within the
data should be considered. As such, after CNN features are
extracted image by image from video, the next step is to extract
spatio-temporal features.

More specifically, at each time t, given a video frame length
n, the input CNN features are denoted as [xl, x2, · · · , xN], the
forward LSTM computes the hidden vector fht based on the
previous hidden vector fht−1 and the input CNN feature xt .
Meanwhile, the backward LSTM computes the hidden vector bht
based on the opposite previous hidden vector bht−1 and the input
CNN feature xt . Finally, the forward hidden vector fht and the
backward hidden vector bht are concatenated to form the final
hidden vector ht :

fht = σ (Wxixt +Whifht−1 ++bi) (7)

bht = σ (Wxixt +Whibht−1 ++bi) (8)

ht = [fht , bht] (9)

BiLSTM, with the extracted CNN features as its input, is capable
to learn and model each cattle’s unique temporal characteristics.
Considering that cattle can often walk back and forth, BiLSTM
was applied to further extract spatio-temporal features of motion.
In our work, the final hidden state ht of BiLSTM was utilized as
spatio-temporal feature to represent the cattle video data.

4.2.3. Attention Mechanism
For cattle identification, not all frames in a sequence are equally
informative for the task. In particular, spatio-temporal features
extracted from some image frames might be too quiet or noisy
and thus contribute little to the identification clues (Zhang et al.,
2020). In our work, a level of self-attention was implemented
following the BiLSTM, which guides the model to focus on
features that are relevant for the cattle identification task. For
the aforementioned spatio-temporal features [h1, h2, · · · , hN]
of n-length sequence, the element at,t′ captures the similarity
score between the hidden state representations ht and ht′ at t
and t′, respectively. Then the calculated similarity score at,t′ is

passed to softmax function to obtain the attention weight αt,t′ .
The computation of attention weights are as follows:

αt,t′ =
exp(at,t′ )

∑N
t′=1 exp(at,t′ )

(10)

The specific implementation of similarity score at,t′ mainly
includes the additive attention mechanism and the multiplicative
attention mechanism Shen et al. (2019b):

at,t′ =

{

σ (Watanh(Wght +Wg′ht′ + bg)) additive

σ (htWaht′ + ba) multiplicative
(11)

where σ is the element-wise sigmoid function; Wg and Wg′ are
the weight matrices corresponding to the hidden states ht and
ht′ ; Wa is the weight matrix corresponding to their non-linear
combination; bg and ba are the bias vectors.

Finally, the weighted (attention-focused) spatio-temporal
features ct at timestamp t is obtained by attention weight αt,t′ and
spatio-temporal features ht : ct =

∑N
t′=1 αt,t′ht .

Essentially, with the help of self-attention, the weighted
spatio-temporal features c = [c1, c2, · · · , cN] are able to
better represent the input video and enhance the cattle
identification performance.

4.2.4. Attention-Based BiLSTM for Cattle

Identification
In this work, cattle IDs are predicted using video data. Each
cattle sequence has one unique ID. The weighted spatio-temporal
features c generated by attention-based BiLSTM represent the
cattle videos, and they are fed to a softmax classifier for the final
cattle identification. The probability value p of the cattle IDs are
obtained by the softmax classifier:

p = softmax(Wsc+ bs) (12)

where p is the predicted result through the model; Ws is the
weighted matrix; bs is the bias. The output with the maximum
value (class confidences, the value is between 0 and 1) is regarded
as the cattle ID. If it matches the ground-truth (real ID), then it
will be regarded as a true result. Otherwise, it is a false result.

In addition, considering its effectiveness and convenience in
recognition tasks, categorical cross entropy loss function was
used in our work, and its formula is as follows:

Lloss =
−1

M

M
∑

i=1

yilogpi + (1− yi)log(1− pi) (13)

whereM represents the number of training samples; yi represents
the ground-truth; pi is the output prediction of the i-th sample.

The whole attention-based BiLSTM for cattle identification is
illustrated in Algorithm 1.

5. EXPERIMENT SETUP

5.1. Network Training
Our methods were implemented using Keras (Chollet, 2015) on
a DELL TOWER PC with GeForce GTX 1080 Ti GPU. Details of
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Algorithm 1 : Attention-based BiLSTM for cattle identification

Input: Cattle video V= {Ii}
N
i=1; N is the frame number.

Output: Cattle ID
Step 1CNN Feature Extraction: Through CNN network,

converting image sequence [I1, I2, · · · , IN ] into corresponding
CNN features [x1, x2, · · · , xN ].

Step 2 Spatio-temporal feature extraction: Modeling
CNN feature sentences using BiLSTM models, according to
formulas (7)–(9), and learning the spatio-temporal features
[h1, h2, · · · , hN] for each image.

Step 3 Attention mechanism–obtaining the attention

weights: Through the formula (10)–(11), computing the
attention weight αt,t′ for each spatio-temporal feature.

Step 4 Attention mechanism–weighted feature

calculation: The weighted feature c is calculated through
sum of spatio-temporal features and corresponding attention
weights.

Step 5 Cattle identification: Adopting the feature c
obtained in step 4 to represent cattle video, and it is fed to the
softmax classifier for cattle identification (Equation 12). The
output value p with the maximum confidence is the predicted
cattle ID by the proposed approach.

TABLE 1 | The experimental hardware.

Hardware Type

CPU Intel Xeon E5-2630 @ 2.20 GHz ×20

Memory 32GB

GPU GeForce GTX 1080 Ti

Hard disk 1 TB

hardware information for the current experiment are provided in
Table 1.

In the proposed attention-based BiLSTM approach, the
final pool layer of Inception-V3 was used to extract CNN
features. For each image, 2048 dimensional CNN features
were obtained. Then all the CNN features for each frame in
the videos were passed to BiLSTM model. The above was
followed by the attention mechanism, which gives a different
focus to the spatio-temporal features extracted by BiLSTM. The
final obtained weighted spatio-temporal features were used to
identify cattle. In addition, a regularizer L2 with the value
of 10−4 was also applied on the kernel, bias and attention
layers, respectively, to prevent over-fitting for the network
training.

In our experiments, 288 videos of 50 cattle were used for
training while the remaining 75 videos of the same 50 cattle
were used for testing. For comparison, all methods were trained
and tested on the same dataset. In our work, for network
training, the initial learning rate was 10−5, learning decay factor
was 10−6, batch size was 10 and loss function was “categorical
cross-entropy.”

5.2. Comparison With Other Methods
We evaluate and compare our proposed attention-based BiLSTM
model with several state-of-the-art approaches — Inception-
V3, Multilayer Perceptron (MLP), LSTM, SimpleRNN, LSTM
and BiLSTM.

• Inception-V3: In the Inception-V3 method, images from
training videos (i.e., 14,400 frames) are used to train network
whilst the images from testing videos (i.e., 3,750 frames) are
utilized for testing. The number of output nodes in the last
layer is equal to the number of cattle (50 in our data).

• MLP: MLP is a class of feed-forward artificial neural network,
which is usually composed of an input layer that receives the
signal, an output layer that makes a decision or prediction
about the input, and an arbitrary number of hidden layers
(Li and Cao, 2019). MLP can model the correlation between
those inputs and outputs, therefore it is often applied for
supervised learning tasks. In our work, a two-layer MLP with
2,048 neurons per layer was used.

• SimpleRNN: SimpleRNN is a kind of RNN (Recurrent Neural
Network), which calculates hidden vector sequences and
output vector sequences through a linear transform and an
activation function (Guo et al., 2019).

• LSTM: LSTM is a popular network for space-time data
processing with strong abilities to learn and remember over
long sequences of input data (Karim et al., 2019b). It makes use
of the “gating” concept to update cell states. Each gate is a non-
linear summation unit which controls the operation of the cell
memory (Itakura et al., 2019). In our experiments, one-layer
LSTM and two-layer LSTM are adopted, respectively. Each
LSTM layer has 2,048 cells with a dropout rate of 0.5.

• BiLSTM: The BiLSTM consists of two independent LSTMs,
which can sum up information from forward and backward
directions of a sequence, and merge the information coming
from the two directions (Li et al., 2020b). In our experiments,
1 BiLSTM layer with 2,048 cells was used.

5.3. Performance Evaluation
Precision-recall characteristics and F1-score are widely used
to evaluate recognition tasks (Qiao et al., 2019a). In order to
evaluate performance, accuracy, precision, recall and F1-score
were used to evaluate the performance of cattle identification.
Accuracy is the ratio of the number of correct predictions to
the total number of input samples; precision shows the ability of
the model to accurately identify targets; recall reflects the ability
of the model to detect targets; F1 score is a harmonic means of
the precision and recall— a perfect system would return a result
where both precision and recall have a value of one. All the above
four measures range from 0 to 1, high value means the good
predictive ability of the model.

Cases when the models correctly predicted the positive class
(current ID) and the negative class (Non-current ID) are defined
as TP (True Positive) and TN (True Negative), respectively.
Incorrect model prediction of the positive (current ID) and
negative classes (Non-current ID) are defined as FP (False
Positive) and FN (False Negative). Based on the above, accuracy,
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precision, recall and F1-score definitions are as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
× 100% (14)

Precision =
TP

TP + FP
× 100% (15)

Recall =
TP

TP + FN
× 100% (16)

F1 = 2×
Precision× Recall

Precision+ Recall
× 100% (17)

6. CATTLE IDENTIFICATION RESULTS

6.1. Comparison of Different Methods
The experimental results of the proposed approach compared
with other state-of-the-art methods are shown in Table 2 (here
additive attention mechanism is used). The proposed attention-
based BiLSTM achieved an accuracy of 93.3%, a precision of
89.3%, a recall of 91.0%, and an F1 score of 90.2%, values
greater than those of Inception-V3, SimpleRNN, LSTM and
BiLSTM. In particular, the precision and F1 score of the
attention-based BiLSTM is approximately 5% greater than those
of BiLSTM (84.0% precision and 85.5% F1 score) meaning
the proposed attention mechanism is able to focus on key
spatio-temporal features, thereby significantly improving cattle
identification accuracy.

From Table 2, the performance of MLP (82.7% accuracy),
SimpleRNN (86.7% accuracy), LSTM (89.3% accuracy), and
BiLSTM (90.7% accuracy) using video is greater than the image-
frame based approach Inception-V3 (80.0% accuracy) due to
the fact that LSTM and BiLSTM learning useful temporal
information such as the gait or walking behavior of cattle,
which further enhances visual cattle identification performance.
The experimental results illustrated that video based approach
can extract and learn extra information (temporal) relevant to
individual identification from video data.

In addition, the model with two LSTM layers achieved 86.7%
accuracy which is lower than that of one LSTM layer (89.3%) as

TABLE 2 | Cattle identification performance comparison of different methods (%).

Methods Accuracy Precision Recall F1 Time (s)

Inception-V3 80.0 67.1 75.0 70.8 -

MLP 82.7 75.2 79.0 77.0 10.2

SimpleRNN 86.7 80.0 83.0 81.5 4.9

LSTM (one layer) 89.3 80.8 86.0 83.3 13.1

LSTM (two layer) 86.7 77.3 83.0 80.0 13.6

BiLSTM 90.7 84.0 87.0 85.5 26.2

Attention-BiLSTM 93.3 89.3 91.0 90.2 28.7

The bold values are high performance values.

our cattle video dataset is limited so that one layer LSTM could
transfer the time series data into highly “condensed” semantic
information, while extra layers cause information loss during the
transfer process and gradient vanishing in the training process.

Furthermore, the runtime of attention-based BiLSTM
approach and other methods for testing dataset were also
reported in Table 2. Although the attention-based approach
took more time than other approaches, it also had the
best performance.

Our proposed approach can not only maintain the spatial
information of visual features for cattle identification but
also effectively pay attention to the most relevant spatio-
temporal features.

6.2. Confusion Matrix of Cattle
Identification
In order to further analyze the performance of attention-
based BiLSTM for cattle identification, confusion matrices of
the cattle recognition using the conventional BiLSTM and the
proposed attention-based BiLSTM are presented in Figure 7. It
can be seen that the performance of the proposed attention-
based BiLSTM is better than that of BiLSTM (outliers in
Figure 7A is fewer than that in Figure 7B). This is because
the attention mechanism focuses on cattle identification related
spatio-temporal features, which improves the distinguishing
ability between different cattle.

The overall performance of the attention-based BiLSTMbased
beef cattle identification was favorable except for a few false
identifications. Figure 8 illustrates typical true and false cattle
identification examples of the proposed attention-based BiLSTM
approach. There are a few false cases in which cattle were
partly covered by mud. In addition, for some videos, cattle were
standing static ormade littlemovement. For these cases, the cattle
identification accuracy was not as high due to the lack of enough
temporal information.

6.3. Effect of Different Attention
Mechanisms
Additive and multiplicative are two main attention mechanisms
are for cattle identification considered in this our work.

The performance comparisons over optimization epochs are
shown in Figure 9. The blue and red solid lines in Figures 9A,B

represent the reduction of loss and accuracies of the proposed
approach with additive and multiplicative attention mechanism,
respectively.

In Figure 9A, it can be seen that the losses of additive
attention mechanism (red solid line) get close to 0 after 250
epochs’ training, which is faster than that of multiplicative
attention mechanism (blue solid line). Furthermore, the accuracy
of additive attention mechanism (red solid line) in Figure 9B

is greater than that of multiplicative attention mechanism (blue
solid line). These further illustrate the advantages of the additive
attention mechanism for operating speed and accuracy.

In addition, Table 3 compares two different attention
mechanisms (additive and multiplicative attention mechanism).
It can be seen that the additive attention mechanism achieved

Frontiers in Animal Science | www.frontiersin.org 9 November 2021 | Volume 2 | Article 759147

https://www.frontiersin.org/journals/animal-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/animal-science#articles


Qiao et al. Deep Learning Based Cattle Identification

FIGURE 7 | Confusion matrix of cattle identifications. Each number indicates a cattle ID. The color indicates the similarity, yellow color means the highest similarity. (A)

BiLSTM. (B) Attention-based BiLSTM.

FIGURE 8 | Examples of attention based BiLSTM cattle identification results. The used video was 30-frame length. Note: for each video, only first two and the last two

frames are displayed; some cattle were walking back and forth during data acquisition. (A) True identification examples. (B) False identification examples.
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FIGURE 9 | Performance of two different attention mechanism on training dataset. Reduction of losses (A), and accuracies (B) over optimization epochs. The blue

and red solid lines in (A,B) represent reduction of loss and accuracies of the proposed approach with additive and multiplicative attention mechanism, respectively.

TABLE 3 | Comparison of different attention mechanisms (%).

Methods Accuracy Precision Recall F1 Time (s)

Multiplicative 90.7 84.0 87.0 85.5 27.2

Additive 93.3 89.3 91.0 90.2 28.7

The bold values are high performance values.

93.3% accuracy, 89.3% precision, 90.2% F1, and 91.0% recall,
which outperformed those of the multiplicative attention
mechanism (90.7% accuracy, 84.0% precision, 85.5% F1, and
87.0% recall). A possible reason is that the additive attention
mechanism assigns weights to spatio-temporal features more
reasonably and retains more information than the latter one,
although the multiplicative attention mechanism is faster and
more memory-efficient due to optimized matrix multiplication.

7. DISCUSSIONS

7.1. Analysis of the Attention-Based
BiLSTM for Cattle Identification
In our work, an attention-based BiLSTM approach for beef
cattle identification using video data is proposed. The proposed
approach leverages the strengths of CNN and BiLSTM, which is
efficient in extracting spatio-temporal information (Qiao et al.,
2019a), and modeling the hidden patterns or features in time-
space data (Karim et al., 2019b). Meanwhile, the attention
mechanism is employed to give different focus to the spatio-
temporal features extracted by BiLSTM. The proposed approach
captures more relevant and important spatio-temporal features,
thereby improving the accuracy of cattle identification.

For our real beef cattle datasets, attention-based BiLSTM
obtained better identification results than other state-of-the-
art methods (Inception-V3, MLP, LSTM, and BiLSTM). As
illustrated in Table 2, our proposed attention-based BiLSTM
approach achieved 93.3% cattle identification accuracy, which
is 2.6, 6.6, and 13.3% than that of BiLSTM, LSTM (two
layer) and Inception-V3, respectively. The main reasons why
the proposed attention-based BiLSTM works well are three-
fold: (1) compared to LSTM, BiLSTM can accesses both the
preceding and succeeding video information; hence, BiLSTM
can more effectively learn the information of each frame in the
video; (2) the attention mechanism can identify the influence of
each spatio-temporal feature on the video and assign different
attention weights to spatio-temproal features, thereby capturing
the important components of the video semantics; (3) the
combination of BiLSTM and attention mechanism makes the
understanding of video semantics more accurate and improves
the cattle identification ability.

However, we also observed false recognition cases (see
Figure 8B) in the results of the proposed attention-based
BiLSTM. Mud or dung on the body may be the cause of reduced
identification accuracy. Another possible reason is that the CNN
layers used here are not very deep due to the restriction of our
data size. Increasing the layer number and training images could
further improve identification accuracy. In addition, some cattle
have limited motion which also leads to few temporal features
captured for final identification.

7.2. The Influence of Video Length for
Cattle Identification
The accuracies of the proposed method with respect to different
video lengths (i.e., 10, 20, 30, and 40 frame length) are shown in
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Figure 10. The greatest accuracy of attention-based BiLSTM was
93.3%, which outperformed BiLSTM (90.7%) and LSTM (89.3%).

In the cases of 10 to 30 frames, accuracy of both LSTM and
BiLSTM improved with increased sequence length as more useful
spatio-temporal features were extracted from longer videos.
However, for the video-length between 30 and 40 frames, the
performance of LSTM did not improve whilst the attention-
BiLSTM decreased as no new information was captured by
LSTM, and even some interference information (noise) was
captured by the attention-BiLSTM.

7.3. Analysis of Running-Time
For real livestock farming applications, real-time image
analysis and cattle identification are important. Therefore,
we also discussed the usability of our algorithm in real-time
implementation.

Our current attention-BiLSTM based cattle identification was
tested on the Nvidia GTX 1080 Ti GPU-equipped computer.
The proposed attention-BiLSTM approach could be further
optimized to implement on the embedded computing boards
such as Jetson XT2. Based on the off-line pre-trained model and
Jetson XT2, real-time cattle identification no matter from the
robotic platform or unmanned aerial vehicle (UAV) could be
practically feasible.

7.4. The Annotation Techniques for Cattle
Identification
In our current work, the whole image is used to extract visual
features for cattle identification. However, the image background
is not helpful to the cattle identification. If we only extract
features from cattle body part, the identification performance
would be further improved. The recent work of Psota et al.
(2019) introduced an image space representation to represent
body part locations and pairwise associations, which leverages
the power of deep learning to detect the location and orientation

of each animal. The proposed method achieved over 99%
animal detection precision in group-housing environments. The
annotation technique established by Psota et al. (2019) could be
used to locate the cattle location and orientation, and the detected
animal body parts could be used to extract the visual biometric
features for the final cattle identification.

In our future work, we will further improve cattle
identification accuracy using a larger and more-complex
video dataset. Methods to merge animal detection and visual
animal biometrics will also be pursued.

8. CONCLUSIONS

Identifying individual cattle is required for precision livestock
management. Here, we use an attention-based BiLSTM to
mine spatial and temporal cattle information from video
for improving identification accuracy. The proposed approach
consisted of CNN layers, a BiLSTM layer and an attention Layer.
The visual features were extracted using Inception-V3 CNN
network. After that, BiLSTM layer was employed to capture
spatio-temporal features, so that more semantic information
could be captured. Then the self-attention mechanism was
incorporated to focus on the spatio-temporal features related
to cattle identification. Finally, the weighted spatio-temporal
features were fed to softmax for cattle identification. The
proposed attention-based BiLSTM achieved 93.3% accuracy,
which outperformed Inception-V3, MLP, SimpleRNN, LSTM
and BiLSTM. In addition, the effects of two different types of
attention mechanisms and influence of sequence length were also
revealed. The additive attention mechanism outperformed the
multiplicative attention mechanism, meanwhile identification
accuracy was enhanced with increased sequence length when up
to 30-frames. Overall, this research could provide some technical
references for automatic cattle identification in the applications
of precision livestock farming.

FIGURE 10 | Cattle identification accuracy w.r.t. sequence length. Cattle identification accuracy is changing with the used sequence length.
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