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# CFD-DEM model of a cold plasma assisted fluidized bed powder coating process 

P. Martin-Salvador ${ }^{1,2}$, R. H. Verschueren ${ }^{3}$, T. De Beer ${ }^{2}$ and A. Kumar ${ }^{1 *}$<br>${ }^{1}$ Pharmaceutical Engineering Research Group (PharmaEng), Department of Pharmaceutical Analysis, Ghent University, Ghent, Belgium, ${ }^{2}$ Laboratory of Pharmaceutical Process Analytical Technology (LPPAT), Department of Pharmaceutical Analysis, Ghent University, Ghent, Belgium, ${ }^{3}$ Research and Development, PartiX NV, Leuven, Belgium

Cold plasma coating technology for surface functionalization of pharmaceutical powder particles is a promising approach to introduce new characteristics such as controlled release layers, improved powder flow properties, stability coatings, and binding of active components to the surface. This is typically achieved in a fluidized bed reactor, where a jet containing the chemical precursor and the plasma afterglow is introduced through a nozzle while extra fluidization gas is injected from the bottom plate. However, the process requires proper mixing of the particles and precursor inside the plasma active zone to ensure a homogeneous coating of all particles. Therefore, such coating processes are challenging to optimize, given the complex phenomena involved in fluidization, plasma species reactions, and surface reactions. In this study, we use the CFDDEM approach as implemented in the CFDEM ${ }^{\circledR}$ coupling package to model the process. The functionalization rate is modeled as mass transfer from the surrounding gas onto the particles, using a plasma coating zone where this transfer may happen. Mass transfer is switched off outside this zone. The DEM contact parameters and drag force are calibrated to our cellulose beads model powder using experimental tests composed by the FT4 rheometer and spouting tests. We show that while the chemistry can make or break the process, the equipment design and process conditions have a non-negligible effect on the coating metrics and thus must be considered. Cases where the fluidization flow is not high enough to produce good mixing have a high coefficient of variation of the coating mass, and therefore, they must be avoided. In addition, we also proposed an extrapolation procedure to provide results at longer coating times, showing that it is possible to predict coating performance even when simulations of the process for more than a minute are not computationally efficient.
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## 1 Introduction

Plasma, the ionized state of matter, is made of a mixture of neutral and charged species depending on its degree of ionization. It is named thermal or non-thermal plasma, whether in equilibrium or not. When used in conjunction with appropriate gases or vapors that can create reactive species, non-thermal plasmas offer a platform to generate thin coatings on a wide variety of substrates (Snyders et al., 2023). Typically, these coatings or functionalizations are made by polymerization of monomers or coating precursors. The
value of plasma is that it offers an activating environment in which even typically non-reactive vapors can bond to inert surfaces (Dufour, 2023). The technology holds potential for many industrial applications. For example, functionalized sulfur powder holds potential for Li-S batteries (Shafique et al., 2023), or the surface of hydrophilic materials can be turned hydrophobic (RendonPiedrahita et al., 2022). Specifically for pharmaceutical powders, it has been used as a treatment for oral delayed release of Omeprazole (Trimukhe et al., 2021), sustained low-dose release of ampicillin (Cavallaro and Vasilev, 2015), or increased flowability of cohesive salicylic acid (Roth et al., 2012).

The application of plasma treatments on powders offers advantages over other coating techniques, for example, the fact that no solvents need to be used. This has obvious advantages, such as avoiding the need to evaporate the solvent, thus reducing energy requirements. In addition, the process allows the creation of very thin coatings, in the nanometers scale (Snyders et al., 2023), while also avoiding the agglomeration of fine particles which occurs in wet coating processes. However, this creates significant challenges as handling powders in a plasma reactor differs greatly from handling 2D surfaces such as wafers or textiles. One approach is fluidizing the powder to provide good mixing while the plasma afterglow and the coating precursors are injected from the bottom of the fluidized bed reactor. This is analogous to the fluidized bed (wet) coating process, where a coating solution is sprayed on the fluidized or in-circulation powder in the reactor.

The main quality attributes of the coating process are the amount of coating applied and its homogeneous distribution over the surface of the powder particles. The best measure for the coating homogeneity in pharmaceutical applications is the coefficient of variation CV (Turton, 2008), defined as the coating standard deviation divided by the mean (Eq. 1).

$$
\begin{equation*}
C V=\frac{\sigma}{\mu} \tag{1}
\end{equation*}
$$

Given the novel nature of the technology, extensive testing is expected to determine the optimal gas flows, particle loading, or precursor flow rates. These are challenging parameters to determine experimentally, and often, they need to be obtained on a trial-anderror basis, providing no mechanistic insights. In contrast, simulations can be a valuable tool to provide insight into the effect of process conditions on the quality attributes. Several approaches can be used to model the evolution of the CV during the coating process. Examples include population balances with compartmentalization (Ronsse et al., 2007), or a Monte Carlo technique (Pandey et al., 2006). More recently, however, an increasing number of studies have successfully applied Computational Fluid Dynamics coupled with Discrete Element Method (CFD-DEM) to coating systems to account for the effects of mesoscale phenomena. For example (Song et al., 2017), included in the CFD-DEM model the effect of wet particles in their simulations of a fluidized bed (Askarishahi et al., 2017), included evaporation of the solvent in their simulations of a spray coating fluidized bed (Liu et al., 2019), simulated coating by assuming droplets are homogeneously distributed on the surface of the particles, a similar approach was followed by (Grohn et al., 2020; Jiang et al., 2020) even included the intra-particle coating differences as a Monte Carlo model to the CFD-DEM simulation.

In this work, we use the CFD-DEM method to model the fluidization process, which, coupled with a mass transfer model, serves to predict both the average coating thickness and its distribution among the particles to calculate the CV accurately.

## 2 Modelling methodology

This work uses the CFD-DEM method, as implemented in the open-source software CFDEMcoupling (Goniva et al., 2012), which combines OpenFOAM and LIGGGHTS. The method has been extensively discussed, e.g. (Blais et al., 2019), for the DEM side and (Zhou et al., 2010) for the coupling of DEM and CFD.

### 2.1 Fluid and particle motion

The governing equations used for the fluid phase are Eqs 2 and 3,

$$
\begin{gather*}
\frac{d}{d t}\left(\epsilon_{f} \rho_{f}\right)+\boldsymbol{\nabla} \cdot\left(\epsilon_{f} \rho_{f} \mathbf{u}\right)=0  \tag{2}\\
\frac{d}{d t}\left(\epsilon_{f} \rho_{f} \mathbf{u}\right)+\boldsymbol{\nabla} \cdot\left(\epsilon_{f} \rho_{f} \mathbf{u u}\right)=\boldsymbol{\nabla} \cdot\left(\epsilon_{f} \boldsymbol{\tau}_{f}\right)-\epsilon_{f} \boldsymbol{\nabla} p-\mathbf{F}_{p f}+\epsilon_{f} \rho_{f} \mathbf{g} \tag{3}
\end{gather*}
$$

which correspond to (Zhou et al., 2010) model type II, generally known as model A. The fluid-particle forces are the viscous forces and pressure gradient forces, both shown in the first two terms of Eq. 3 , and the fluid-particle forces $\mathbf{F}_{p f}$, which can represent several forces, of which only the most dominant is used, namely, the drag force.

The governing equations for the particles are for translational and rotational motion, expressed for each particle $i$ as:

$$
\begin{gather*}
m_{i} \frac{d \mathbf{v}_{i}}{d t}=\mathbf{f}_{p f, i}+\sum_{j}^{k}\left(\mathbf{f}_{c, i j}+\mathbf{f}_{d, i j}\right)+m_{i} \mathbf{g}  \tag{4}\\
I_{i} \frac{d \omega_{i}}{d t}=\sum_{j}^{k}\left(\mathbf{M}_{i j}\right) \tag{5}
\end{gather*}
$$

The contact forces and torque $\left(\mathbf{f}_{c, i j}, \mathbf{f}_{d, i j}, \mathbf{M}_{i j}\right)$ are evaluated using the Hertzian Spring Dashpot model, which computes the normal and tangential forces acting when two particles overlap. No force is computed when particles do not overlap. The model uses elastic and viscoelastic constants, which can be related to the particle properties - Young's modulus, Poisson ratio, coefficient of restitution, and coefficient of friction. No cohesion model has been included, as the chosen particles are large, Geldart Group B particles, which ensures that cohesive forces can be avoided in DEM models (LaMarche et al., 2022) in favor of simpler models which are generally preferable (Ketterhagen and Wassgren, 2022).

Note that Eqs 4, 5 assume particles with constant mass. While this is not the case in the modeled system, the mass difference due to coating is negligible (in the order of $5 \%$ in a 30 -min process). Golshan et al. (2020) discusses that the missing terms in Eqs 4, 5, which are $-\mathbf{v}_{i} \frac{d m_{i}}{d t}$ (for Eq. 4) and $-\omega_{i} \frac{d I_{i}}{d t}$ (for Eq. 5), are often neglected as the rate of change of the particle mass is very small.

Of the fluid-particle forces $\left(\mathbf{f}_{p f, i}\right)$, in this work the pressure gradient, viscous, and drag forces are used. The first two correspond to the fluid equation formulation in Eq. 3, and for
the drag force, that of Beetstra et al. (2007) is used, with coarsening corrections from Radl and Sundaresan (2014). Pietsch et al. (2017) compared several drag models in a similar system and found that this drag model reproduced well the experimental data. In this case, other forces, such as virtual mass force or rotational effects due to fluid-particle interactions, are negligible.

### 2.2 Coating

The coating precursor and fluidization gas are defined as the two gaseous species. Therefore, the species conservation equation must be solved on the fluid side, with $i$ being either $\mathrm{N}_{2}$ or the coating precursor.

$$
\begin{equation*}
\frac{d}{d t}\left(\epsilon_{f} \rho_{f} Y_{i}\right)+\boldsymbol{\nabla} \cdot\left(\epsilon_{f} \rho_{f} \mathbf{u} Y_{i}\right)=\boldsymbol{\nabla} \cdot\left(\mu \boldsymbol{\nabla} Y_{i}\right)+S_{m} \tag{6}
\end{equation*}
$$

The mass source term $S_{m}$ included in the coating precursor equation transfers it to the particle surface. The rate of coating for particle $i$ is

$$
\begin{equation*}
\frac{d m_{p, i}}{d t}=K_{m} Y_{\text {prec }} \rho_{f} a_{i} \tag{7}
\end{equation*}
$$

The particle surface area $a_{i}$ is evaluated for a perfect sphere, and the mass transfer coefficient is evaluated from modified Gunn correlation from Deen et al. (2014). The transfer coefficient should, in fact, also account for the reaction rate of the coating precursor to become coating. This has been simplified in Eq. 7, and only mass transfer is considered. This assumption implies that the reaction rate is much faster than the transfer rate.

The mass source term in Eq. 6 is the summation of the change in particle mass over all particles in a CFD cell, with the opposite sign. By assuming that particles are coated homogeneously, the particle mass can be used to track how much coating each particle has received.

### 2.3 Coarse-graining and longer coating times

The main drawback of CFD-DEM models is the computational time required. It is common practice to use the coarse-graining method to reduce the burden from the DEM side of the calculation. The particles are joined into grains, and calculations are performed only on grains. The cutback in accuracy is minimal compared to other solutions while providing simulation speed-ups of orders of magnitude (Lu et al., 2017). The coarse-graining factor cg is defined as Eq. 8,

$$
\begin{equation*}
d_{p, \text { sim }}=c g d_{p, \text { real }} \tag{8}
\end{equation*}
$$

which implies a reduction of the number of entities to be simulated by $\mathrm{cg}^{3}$. The implications of coarse-graining on the contact forces calculation are discussed by (Renzo et al., 2021). In the coating part of the model, the real particle diameter is used in all calculations to calculate for a single particle. Then, a factor $\mathrm{cg}^{3}$ is used when adding all particles within a CFD cell to obtain the mass source term.

Although simulations of a few tens of seconds are possible in a workstation thanks to coarse graining, it is not yet possible to
simulate a batch coating process for its entire process duration. A typical batch plasma coating process runs from 15 min to 1 h or more. Some authors have combined CFD-DEM simulations with other methods to overcome this limitation. For example (Kieckhefen et al., 2019), used recurrence to extrapolate a few seconds of simulation to an hour process (Madlmeir et al., 2021). used a Monte Carlo coating model, which was first calibrated from the results of their CFD-DEM simulations. However, this is not needed in some cases, as identifying flow pattern deficiencies for a set of operating conditions can be enough to disregard them as optimal. In this work, we turn to the good mixing provided by the fluidized bed: a normal distribution of the coating mass is expected, as demonstrated later in Section 4.5. The mean coating mass on the particles will increase linearly with time, and the standard deviation will increase as the square root of time if the system is perfectly mixed, analogous to Brownian motion. This is also analogous to the work of Mann (1983), which shows that in a spouted bed with the constant addition of coating, a normal distribution is developed after infinite time, but that after 20 cycle times, it already can be approximated. He shows that the mean coating mass is $\mu=W_{0} t /$ $\mu_{T}$, with T denoting the cycle time, and the standard deviation is $\sigma^{2}=W_{0}^{2} \sigma_{T}^{2} t / \mu_{T}^{3}$, both linear with time. Eqs 9,10 are therefore used.

$$
\begin{gather*}
\mu=\alpha_{1} t  \tag{9}\\
\sigma=\alpha_{2} \sqrt{t} \tag{10}
\end{gather*}
$$

They state that given $\alpha_{i}$ determined by the simulated part of the process, the CV (Eq. 1) can be obtained for any arbitrarily long period of coating. We use empirical $\alpha_{i}$ instead of the physical cycle time concept to avoid defining a cycle time on our fluidized bed. In addition, the normal distribution of the expected coating can be reconstructed at later times by extrapolating the mean and standard deviation. With this, if the simulated part of the process identifies good mixing is present, the extrapolation is a simplified process. Should poor mixing be identified, this procedure to predict coating at longer times would fail. However, such operating conditions should be immediately disregarded as suboptimal and, therefore, never get into the extrapolation stage.

## 3 Materials and methods

First, the relevant DEM contact parameters are calibrated, the CFD-DEM model is validated, and the coating equation is verified. Only then is the complete model, including the coating, used to simulate the coating process. Table 1 summarizes the steps followed in this study.

### 3.1 Preliminary experiments

FT4: A powder rheometer (FT4, Freeman Technology, Malvern, United Kingdom) is used to calibrate the friction coefficient used to obtain the contact forces from Section 2.1. Vivapur Microcrystalline cellulose (MCC) spheres (JRS Pharma, Rosenberg, DE) have been chosen as test material due to their low cohesion properties, which allows neglecting cohesive force in the contact force model. The cohesion index of MCC is only 2.88 , as measured in a GranuDrum

TABLE 1 Overview of the steps followed in this study.

| Step | Applied to | Method | Main assumptions and limitations | Description | Results |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Calibration | DEM contact parameters | FT4 rheometer experimental data | Ignored width of shaft and blade in the simulations. Target average behavior of coated and not coated particles | Experimental: section 3.1. <br> Simulation: section 3.2.1 | section 4.3 |
| Validation | CFD-DEM model | 2D spout test and Particle image velocimetry | Coarse graining found not effective | Experimental: section 3.1. <br> Simulation: section 3.2.1 | Section $4.3$ |
| Verification | Coating equation | Mass balance | Only verifies equation 7 | Section 3.2.2 | Section $4.2$ |
| Coating process understanding | 20s coating full simulations | CFD-DEM-Coating model | Particle properties constant during the entire process | Section 3.2.2 | Section $4.4$ |
| Prediction real coating system | 20 min coating predictions | Extrapolation | Strictly valid only for perfectly mixed systems | Section 2.3 | Section $4.5$ |



FIGURE 1
Geometries used (A) FT4. (B) 2D vessel. (C) Coating experiments vessel geometry. The coating zone has been included for visualization, but it is not a physical boundary.
instrument. At the same time, e.g., milled quartz sand, for comparison, has a cohesion index of 20 (Baesso et al., 2021), and for lactose powder is 45 (Neveu et al., 2022). For this reason, previous studies have modeled this material with the same assumption (Rouabah et al., 2022; Zheng et al., 2022). 100 g of MCC are loaded in the 50 mm vessel, and air is injected from the bottom attachment at $4.7 \mathrm{~L} / \mathrm{min}$. Dimensions of the FT4 rheometer are also shown in Figure 1A. The helix angle $\alpha_{h}$ is kept at 5 deg with a tip speed of $100 \mathrm{~mm} / \mathrm{s}$. A preconditioning run is used before the test run to maximize repeatability, and tests are conducted in triplicate. The instrument logs the work required to move the blade at run time, calculated from the contributions of torque and vertical force as Eq. 11 shows.

$$
\begin{equation*}
W=\int_{0}^{H}\left(\frac{M}{R \tan \alpha_{h}}+\mathbf{f}_{v}\right) d H \tag{11}
\end{equation*}
$$

2D spout: Another preliminary test is performed as a validation step of the particle movement in the reactor. MCC spheres are loaded into a makeshift pseudo-2-dimensional vessel until a bed height of 50 mm is reached. The dimensions are Height $\times$ Depth $\times$ Width (Top Width) $550 \times 25 \times 100$ (150), also shown in Figure 1B. The construction is a stainless steel frame on which transparent plexiglass side panels can be mounted. Air is introduced at a rate of $100 \mathrm{~L} / \mathrm{min}$ using an airflow controller (Bronkhorst, Veenendaal, NL) through a bottom nozzle to produce a spout while recording from a camera (FASTCAM SA4, Photron Europe Limited, High Wycombe, United Kingdom). Images of $1024 \times 1024$ pixels are taken at $1,000 \mathrm{fps}$ using a macro lens focused on the particles. Sets of images are analyzed with Particle Image Velocimetry (PIV) using the Python implementation of OpenPIV (Liberzon et al., 2021). The main parameters chosen for the PIV analysis are the following,

TABLE 2 Simulation parameters used in the simulations.

| Name | Units | FT4 sim | 2D spout sim | Coating sim | Notes |
| :---: | :---: | :---: | :---: | :---: | :---: |
| DEM $\Delta t$ | s | 1.e-6 | 1.e-6 | 1.e-6 |  |
| CFD $\Delta t$ | s | 1.e-4 | 1.e-4 | 1.e-4 |  |
| Total sim duration | s | 11 | 10 | varies* | *Sections 4.4 and 4.5 |
| E | Pa | 5.66 | $5 . \mathrm{e6}$ | $5 . \mathrm{e6}$ |  |
| $v$ | - | 0.3 | 0.3 | 0.3 |  |
| e | - | 0.3 | 0.3 | 0.3 |  |
| f | - | varies* | 0.52 | 0.52 | *Section 4.3 |
| $d_{p, \text { real }}$ | m | 300e-6 | $300 \mathrm{e}-6$ | $300 \mathrm{e}-6$ |  |
| cg | - | 5 | 5* | 5 | *Exceptionally cg = 1 in 4.3 |
| $\rho_{p}$ | $\mathrm{kg} / \mathrm{m}^{3}$ | 1750 | 1750 | 1750 |  |
| Mass loaded | kg | 0.095 | 0.100 | 0.2 |  |
| $\mathrm{N}_{p}$ | - | 31k | 32k | 65k |  |
| $\mathrm{P}_{\text {out }}$ | Pa | $1 . \mathrm{e5}$ | $1 . \mathrm{e} 5$ | $1 . \mathrm{e} 5$ |  |
| $\mathrm{T}_{\text {in }}$ | K | 300 | 300 | 300 |  |
| $u_{i n, f l d z}$ | m/s | 0.040 | - | varies* | *Section 4.4 |
| $u_{i n, n o z}$ | $\mathrm{m} / \mathrm{s}$ | - | 26.7 | 24.3 |  |
| $Y_{\text {TMDSO }}$ | wt/wt | - | - | 0.011 |  |

which are found to provide the best peak-to-peak signal-to-noise ratio: window size of 24 pixels, with overlap of 16 pixels, and search size of 24 pixels. The pseudo-2-dimensional nature of the vessel allows clear images of particles with upward movement that can be captured without the interference of particles moving downwards, which occurs only at the sides of the vessel. The dimensions (Figure 1 and flow rate (Table 2) are chosen close to those used during the coating simulations in the plasma reactor.

### 3.2 Numerical simulations

The CFD cell size is 4 mm , and the grain diameter is 1.5 mm , corresponding to a coarse-graining factor of 5 . This is briefly further discussed in Section 4.1. Table 2 shows the simulation parameters used. Figure 1 shows the geometries used in the simulations.

### 3.2.1 Simulations of the preliminary experiments

The preliminary simulations were performed considering only particle and fluid motion without incorporating the mass and heat transfer between particles. The solver cfdemSolverRhoPimple is used (Leitz et al., 2018) in both simulations. These simulations aim to find an appropriate value for the friction coefficient and validate its applicability for the drag model of Beetstra used in our case.

FT4: Particles are initialized in the vessel and air is introduced from the bottom. After 2 s of initialization, the blade is lowered into the powder and rotated. The FT4 blade shaft is ignored, and the blade is flattened to remove its width. These simplifications allow bypassing the immersed boundary problem created by the moving geometry, which increases the complexity and computational
resources needed excessively. The 6 mm shaft represents only $0.36 \%$ of the vessel cross-sectional area. Therefore, the underprediction of the drag forces due to the underprediction of the air velocities is not expected to be considerable in this simulation. The output of the FT4 simulation is the vertical force and torque that particles apply to the blade as it moves through the domain. This can be directly compared to the experiments.

2D spout: Particles are initialized in the vessel and air is introduced from the bottom opening. The simulation is run for 10 s , but the first 5 s are discarded to remove the first transient effect. The output of the 2D spout simulations is the particle velocity field, which is then averaged over time to compare to the experimental velocity fields.

### 3.2.2 Coating simulations

System under study: The coating of MCC spheres with tetramethyldisiloxane (TMDSO), a hydrophobic coating precursor, is simulated as a model system. The plasma fluidized bed reactor (R\&D PlasmaPowder, PartiX NV, Belgium) is equipped with two bottom gas inlets: the fluidization gas flows through a bottom plate, and the plasmacontaining gas flows through a nozzle, as seen in Figure 1C. The fluidization flow is used to improve the particle mixing in the reactor, while the plasma and precursor are introduced into the vessel only through the nozzle flow. After plasma generation through dielectric barrier discharge, the chemical precursors are introduced into the resulting plasma afterglow. A nozzle feeds this plasma gas flow into the bottom of the reactor by protruding the center of the diffuser plate, creating a reactive zone/spout. A glass reactor vessel allows for clear vision into the reactor.

Simulations: The full model as shown in Section 2 is used for these simulations. The solver used is cfdemSolverRhoPimpleChem (Kinaci


FIGURE 2
Mesh checks. (A) FT4 profiles of total energy required to move the blade through the aerated powder for three different CFD cell sizes. (B) Coating simulations results after 10 s for three different CFD cell sizes.
et al., 2020). Although plasma generation physics has not been included in this simulation, an active zone is defined where mass transfer to the particle surface can happen, while in the inactive zone, no coating may occur. This accounts for the reaction initiation effect of plasma. This is achieved by turning off Eq. $7\left(\frac{d m_{p i}}{d t}=0\right)$ outside of the coating zone. The dimensions of this coating zone (see Figure 1C) are based on the extent of the plasma afterglow as seen in a dark room.

The coating simulations provide the mass of each particle, which increases over time through Eq. 7. All particles are initially of the same size. Coating mass can thus be easily obtained by subtracting the initial particle mass from the time-dependent particle mass. This allows the analysis of the simulations through.

- Time evolution of the mean coating mass and its standard deviation,
- Particle coating homogeneity characterized by the coefficient of variation (CV),
- Distribution of the coating among the particles, characterized by histograms of coating mass.

Optimization of the fluidization gas flow is critical to achieve the best coating uniformity. Four cases are tested, varying the fluidization flow rate: $1 \mathrm{~L} / \mathrm{min}, 50 \mathrm{~L} / \mathrm{min}, 100 \mathrm{~L} / \mathrm{min}$, and $200 \mathrm{~L} /$ min . These simulations aim to find the appropriate flow rate that provides good mixing and a small CV.

## 4 Results and discussion

### 4.1 Mesh checks

The independence of the results from the cell-to-particle size ratio is checked in the FT4 and plasma coating simulations. In the unresolved CFD-DEM method, the cell size is limited by the particle size, which should be between 2 and 4.4 particle diameters in a system with monodispersed particles (Volk et al., 2023). In this range, the results are independent of the exact cell and particle dimensions. The particle


FIGURE 3
Inlet and outlet TMDSO flows during a 50 s plasma coating simulation (left axis) and total mass accumulated in the system (right axis).
size in this study is 1.5 mm ( 300 micron MCC spheres scaled by a coarsegraining factor of 5), which we have found reduces the computational time of the DEM side to about the same as the CFD side for the studied system. Therefore, the cell size analysis is limited to a narrow cell count. Figure 2 summarizes the results of these checks in the studied cell size range of about $3 \mathrm{~mm}-5 \mathrm{~mm}$. The cell size in the studied range does not impact the resulting energy profiles of the FT4 rheometer simulations. However, in the coating simulations, the largest cell size of 4.5 mm does result in a different coating histogram compared to 4 mm and 3.3 mm . Hence, the chosen cell size is 4 mm for all simulations.

### 4.2 Mass balance

Figure 3 reports the mass balance for a 50 s plasma coating simulation. Given the transient nature of the simulation, the outlet

TABLE 3 Mass balance check results. Results shown are those from Figure 3, integrated over the whole simulation period.

| Mass inlet | 0.732 | g |
| :--- | :--- | :--- |
| Mass outlet | 0.401 | g |
| Accumulation | 0.0636 | g |
| Expected coating | 0.267 | g |
| Obtained coating | 0.271 | g |
| Error | $-3.6 \mathrm{e}-3$ | g |
| Error \% | -1.3 | - |


precursor flow is not constant until the mass held in the vessel is. The mass balance error is calculated as the difference between the expected coating mass from the system mass balance (in - out accumulated) and the coating obtained from Eq. 7. The results summarized in Table 3 show that the implementation of Eq. 7 is responsible for about $1 \%$ numerical error. This is deemed acceptable as a verification step to continue with the coating analysis.

### 4.3 Preliminary experiments and simulations

FT4: The experimentally obtained FT4 energy profiles are shown in Figure 4. Both pure MCC and 30-min coated MCC are tested, as the surface properties of the particles vary during coating experiments. The coating seems to reduce the friction between particles, thereby reducing the energy required for the blade to move through the powder. The gray area between the experimental values is used as the target for the friction coefficient in the FT4 simulations. Figure 4 also shows the simulation results for the same system, varying the friction coefficient. The results show a strong dependence of the flow energy with the friction coefficient used, which allows pinpointing the value that reproduces the
experimental data. Based on the figure, a friction coefficient of 0.52 is chosen. No further optimization of the friction coefficient is performed, as increasing the significant digits of its value does not lead to observable differences in the coating profiles of plasma coating simulations.

2D spout: PIV is performed on pairs of images using 650 images obtained from the experiment, an example is given in Figure 5A. The resulting experimental vertical component of the velocity is shown in Figure 5B, together with simulation results, at two different vessel heights, 13 cm and 15 cm from the bottom of the vessel, which corresponds to the higher velocity portion of the particle motion. Simulations slightly overpredict the experimental velocities in the center of the vessel (upward particle movement as shown by positive values of the vertical velocity). However, poorer agreement is seen on the sides (downward particle movement and negative vertical velocity). This is caused by poor mapping of the individual particle velocities to the CFD cell grid. Due to the large coarse graining factor used, only a small number of particles are present at any point in time on the sides of the vessel where downward movement is observed. This causes lower downward velocities reported in Figure 5B when using a large coarse-graining (cg = 5). This fact is proved by removing the coarse-graining $(\mathrm{cg}=1)$ and repeating the simulation. As seen in the figure, much better agreement is then obtained in the downward motion section. The average absolute error is reduced from $0.30 \mathrm{~m} / \mathrm{s}$ in the coarse-grained case to $0.20 \mathrm{~m} / \mathrm{s}$ in the non-coarse-grained case. The reduction in absolute error does, however, mask the fact that it only improves on the sides, as more overestimation of the velocity in the upward motion section in the center of the vessel is present. This issue might be related to the filtering of the drag force, as in this non-coarse-grained simulation, the ratio of cell size to particle size is 13.3 , which is outside of the optimal range of maximum 4.4. Note that this is despite having included the filtered coarsening corrections of Radl and Sundaresan (2014), which removed this discrepancy in their simulations of a fluidized bed up to a ratio of 25 . In our spouting test, we find this discrepancy in the upward movement, which originates where the highly dense region (particle volume fraction $0.4-0.6$ ) at the bottom of the vessel meets the incoming air jet. In this region, the slip velocities are very small, and the calculation of the drag force becomes challenging as it is very sensitive to small fluctuations of the slip velocity (Radl and Sundaresan, 2014). The discrepancy has been deemed acceptable to continue with the plasma coating simulations.

### 4.4 Plasma coating reactor simulations and influence of fluidization flow

Simulations are run for the first 20 s of the process, given that trends are already visible at this stage. Figure 6 shows histograms of coating mass after 20 s of coating process. In the case of $1 \mathrm{~L} / \mathrm{min}$, representing the (almost) no fluidization flow case, the histogram shows that $15 \%$ of the particles never received any coating in the entirety of the 20 s simulation. The particles that did receive coating seem to develop a normal distribution. In contrast, in the $50 \mathrm{~L} / \mathrm{min}$ case, all particles received some coating, and a normal distribution is developing with all particles. This points towards a mixing problem: at the lower fluidization rate, some of the particles never pass


FIGURE 5
Particle image velocimetry results. (A) High speed camera image from the 2D spout test. Red line indicates 13 cm height, blue line indicates 15 cm height. (B) Experimental (blue circles) and simulated (red and green lines) particle vertical velocity along the horizontal axis of the pseudo 2D vessel at a height of 15 cm (top) and 13 cm (bottom).


FIGURE 6
Histograms of coating mass after 20 s of coating time, for different fluidization flow rates. The total coating applied (sum of all particles) is $170,136,108$, and $86 \mu$ g for the cases $1,50,100 \mathrm{~L} / \mathrm{min}$ and 200 L/min.
through the plasma coating zone in the center of the vessel. Furthermore, snapshots of the simulations are shown in Figure 7. They show how a spout is formed in the middle in the $1 \mathrm{~L} / \mathrm{min}$, and it becomes clear that mixing is not good enough to make all particles pass through the coating zone. Larger fluidization flows provide better mixing due to the change from spouting to bubbling fluidization. For a better comparison, the CV is plotted in Figure 8 against the average coated mass, a comparable measure of time between runs. The $1 \mathrm{~L} / \mathrm{min}$ case stands out as the worst case, as the CV is higher at all points. All other cases present similar CVs. Thus, the results suggest that no further improvement in the CV can
be expected from higher fluidization flows once sufficient mixing is achieved.

Interestingly, increasing the fluidization flow decreases the amount of coating applied to the particles, as shown by the total coating applied of $170 \mu \mathrm{~g}$ in the $1 \mathrm{~L} / \mathrm{min}$ case, while, e.g., for the $100 \mathrm{~L} / \mathrm{min}$ case, only $108 \mu \mathrm{~g}$ were applied in total after 20 s . This might be due to the dilution effect that the fluidization flow imparts on the process, diminishing the driving force for the mass transfer. The discussion so far is from the point of view of reducing the CV as much as possible. In other cases, maximizing the applied coating per process time might also be interesting, thus reducing the total coating time required. This, however, has not been the objective of our study.

### 4.5 Longer coating times

Coating process times in the plasma reactor are typically between 5 and 60 min . Therefore, the CFD-DEM simulation results for a shorter coating time are used to predict coating performance in the longer run. In this section, the $100 \mathrm{~L} / \mathrm{min}$ case is chosen, and a simulation is run up to 75 s to demonstrate the feasibility of predicting coating performance in an extended coating run. Figure 9 shows the histograms of the $100 \mathrm{~L} / \mathrm{min}$ case at longer coating times. Normal distributions are fitted to the histograms. Given that all particles are initially of the same mass, a normal distribution does not fit after a short time. However, after enough time has passed, a normal distribution is formed. The discussion that the distribution formed is normal might seem trivial but allows for the simplified extrapolation to longer times discussed in 2.3.

Having established the trend on a relatively long simulation time, it is possible to establish trends for other simulation cases that


did not run for that long. Figure 10C shows the linear trend of mean coating mass and its variance over time for the case of $100 \mathrm{~L} / \mathrm{min}$ fluidization flow. In this figure, the first 20 s of the simulation have been used to fit a linear trend, which later is extrapolated to the end of the simulation at 75 s . It can be seen that extrapolation and simulation data agree well over this range. Other simulations are also shown in Figures 10A,B,D. These did not run for that long, as the lack of data after 20 s indicated. Nonetheless, it is clear from the figures that the extrapolation for the $200 \mathrm{~L} / \mathrm{min}$ case is sound. This is not the case for the $1 \mathrm{~L} / \mathrm{min}$ case: data deviates from the fitted line

already at 20 s . This fact was already predicted from the histograms after 20 s of Figure 6, from the simulation snapshots of Figure 7, and highlighted from the large residuals of the 20 s fit of Figure 10E: the particle mixing that allows uniform coating is not achieved in this case.

Furthermore, this allows the estimation of the results of a 20min coating run with a detailed CFD-DEM simulation of 20 s . The CV shown in Figure 11 decreases as the square root of time as expected. Reconstructed coating distributions from the mean and the variance are shown in Figure 12. These predictions are made by fitting the first 20 s of simulation as shown in Figure 10C, which are then used to estimate the size distribution at 5 and 20 min . The CV decreases as the square root of time, as seen in Figure 11. This can be used, for example, in the pharmaceutical


FIGURE 10
(A-D): Mean coating mass over time and its variance for different fluidization flow rates. The first 20 s are used to fit the regression model. Regression coefficients from Eqs 9, 10 are reported with one standard deviation error. (E): Residuals of this regression.
industry, to ensure the batch passes quality control with a low CV by extending the coating time. However, it is worth noting that the coating mass distributions get broader when extending the coating time as Eq. 10 predicts, and as seen in Figure 12. This highlights that CV is a measure of how broad the distribution is relative to the total amount coated.

The reconstruction method, however, cannot be used indiscriminately, as discussed already for the $1 \mathrm{~L} / \mathrm{min}$ case, since the assumption that a normal distribution with the entirety of the particles does not hold. The presented results show that $50 \mathrm{~L} / \mathrm{min}$ and upwards do provide good mixing. However, these results do not show exactly where the switch occurs between 1 and $50 \mathrm{~L} / \mathrm{min}$.


FIGURE 11
CV prediction at longer coating times. The colored area around the blue prediction line indicates a $20 \%$ deviation from the standard deviation fitting parameter $\alpha_{2}$.


FIGURE 12
Predicted coating distributions after 20 s, 75 s, 5 min and 20 min of process time based on 20 s of detailed CFD-DEM simulation. Simulation data after 20 s and 75 s is also shown

## 5 Conclusion

The fluidized bed plasma coating process has been simulated using the CFD-DEM framework. The main objective of this study was to build a model which can be applied for process optimization. Several fluidization flow rates from 1 to $200 \mathrm{~L} /$ min have been tested as an example, while the plasma and coating precursor flow rates were kept constant. Differences in terms of the coefficient of variation were immediately noticed between the $1 \mathrm{~L} / \mathrm{min}$ case and the other cases, suggesting that operating the equipment with excessive lowering of the fluidization rate results in a nonuniform coating.

The study also showed that when the short-term simulations show that good mixing is achieved for the selected process conditions, they can be easily extrapolated to longer processing times by assuming perfect mixing. This bypasses complex procedures such as flow recurrence to produce long-term coating results. Confidence in this extrapolation is built from the work of previous studies on population balance models and the relatively long 1.25 min simulation.

The results of this procedure set the foundation for further work, as they can be directly compared to experimental observations. This allows for a future full process optimization procedure, including more process conditions than the ones studied here, with direct comparison to experiments. Future work should also focus on the implementation of a detailed plasma model to improve on the assumption made here that the coating kinetics follow from the mass transfer rate.

Overall, the valuable insights gained from this work should assist in developing innovative particle coating methods based on plasma fluidized bed reactor technology. The problematic operating conditions that lead to non-uniform coating occurring at low fluidization flow rates identified in this work demonstrate the value of using CFD-DEM simulations in the process design of fluidized bed type plasma coating processes. Furthermore, even if the CFD-DEM simulations can only be done for a short time, they can be used to identify flow pattern deficiencies such as those demonstrated in this study.
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| Nomenclature |  | TMDSO | 1,1,3,3-Tetramethyldisiloxane |
| :---: | :---: | :---: | :---: |
| List of symbols |  | Subscripts |  |
| $\alpha_{1}\left(\mathrm{~kg} \mathrm{~s}^{-1}\right)$ | Coefficient in Eq. 9 | c | Conservative |
| $\alpha_{2}\left(\mathrm{~kg} \mathrm{~s}^{-0.5}\right)$ | Coefficient in Eq. 10 | ${ }^{\text {d }}$ | Dissipative |
| $\alpha_{h}(\mathrm{deg})$ | FT4 rheometer helix angle | $f$ | Fluid |
| cg | Coarse graining factor | ${ }^{i}$ | Counter |
| CV | Coefficient of variation | $j$ | Counter |
| $e$ | Restitution coefficient | $m$ | Mass |
| $E(\mathrm{~Pa})$ | Young Modulus | $p$ | Particles |
| $\epsilon$ | Phase fraction | real | Real |
| $\mathrm{f}(\mathrm{N})$ | force | sim | Simulation |
| $f$ | particles friction coefficient | $T$ | Torque |
| $F\left(\mathrm{~kg} \mathrm{~m}^{-2} \mathrm{~s}^{-2}\right)$ | Momentum source term | $v$ | Vertical |
| $\mathrm{g}\left(\mathrm{m} \mathrm{s}^{-2}\right)$ | Gravity constant |  |  |
| $H(\mathrm{~m})$ | Height |  |  |
| $I\left(\mathrm{~kg} \mathrm{~m}^{2}\right)$ | Moment of inertia |  |  |
| $k$ | Number of particles in contact |  |  |
| $K\left(\mathrm{~m} \mathrm{~s}^{-1}\right)$ | Transfer coefficient |  |  |
| $m(\mathrm{~kg})$ | Mass |  |  |
| $M\left(\mathrm{~kg} \mathrm{~m}^{2} \mathrm{~s}^{-2}\right)$ | Torque |  |  |
| $\mu(\mathrm{kg})$ | Average coating mass |  |  |
| $N$ | Number |  |  |
| $v$ | Poisson ratio |  |  |
| $\omega\left(\mathrm{s}^{-1}\right)$ | Angular velocity |  |  |
| $p(\mathrm{~Pa})$ | Pressure |  |  |
| $R(\mathrm{~m})$ | Radius |  |  |
| $\rho\left(\mathrm{kg} \mathrm{m}^{-3}\right)$ | Density |  |  |
| $S\left(\mathrm{~kg} \mathrm{~m}^{-3} s^{-1}\right)$ | Mass source term |  |  |
| $\sigma(\mathrm{kg})$ | Standard deviation coating mass |  |  |
| $t(s)$ | Time |  |  |
| $T(K)$ | Temperature |  |  |
| $\tau(\mathrm{Pa})$ | Stress tensor |  |  |
| $\mathrm{u}\left(\mathrm{m} \mathrm{s}^{-1}\right)$ | Velocity (fluids) |  |  |
| $\mathrm{v}\left(\mathrm{m} \mathrm{s}^{-1}\right)$ | Velocity (particles) |  |  |
| $W$ (J) | Work |  |  |
| Y | Mass fraction in gas phase |  |  |
| List of acronyms |  |  |  |
| CFD | Computational Fluid Dynamics |  |  |
| DEM | Discrete Element Method |  |  |
| MCC | Microcrystalline cellulose |  |  |

