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Temporal attention

Verena C. Seibold*, Janina Balke and Bettina Rolke

Evolutionary Cognition, Department of Psychology, University of Tübingen, Tübingen, Germany

Attention, that is, the ability to focus processing resources on a specific part of

sensory input, is often thought of as being mainly allocated in space, toward

specific objects or modalities. However, attention can also be allocated within

time. Temporal attention can be induced implicitly, that is, through learning of

temporal regularities between at least two events, or explicitly, by the active

instruction to attend to a specific time point. Moreover, temporal attention can

be induced via external rhythmic stimulation. Many studies throughout the last

120 years have shown that, irrespective of the way temporal attention is induced,

it facilitates processing of upcoming events. Based on early findings measuring

reaction time, researchers initially assumed that temporal attention primarily

accelerates motor processing. Within the last 20 years, however, more and more

evidence has emerged supporting the view that temporal attention facilitates

perceptual processing. Moreover, temporal attention may even interact with

other attentional domains such as spatial attention or feature-based attention.

In the present article, we summarize classical as well as current findings and

theoretical accounts on how temporal attention a�ects perceptual processing.

Furthermore, we sketch current challenges and open questions in research on

temporal attention.

KEYWORDS

temporal attention, foreperiod, perceptual processing, temporal cueing, entrainment,
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Time as attention domain

Attention has the basic function of focusing processing resources on a subset of sensory
input (e.g., Johnston and Dark, 1986; Desimone and Duncan, 1995; Summerfield and Egner,
2009; Carrasco, 2011). It can be assumed that without that selective mechanism, humans
would be overloaded by sensory input and would therefore be unable to interpret the world
in a meaningful way or act in a goal-directed manner. A large body of experimental research
has shown that attention can operate in different domains such as space, sensory modalities
or sensory features (for reviews, see, e.g., Johnston and Dark, 1986; Carrasco, 2011; Klein
and Lawrence, 2012), and on different levels of representations, ranging from low-level
sensory representations such as orientation to higher-level object-like representations (e.g.,
Johnston and Dark, 1986; Chen, 2012). One of the most fundamental attention domains
is that of time (see also Lawrence and Klein, 2013), though it has been much less studied
than others. Allocating attention in time, typically referred to as temporal attention, can
be broadly defined as the allocation of processing resources toward a specific time point
(e.g., Lawrence and Klein, 2013; Nobre and Rohenkohl, 2014). This process was described as
early as 1874 in pioneering work byWundt as “vorbereitende Spannung der Aufmerksamkeit”
(preparatory tension of attention) (Wundt, 1874, p. 737). This allocation of attention within
time is typically based on some type of implicit or explicit temporal contingency between
successive sensory stimuli, with one stimulus allowing anticipation of the subsequent one(s).
Like the allocation of attention to locations in space, temporal attention leads to a processing
benefit for stimuli presented at the attended moment in time (e.g., Lange et al., 2003; Correa
et al., 2006a; Bausenhart et al., 2007; Rolke, 2008; Jepma et al., 2012; Rohenkohl et al., 2012).
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Temporal attention’s mechanisms and beneficial effects have
already been summarized in several reviews published over the
last decade (e.g., Nobre and Rohenkohl, 2014; Nobre and Van
Ede, 2018). The goal of the present article is not to provide a
fully comprehensive overview of all facets of temporal attention
research;1 instead, we will focus on the effect(s) of temporal
attention on stimulus processing. Herein, we will put particular
emphasis on perceptual processing and the main lines of research
in this subfield of temporal attention research: In the first two
sections, we will provide a summary of the most common
experimental paradigms as well as a recap of the history of temporal
attention research. In doing so, we will also point out some of
the methodological differences among experimental paradigms. In
the third and the fourth sections, we will focus on the facilitatory
effects of temporal attention on perceptual processing, and we
will discuss both, studies examining effects of temporal attention
within and across modalities and studies examining its interactions
with other attention domains. In the fifth section, we will then
summarize current theories on the mechanisms by which temporal
attention specifically facilitates perceptual processing. We will
conclude our review by outlining some unresolved issues and
providing an outlook on possible future directions in temporal
attention research.

Experimental paradigms in temporal
attention

Several experimental approaches or paradigms have been
developed throughout the history of temporal attention research
(see Figures 1A–C; for an overview see Rolke and Ulrich, 2010;
Lawrence and Klein, 2013; Nobre and Rohenkohl, 2014). Even
though these paradigms differ in several aspects and may even
involve distinct mechanisms, all of them rely on the (explicit or
implicit) temporal contingency between two or more successive
sensory stimuli. The common observation in all these paradigms is
that the processing of a stimulus presented at a temporally attended
moment in time is facilitated relative to the processing of a stimulus
presented at a temporally unattended or less-attended moment in
time (see Figure 1D).

The oldest and most basic type of experimental paradigm in
the study of temporal attention is the foreperiod paradigm: In
this paradigm, a warning signal is presented before an imperative
stimulus which typically requires some kind of overt response
(typically a speeded keypress). The crucial manipulation is the
length of the temporal interval between warning signal and
imperative stimulus, which is called the foreperiod. In the blocked
(or constant) foreperiod paradigm, the foreperiod remains constant

1 We will not cover functional imaging and electrophysiological studies

focusing on the process of orienting attention in time itself and its associated

neural correlates. In that respect, interested readers are referred, for instance,

to Coull (2004) and Mento et al. (2015; for a summary, see also Nobre

and Van Ede, 2018). Furthermore, we will also not further discuss recent

theoretical and computational approaches that link temporal attention to

learning mechanisms; in that respect, we refer to the insightful work of Los

et al. (2017; see also Salet et al., 2022).

within a block of trials but varies across blocks; in the variable

foreperiod paradigm, the foreperiod varies randomly from trial to
trial. In both variants, the effect of temporal attention on processing
of the imperative stimulus is quantified as the difference between at
least two different foreperiod lengths, that is a “short” foreperiod,
which is often around or<1 s long, and a “long” foreperiod between
1 and 4 s (e.g., Rolke and Hofmann, 2007; Steinborn et al., 2010;
for studies including wider foreperiod ranges see, e.g., Klemmer,
1956; Bertelson and Tisseyre, 1969; Müller-Gethmann et al., 2003),
with reaction time (RT) to the imperative stimulus being the
most common dependent variable. Interestingly, the result pattern
observed when measuring RT differs strikingly between blocked
and variable foreperiod paradigms (for a review, see, e.g., Niemi
and Näätänen, 1981). In the blocked foreperiod paradigm, an
increase in foreperiod length typically leads to an increase in RT,
except for very short foreperiods between 50 and 150ms (e.g.,
Klemmer, 1956; Karlin, 1959; Bertelson and Tisseyre, 1969; Müller-
Gethmann et al., 2003). In contrast, in the variable foreperiod
paradigm, RT typically decreases with increasing foreperiod length
(e.g., Drazin, 1961; Los and Van den Heuvel, 2001; Los et al., 2001;
Los and Heslenfeld, 2005; Steinborn et al., 2008; see also Niemi
and Näätänen, 1981). Furthermore, this descending foreperiod-
RT function in the variable foreperiod paradigm is qualified by
sequential effects (e.g., Los and Van den Heuvel, 2001; Los et al.,
2001; Van der Lubbe et al., 2004; Steinborn et al., 2008; for
a review see, e.g., Los, 2010). Specifically, when analyzing the
variable foreperiod effect not only as a function of the current
foreperiod N, but also as a function of the foreperiod in the
previous trialN−1, it has been shown that RT for a short-foreperiod
trial N is longer if the foreperiod in trial N−1 was long than
if it was short (e.g., Los et al., 2001; see also Los et al., 2014).
Furthermore, it has been shown that the slope of the foreperiod-RT
function in the variable foreperiod paradigm depends on the type
of foreperiod distribution: Specifically, a descending foreperiod-
RT function is typically observed if foreperiods are sampled
with equal probability (so-called aging foreperiod distribution). In
contrast, if the probability of short foreperiods is increased (so-
called non-aging foreperiod distribution) so that the subjective
overall probability of the different foreperiods is equalized, the
foreperiod effect on RT is strongly attenuated or even eliminated
(e.g., Baumeister and Joubert, 1969; Nickerson and Burnham, 1969;
Näätänen, 1971).

The discrepancy in results across blocked and variable
foreperiod paradigm, that is, an ascending as opposed to a
descending foreperiod-RT function, has been attributed to different
underlyingmechanisms: Specifically, the RT increase in the blocked
foreperiod paradigm is assumed to be the consequence of an
imperfect time-keeping ability (Treisman, 1964; Gottsdanker, 1975;
Näätänen and Merisalo, 1977) in the sense that the estimation
of longer foreperiods tends to be less accurate (Treisman, 1964;
Gibbon, 1977). Therefore, even though the temporal contingency
between warning signal and imperative stimulus remains constant
in each block of trials, long foreperiod blocks nonetheless come
with a higher degree of temporal uncertainty because the exact
moment in time the imperative stimulus will be presented can
be estimated less accurately. This results in less efficient focusing
attention to that moment in time in blocks with a (rather) long
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FIGURE 1

(A–C) Illustration of three major types of experimental paradigms in temporal attention research, that is, the foreperiod paradigm, probabilistic

temporal cueing, and a typical rhythmic temporal attention paradigm. In the foreperiod paradigm (A), a warning signal precedes the imperative

stimulus by either a (blocked or variable) short or long foreperiod. In probabilistic temporal cueing (B), an explicit temporal cue either validly or

invalidly announces the occurrence of the imperative stimulus after a short or long foreperiod. In a typical rhythmic temporal attention paradigm (C),

the imperative stimulus is preceded by a rhythmic (or an arrhythmic) stimulus sequence and/or is presented either in accordance with the rhythm

(“on-beat”) or not (“o�-beat”). (D) The typical beneficial e�ect of temporal attention, exemplified for the dependent variables reaction time and

accuracy: Responses are faster and more accurate for temporally attended as compared to temporally unattended stimuli.

foreperiod than in blocks with a (rather) short foreperiod.2 In the
variable foreperiod paradigm, participants experience a different
type of temporal uncertainty because of the foreperiod’s variation
from trial to trial (see also Klemmer, 1956). Here, the exact

2 In the context of the foreperiod paradigm, it is important to consider

that warning signals do not only trigger temporal attention, but also lead to

a temporary increase in response readiness, most often termed as (phasic)

alertness (e.g., Posner and Petersen, 1990; Weinbach and Henik, 2012; but

see Lawrence and Klein, 2013, for a di�erent terminology). Although alertness

has been shown to lead to similar e�ects on perception (e.g., Matthias et al.,

2010) and response selection (e.g., Weinbach and Henik, 2012) as those

reported for temporal attention, both concepts are nonetheless dissociable

(for a systematic discussion see Weinbach and Henik, 2012): For instance,

functional imaging evidence suggests that temporal attention and alertness

are associated with di�erential brain activation patterns (Hackley et al., 2009).

Furthermore, it has been shown that one diagnostic e�ect of alertness,

that is, an increase in congruency e�ects in response-conflict tasks, is

mainly restricted to short FPs (e.g., Weinbach and Henik, 2013), and that

alerting e�ects are observed even when the temporal contingency between

a warning signal and the imperative signal required for temporal attention

to emerge is eliminated (Weinbach and Henik, 2013; see also Lawrence and

Klein, 2013).

moment of occurrence of an imperative stimulus in a current trial
is uncertain because it cannot be predicted directly on grounds
of the previous trial. Nonetheless, the temporal onset of the
imperative stimulus can still be anticipated using the passage of
time during the foreperiod. Specifically, the more time that has
elapsed since the presentation of the warning signal without the
imperative stimulus being presented, the higher the probability
that the imperative stimulus will be presented at the next moment
in time (also referred to as hazard function). As a result of
this increasing stimulus occurrence probability, more and more
resources will be allocated toward the next possible moment
in time, leading to faster responses with increasing foreperiod
length (see also Niemi and Näätänen, 1981). Although the hazard

function can account for the classic variable foreperiod effect, it

does not provide a straightforward explanation for the above-

described sequential effect because it is agnostic to the contribution
of previous trials to the foreperiod effect. Consequently, some

authors have advocated the ideas that different, and potentially

independent, mechanisms might be involved in the two effects.

For instance, in a developmental study, Vallesi and Shallice (2007)
showed that sequential effects were present in participants of a

young age (4–5 years old), whereas the variable foreperiod effect
itself appeared some years later. Moreover, Mento and Tarantino
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(2015) reported that children were able to combine different hints
to focus attention in the variable foreperiod paradigm only at
an age above 8 years. These studies suggest that the sequential
effect—in contrast to other temporal attention mechanisms—
might reflect rather implicit or automatic mechanisms, which
might be available at an early age. Further support for this
assumption came from electrophysiological studies (e.g., Mento,
2017) and studies comparing temporal attention effects between
healthy and atypical populations (e.g., Mento et al., 2019). In
contrast to a dual-process account, other authors have advocated
the idea of a single mechanism accounting for the classic
variable foreperiod effect and the sequential effect. For instance,
Los and Van den Heuvel (2001) assumed that both effects are
caused by trace conditioning mechanisms (see also Los and
Heslenfeld, 2005). Furthermore, Los et al. (2014, 2017); see also
Mattiesing et al., 2017) more recently proposed that both effects
are signatures of memory traces stored in long-term memory,
which are formed and continuously updated on grounds of past
experiences. Importantly, and irrespective of the difference in the
assumed mechanisms within the variable foreperiod paradigm
and the difference between variable and blocked foreperiod
paradigms, both paradigms share the common feature that they
entail what might be called a “gradual” manipulation of temporal
attention: Due to the temporal contingency between warning
signal and imperative stimulus, the presentation of the warning
signal initiates an intentional (or unintentional) process of resource
allocation toward the temporal onset of the imperative stimulus,
but the degree of this allocation will depend on the precision
of the temporal estimation process as well as the degree of
temporal uncertainty.

A second type of paradigm temporal attention research, which
has become increasingly popular over the last 20 years, is the
temporal orienting paradigm. In this type of paradigm, participants
are provided with explicit information about which foreperiod
to expect or which interval to attend. The most widely used
variant is the (probabilistic) temporal cueing paradigm, which can
be characterized as a temporal analog of the spatial cueing paradigm
(e.g., Posner et al., 1973). In this paradigm, a temporal cue provides
explicit information about when to expect the imperative stimulus.
Like in the spatial cueing paradigm, the crucial manipulation in
temporal cueing paradigms is the validity of the cue: Specifically,
the temporal information provided by the cue is correct (valid) in
about 75–80% of the trials, whereas it is incorrect (invalid) in the
remaining trials. Furthermore, in some studies, valid temporal cues
have been contrasted against neutral cues, that is, cues that do not
indicate a specific foreperiod (e.g., Coull et al., 2016; Korolczuk
et al., 2018). For instance, Coull et al. (2016) compared blocks in
which the cue indicated one of four foreperiods with 100% validity
with blocks in which the cue did not provide any information about
the foreperiod. Typically, the temporal information provided by
the cue is symbolic (e.g., one of two colors or forms, with one
indicating a short and the other one indicating a long foreperiod;
Miniussi et al., 1999; Jepma et al., 2012; Rohenkohl et al., 2014), but
verbal information has also been used (e.g., Correa et al., 2006a,b).
Furthermore, the cued temporal information (i.e., whether the cue
indicates a short or a long foreperiod) can been presented in a
way that the information changes from trial to trial (e.g., Miniussi
et al., 1999; Correa et al., 2004) or remains constant for a given

block of trials (e.g., Correa et al., 2004, Experiment 2; Correa et al.,
2006a). Using a slightly different approach, some researchers have
employed a temporal Hillyard paradigm (e.g., Lange et al., 2003;
Lange, 2009; see also Lange and Röder, 2010), which, like temporal
cueing, can be characterized as an analog to selective attention
paradigms being used in other attentional domains (e.g., Hillyard
et al., 1973). In this paradigm, participants are presented with either
a short or long temporal interval, each being marked by an onset
and offset marker. In separate blocks, participants are instructed
to attend to offset markers following one temporal interval (e.g.,
only the short interval), and to respond to those offset markers that
deviate in a basic feature (e.g., their pitch) from the other offset
markers. Accordingly, the critical manipulation in this paradigm
is not stimulus occurrence probability (i.e., the probability that the
imperative stimulus will appear after a short or long foreperiod),
but the task-relevance of a specific time point (i.e., whether the
offset marker is presented at the to-be-attended time point or at
an unattended time point).

Like the foreperiod paradigms, temporal orienting paradigms
typically lead to a processing benefit: For instance, RT to imperative
stimuli following valid temporal cues is faster than RT to imperative
stimuli following invalid temporal cues (e.g., Correa et al., 2010).3

This temporal cueing effect has been observed irrespective of
whether the cued temporal information varies from trial to trial
(e.g., Griffin et al., 2002; Correa et al., 2004, Experiment 2)
or remains constant within a block (e.g., Correa et al., 2004;
Experiment 2; Correa et al., 2006a), although there is some
evidence that block-wise cueing effects might be larger for some
tasks (Correa et al., 2004). Similarly, in the Hillyard paradigm, a
processing benefit is observed for stimuli presented at the to-be-
attended time point relative to those presented at an unattended
time point (e.g., Lange et al., 2003). One crucial difference between
temporal orienting paradigms and foreperiod paradigms is that
in the former paradigms an imperative stimulus can occur at an
unattended moment in time, either because participants attend to
a different interval or because it is presented earlier than indicated
by the temporal cue; in contrast, in the latter paradigms a rather
gradual allocation of attention can be assumed and attention is
not explicitly oriented away from any time point. Furthermore,
probabilistic temporal cueing differs from foreperiod paradigms as
explicit temporal information is conveyed by the cue, whereas in
the foreperiod paradigms the temporal information is conveyed
rather implicitly, that is, through the temporal regularity that exists
between the warning signal and the imperative signal.

3 It should be noted that, in temporal cueing, the performance benefit for

imperative stimuli following valid temporal cues is not necessarily symmetric

across foreperiods. Instead, it is typically weaker (or even absent) for the

(relative) longer of two foreperiods (see, e.g., Coull and Nobre, 1998; Correa

et al., 2006a). This asymmetry in temporal cueing has been explained in

terms of a re-orienting of attention in the invalid long foreperiod condition

(e.g., Coull and Nobre, 1998): If the cue invalidly announces a short

foreperiod, but the imperative stimulus does not occur after that foreperiod,

participants may strategically re-orient attention toward the next possible

moment of stimulus presentation, that is the long foreperiod. Consequently,

an imperative stimulus in the invalid long foreperiod condition might be

attended to a similar degree as one in the valid long foreperiod condition.
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Another experimental paradigm that has become increasingly
popular over the last few years is the rhythmic temporal attention

paradigm. The key principle of this paradigm is to present a
rhythmic sequence of signals rather than a single warning signal
(or cue) before an imperative stimulus. The imperative stimulus is
then presented in temporal accordance with the rhythm (“on-beat”)
or at a different time point (“off-beat”). Furthermore, depending
on the specific study, it is either presented as part of the rhythmic
sequence (e.g., Lange, 2009; Rohenkohl et al., 2012) or at its end,
with an additional variable foreperiod being interspersed between
the rhythmic sequence and the imperative stimulus (e.g., Sanabria
et al., 2011; Triviño et al., 2011; Breska and Deouell, 2014, 2017).
In this type of paradigm, it has been shown that processing of
stimuli presented in accordance with the rhythm is facilitated (e.g.,
Sanabria et al., 2011; Bolger et al., 2013; but see Elbaz and Yeshurun,
2020). Like temporal orienting paradigms, rhythmic temporal
attention paradigms thus entail a comparison of conditions in
which an imperative is either presented at an attended moment in
time or at an unattendedmoment in time. However, deviating from
all other temporal attention paradigms, the anticipatory process
that drives attention toward a specific time point is not based on
a discrete preceding event (a cue or warning signal), but on a
repetitive sequence of stimuli. Consequently, rhythmic paradigms
have been given a special status in temporal attention research, and
some studies suggest that they may involve mechanisms that are
distinct from discrete temporal attention paradigms such as the
foreperiod or the temporal cueing paradigm (e.g., Capizzi et al.,
2012; De la Rosa et al., 2012; Lakatos et al., 2013; Samaha et al., 2015;
but see Correa and Nobre, 2008, on potentially sharedmechanisms;
see also Breska and Deouell, 2017).

Finally, although not in the focus of the present overview, there
are paradigms in which temporal information is not provided in
isolation but is correlated with stimulus-specific information. This
specific temporal expectancy (Thomaschke and Dreisbach, 2013),
also referred to as time-based event-related expectation (e.g., Ball
et al., 2022) is typically studied using a variant of the variable
foreperiod paradigm. In this variant, each foreperiod is correlated
with a specific type of stimulus (or response) so that the foreperiod
predicts not only the temporal onset of a stimulus but also what
kind of stimulus will be presented or which response it will require
(e.g., Wagener and Hoffmann, 2010; Thomaschke and Dreisbach,
2015; Thomaschke et al., 2018; Ball et al., 2022). The typical result is
that performance is better for frequent time-stimulus combinations
than for infrequent ones (for an overview see Thomaschke and
Dreisbach, 2015).

In sum, different experimental paradigms have been developed
to investigate the influence of temporal attention on stimulus
processing, and these paradigms may also come along with
different processing requirements and effects on the processing of
temporally attended stimuli. The next sections provide an overview
of the results obtained in temporal attention research.

A recap of the history: From motor
preparation to temporal attention

The experimental investigation of temporal attention dates
back to the end of the 19th century and the beginning of the
20th century, when experimental psychologists first investigated

how the presentation of a warning signal influences responses to
a subsequent imperative stimulus (e.g., Wundt, 1874; Woodrow,
1914; Klemmer, 1956; Bevan et al., 1965; for an excellent summary
of these early studies see Niemi and Näätänen, 1981). For instance,
in a seminal series of experiments, Wundt (1874) observed that the
time needed to report the impact of a falling bullet was substantially
reduced when the impact was preceded by a warning signal and
that this effect was larger for larger drop heights. Following this
first observation, various studies showed that properties of the
foreperiod such as its length, the employed range and its variability
across trials affect performance in response to the imperative
stimulus. Thereby, these studies demonstrated the important role
that temporal uncertainty plays in the allocation of temporal
attention (for a summary see Niemi and Näätänen, 1981).

Apart from attempts to further characterize the factors that
influence (the size of) the foreperiod effect, many subsequent
studies focused on the theoretically important question of which
mental processes within the stimulus-response processing chain
are affected by variations in the foreperiod length, and temporal
attention in general (for overviews see, e.g., Hackley and Valle-
Inclán, 2003; Müller-Gethmann et al., 2003; Rolke and Ulrich,
2010; see also Correa, 2010). Originally, the predominant view was
that variations in foreperiod length affect relatively late mental
processes such as response preparation and response execution
(e.g., Näätänen, 1971; Sanders, 1980; see also Teichner, 1954)—
a view that was tightly linked to the idea that a warning signal
mainly reduces the time needed for the execution of an action
but does not influence stimulus processing itself. This idea was,
for instance, advocated by Näätänen (1971) in the so-called motor

readiness model. Some evidence for this motoric view comes from
studies including measures of motor processes such as response
force, which has been shown to be sensitive to foreperiod length
(e.g., Mattes and Ulrich, 1997). Furthermore, indirect support for
a motoric locus comes from studies that show that the effect of
foreperiod on RT interacted neither with the effects of stimulus
degradation (Frowein and Sanders, 1978), nor with those of visual
stimulus intensity (Raab et al., 1961), nor those of stimulus-
response compatibility (e.g., Posner et al., 1973; Frowein and
Sanders, 1978). Since these latter variables are assumed to affect
perceptual processing and response selection, respectively, the lack
of an interaction with foreperiod length was interpreted as evidence
that foreperiod length does not operate on either of these processes,
but rather on late, motoric processes (e.g., Sanders, 1980).

Challenging the view that variations in foreperiod length
exclusively operate on late, motoric processes, subsequent studies
have provided evidence in favor of a pre-motor locus (Posner,
1978; Hackley and Valle-Inclán, 2003; Müller-Gethmann et al.,
2003; Bausenhart et al., 2006; Hackley et al., 2007). Originally,
the notion of a pre-motor locus was advocated on grounds of
the observation that the foreperiod effect in choice RT tasks
can come along with a speed-accuracy tradeoff (SAT), that is, a
reduction in RT is accompanied by an increase in error rate (e.g.,
Posner et al., 1973). Since SAT effects are assumed to reflect an
adjustment of the response criterion rather than a change in the
speed of information processing, this finding was interpreted as
evidence for a central locus of the foreperiod effect. However,
the observation of a SAT has not been replicated in other RT
studies (e.g., Müller-Gethmann et al., 2003; Los and Schut, 2008),
and more recent research suggests that it seems to be confined
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to rather short foreperiods and/or situations in which participants
receive trial-by-trial RT feedback (Han and Proctor, 2022; see
also Lawrence and Klein, 2013). More direct evidence for a pre-
motor locus came from psychophysiological studies examining
temporal attention effects on the latency of the lateralized readiness
potential (LRP) in the event-related potential (ERP). These studies
have revealed that temporal attention reduces the latency of
the stimulus-locked LRP as an index of the duration of pre-
motor processes but has no or little effect on the response-
locked LRP as an index of the duration of motor processes (e.g.,
Müller-Gethmann et al., 2003; Hackley et al., 2007; Seibold and
Rolke, 2014b). Furthermore, consistent with a pre-motor locus,
several studies also hint at temporal attention effects on central
functions such as memory (e.g., Jones and Ward, 2019; but see
Kulkarni and Hannula, 2021). For instance, Jones andWard (2019)
observed better recognition memory for items presented with
a fixed temporal spacing during the retention interval than for
items presented with a variable temporal spacing, suggesting that
temporal attention may lead to an encoding benefit or to a more
stable representation of encoded items.

Following up the notion of a pre-motoric influence, other
researchers have advocated the idea that temporal attention may
influence even early, perceptual processing (e.g., Bausenhart et al.,
2007; Rolke and Hofmann, 2007; Rolke and Ulrich, 2010), taking
upWundt’s original idea that warning signals serve the preparation
of attention (Wundt, 1874). Some early, preliminary evidence in
this regard was already provided by Niemi and Lehtonen (1982;
Experiments 1 and 2) who observed that foreperiod effects on
RT were stronger for low-intensity visual stimuli than for high-
intensity stimuli (but see Niemi and Lehtonen, 1982, Experiment
3), a finding that was later replicated by Jepma et al. (2012) in the
temporal cueing paradigm. Since stimulus intensity affects already
early sensory processing (e.g., Kaskey et al., 1980; for an overview
see also Nissen, 1977), these results hint that temporal attention
may operate on early, perceptual processing. More direct evidence
came later from studies employing tasks that put high demands
on perceptual processing such as discrimination of (masked)
stimuli (Rolke and Hofmann, 2007; Rolke, 2008; Seifried et al.,
2010; Rohenkohl et al., 2012; Vangkilde et al., 2012; Cravo et al.,
2013), temporal order judgment (Correa et al., 2006b; Bausenhart
et al., 2008), and rapid serial stimulus presentation (Martens
and Johnson, 2005; Nieuwenstein et al., 2005; Shen and Alain,
2011). Furthermore, evidence for an effect on perceptual processing
came from studies employing more direct measures of perceptual
processing such as d-prime (Rolke andHofmann, 2007; Cravo et al.,
2013), early components within the ERP (e.g., Lange et al., 2003;
Doherty et al., 2005; Correa et al., 2006a; Rolke et al., 2016; Seibold
et al., 2020; Balke et al., 2022), or the BOLD responses measured
over sensory areas in functional imaging studies (e.g., Hackley et al.,
2009; Bueti et al., 2010).

Despite the accumulating evidence that temporal attention can
affect perceptual processing, it should also be noted that some
studies did not reveal such an early effect (e.g., Griffin et al.,
2002; Elbaz and Yeshurun, 2020, Experiment 2; Miniussi et al.,
1999; Rudell and Hu, 2001; Wilsch et al., 2020). For instance,
Miniussi et al. (1999), who employed trial-by-trial cueing of the
temporal onset of a visual target in a simple detection task,

did not observe any effect of temporal attention on sensory
ERPs such as the P1 and N1; instead, the earliest effect of
temporal attention in that study was on the P300 and thus
rather late within visual processing (see also Rudell and Hu,
2001; Hackley et al., 2007). Furthermore, several recent studies
did not provide evidence for an effect of rhythmic temporal
attention on perception (e.g., Elbaz and Yeshurun, 2020; Wilsch
et al., 2020). For instance, Elbaz and Yeshurun (2020) asked
participants to give a non-speeded judgment about the orientation
of a masked visual target presented at the end of a rhythmic
or arrhythmic auditory sequence. At variance with a perceptual
benefit reported in other rhythmic temporal attention studies (e.g.,
Rohenkohl et al., 2012; Breska and Deouell, 2017), these authors
did not observe higher accuracy in reporting targets presented
in-phase with the rhythm as compared to targets presented out
of phase. Instead, they observed a lower guessing rate in the
rhythmic as compared to the arrhythmic condition, but irrespective
of whether the target was presented in-phase or out of phase.
Furthermore, Wilsch et al. (2020) measured the combined effect
of spatial and rhythmic temporal cueing in a cross-modal setting
and did not observe higher discrimination accuracy for targets
following a rhythmic context as compared to targets following a
random context.

The exact reasons for why perceptual effects of temporal
attention are observed in some studies but not in others, are
not entirely clear so far. In principle, several factors might play
a role: First, the effect of temporal attention may depend on
the type of task that has to be performed on the imperative
stimulus (see, e.g., Los and Horoufchin, 2011, for such a
suggestion; see also Davranche et al., 2011, for neurophysiological
evidence) and, specifically with respect to perceptual processing,
the effect of temporal attention may become apparent only in
perceptually demanding tasks (see also Correa et al., 2006a, for
this suggestion). As noted above, most studies providing evidence
for an influence of temporal attention on perceptual processing
entailed manipulations or tasks that render perceptual processing
of the imperative stimulus rather difficult—such as presenting
the imperative stimulus only very briefly and/or superimposing it
with a mask. Furthermore, some studies showed that the effect
of temporal attention was most pronounced in those conditions
that were especially difficult (e.g., Rolke, 2008; Seifried et al.,
2010; see also Balke et al., 2022). For instance, Rolke (2008)
observed the largest temporal attention effect on discrimination
of masked visual stimuli in the condition with the shortest
target presentation time before masking (or the lowest target
contrast). This result indicates that temporal attention facilitates
perceptual processing specifically (or even only) in suboptimal
sensory conditions. Second, apart from task properties, another
factor that might play a role is whether temporal attention is
investigated in isolation or jointly with other attention domains
such as spatial attention. In the latter situation, it could be
possible that the potential of temporal attention in facilitating
perceptual processing is masked by the influence of the other
attention domain, especially if this domain is more informative
or easier to use for attentional orienting (see also Seibold et al.,
2019). Interestingly, some evidence that the effect of one attention
domain can depend on how easy it can be processed and/or used
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relative to another domain has been observed for the comparison
of spatial and feature-based attention in vision: Whereas it was
originally argued that selective effects of feature-based attention
arise later than those of spatial attention (e.g., Hillyard and
Münte, 1984), more recent research has shown that feature-
based attention can also precede or overcome effects of spatial
attention, for instance in visual search tasks in which stimuli
cannot be selected solely on grounds of location (e.g., Hopf
et al., 2004; Seiss et al., 2009). Finally, and specifically with
respect to rhythmic temporal attention, it has been suggested
that specific methodological factors may play a role in observing
a specific benefit for in-phase targets—such as the degree of
temporal uncertainty or whether rhythm and target are of the
same modality (see Elbaz and Yeshurun, 2020, for a discussion
of these methodological factors). Hence, the lack of a temporal
attention effect on measures of perceptual processing does not per
se invalidate the view that temporal attention affects perception
but rather indicates that effects of temporal attention may vary
depending on the specific (task) context (see also Correa et al.,
2005).

Finally, and at variance with the prevailing notion that temporal
attention primarily leads to processing benefits, some studies have
shown that temporal attention can also impair stimulus processing
(e.g., Correa et al., 2010; Korolczuk et al., 2018; Menceloglu et al.,
2021). An illustrative example in that respect is a study by Correa
et al. (2010), who investigated the effect of temporal cueing on
congruency effects in an arrow flanker task (Experiment 1) and
in a setup combining the Simon task with a Spatial Stroop task
(Experiment 2). In line with the notion that temporal attention
affects perceptual processing, Correa et al. (2010) observed that the
size of the Spatial Stroop effect, indicative of perceptual conflict,
was smaller in the valid than in the invalid temporal cueing
condition. However, and most importantly, the opposite result
pattern emerged in the arrow flanker task and the Simon task: Here,
the size of the congruency effect, indicative of response conflict,
was larger in the valid in comparison to the invalid temporal
cueing condition. This basic finding of a larger congruency effect
in the Simon and the arrow flanker task has been replicated in
subsequent studies (Korolczuk et al., 2018; Menceloglu et al., 2021;
but see Menceloglu et al., 2017, for no such effect in a letter flanker
task). Furthermore, Korolczuk et al. (2018) reported that the time
required to stop an already planned response to an imperative
stimulus was longer when the temporal onset of the imperative
stimulus was predictable than when it was unpredictable. From
a theoretical point of view, these findings, in particular those
of Correa et al. (2010), are interesting because they do not
only show that temporal attention may directly affects aspects of
response selection such as response activation (see Korolczuk et al.,
2018), but also suggest that temporal attention can operate on
stimulus processing via distinct, parallel mechanisms rather than a
single mechanism.

Taken together, the available empirical evidence argues against
the traditional view assuming a sole motoric influence and
instead supports the view that temporal attention can have multi-
faceted effects on the stimulus-response processing chain, including
higher-level, cognitive, and late motor processing, but also early,
perceptual processing.

Temporal attention e�ects in di�erent
modalities and across modalities

As in research on spatial attention (e.g., Driver and Spence,
1998), the question of how temporal attention affects stimulus
processing, and in particular perceptual processing, has been
investigated in different modalities and, to some extent, also in
multi-modal settings (Ball et al., 2018a,b) as well as in cross-modal
settings (Lange and Röder, 2006; Bolger et al., 2013; Mühlberg et al.,
2014; Mühlberg and Soto-Faraco, 2019).

In general, unimodal studies have revealed benefits of temporal

attention on perceptual processing not only in the visual modality

(e.g., Doherty et al., 2005; Correa et al., 2006a; Rohenkohl et al.,
2012; Seibold and Rolke, 2014b), but also in the auditory (Lange
et al., 2003, 2006; Lange and Röder, 2006; Rimmele et al.,
2011), and tactile modalities (Lange and Röder, 2006; Van Ede
et al., 2011). These perceptual effects of temporal attention in

different modalities have been particularly clearly demonstrated
in studies including the measurement of early components of
the ERP such as the visual P1, the visual and auditory N1, and
the visual N2posterior-contralateral (N2pc), which are directly
linked to perceptual processing. For instance, Seibold and Rolke
(2014b) showed that targets in a visual search task elicited a
more pronounced and earlier arising N2pc in a blocked foreperiod

context when the search display appeared after a short foreperiod
compared with a long one. Furthermore, Lange et al. (2003)

showed that temporally attended auditory stimuli in a temporal

Hillyard paradigm elicited a more pronounced auditory N1
than temporally unattended ones. Complementing these findings,

studies in which a time-frequency decomposition was applied

to the electroencephalogram have shown that temporal attention
is accompanied by changes in the amplitude or phase of pre-
stimulus neural oscillations in different modalities (e.g., Rohenkohl
and Nobre, 2011; Van Ede et al., 2011; Cravo et al., 2013;
Todorovic et al., 2015). For example, Van Ede et al. (2011)
observed a modulation of the amplitude of neural oscillations

within somatosensory areas shortly before the expected onset of

the imperative stimulus, and this modulation was spatially specific,
that is, contralateral to the expected location of the stimulus.

Importantly, these changes in pre-stimulus neural oscillations have

been shown to correlate with the amplitude of post-stimulus neural

activity in some studies (e.g., Cravo et al., 2013; Todorovic et al.,
2015), indicating that they may form the basis for the perceptual
processing benefit observed in ERP studies.

Despite the clear evidence for a beneficial effect of temporal
attention in different modalities, the results from unimodal studies
nonetheless hint to modality-specific differences in the locus of
these effects, which becomes evident for the comparison of vision
and audition. Specifically, early perceptual effects of temporal
attention on auditory processing have been consistently reported
in most studies (Lange et al., 2003, 2006; Lange and Röder, 2006;
Lange, 2009, 2012; Rimmele et al., 2011; Herbst and Obleser, 2019;
but see Lampar and Lange, 2011, Experiment 1) including those
using a wide variety of temporal attention manipulations such
as temporal orienting (Lampar and Lange, 2011, Experiment 2;
Lange et al., 2003; Lange and Röder, 2006), rhythms (Sanders and
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Astheimer, 2008; Rimmele et al., 2011), and blocked foreperiods
(Seibold et al., 2011b), and even when temporal information is
conveyed only implicitly by stimulus features (Herbst and Obleser,
2019).4 In contrast, temporal attention effects on early visual
processing have been observed less consistently. For instance, as
mentioned above, an ERP study by Miniussi et al. (1999) aimed
at investigating the effect of temporal cueing in a simple detection
task did not reveal an effect of temporal attention before rather
late visual processing (i.e., on the P300; see also Griffin et al., 2002,
Experiment 2). In contrast, subsequent studies using other types
of tasks and temporal attention manipulations did reveal temporal
attention effects on early visual processing (e.g., Correa et al., 2006a;
Rohenkohl and Nobre, 2011; Seibold and Rolke, 2014b; Balke et al.,
2022). For instance, Correa et al. (2006a), who employed blocked
temporal cueing in a visual discrimination task, observed a larger
P1 and a shorter-latenced N2 for temporally attended stimuli in
comparison to temporally unattended ones. Furthermore, Seibold
and Rolke (2014b) as well as Balke et al. (2022), both of whom
used a blocked foreperiod manipulation in combination with a
visual search task, observed amplitude enhancements and latency
reductions for both the visual N1 and the N2pc, showing that
temporal attention can affect early visual processing.

Apart from methodological differences, one potential reason
for these discrepant results could be that the visual and auditory
modality are differentially sensitive to temporal attention effects
(see also Ball et al., 2022). This view is consistent with the
general idea that the auditory modality may be more sensitive to
temporal information (e.g., Repp and Penel, 2002; Bratzke et al.,
2012), whereas the visual modality may be more sensitive to
spatial information (e.g., Bertelson and Aschersleben, 1998; Park
et al., 2003). Due to this potential differential sensitivity, temporal
attention may affect early auditory processing by default and
independent of other factors such as the type of task participants
have to perform or the way temporal attention is induced; in
contrast, and as already noted above, temporal attention may
affect early visual processing only when demands on perceptual
processing are high enough (see also Correa et al., 2006a),
meaning that early visual processing might be already less optimal.

4 It should be noted that, although these studies have typically revealed

amplitude enhancements for early ERPs, some studies (e.g., Lange, 2009) also

revealed amplitude reductions. Lange (2013) suggested that the observation

of amplitude enhancements as opposed to amplitude reductions may

depend on the specific type of manipulation that is used: Specifically, she

suggested that varying task-relevance (i.e., instructing participants to attend

to a specific interval) as it is done in the temporal Hillyard paradigm is

a more direct manipulation of attention and will be reflected amplitude

enhancements, whereas varying the probability that a stimulus will appear

at all as it is done when comparing rhythmic and arrhythmic temporal

sequences induces stimulus expectations, and these expectations will lead

to amplitude reductions (see also Summerfield and Egner, 2009, for an

insightful review on attention vs. stimulus expectations). However, given that

other studies investigating e�ects of rhythmic temporal attention have shown

amplitude enhancement for early ERPs (e.g., Doherty et al., 2005; Rimmele

et al., 2011), and given that both amplitude reductions and enhancements

were observed at a similar processing level (i.e., on the auditoryN1), we do not

further di�erentiate between expectation-based and task-relevance based

e�ects in temporal attention at this point.

However, given that the above-described comparison is indirect
(i.e., across studies), further systematic research is necessary to
unravel differential influences of temporal attention on perceptual
processing in different modalities.

Apart from unimodal contexts, some recent studies (e.g.,
Ball et al., 2018a,b) have also addressed multimodal contexts,
focusing on the question of whether temporal attention effects
differ between unimodal and multimodal stimuli. In these studies,
near-threshold (uni- or multimodal) targets were embedded within
sequences of audio-visual, visual, or auditory distractors, with
the target appearing either early (short foreperiod) or late (late
foreperiod) in the sequence. The effect of temporal attention was
examined by varying the foreperiod probability across blocks,
with either the short or the long foreperiod being more likely
in each block. In this context, the effect of temporal attention
on discrimination accuracy was larger for multi-modal (audio-
visual) stimuli than for unimodal (visual or auditory) stimuli.
Importantly, this larger temporal attention effect was observed
not only on a group-level (Ball et al., 2018b), but also when
comparing the multi-modal condition with the best unimodal
conditions for each participant (Ball et al., 2018a). Although
multi-modal superiority in temporal attention can be explained
in several ways (Ball et al., 2018a; see also Ball et al., 2021),
one possible reason for multi-modal superiority would be that
temporal information from different modalities can be combined
to boost perceptual processing (see also Ten Oever et al.,
2014).

Finally, going beyond the question whether temporal attention
facilitates perceptual processing in different modalities, some
studies have even addressed the possibility of cross-modal transfer,
that is, that temporal attention effects can transfer from one
(attended) modality to another (unattended) modality (e.g., Lange
and Röder, 2006; Bolger et al., 2013; Mühlberg et al., 2014;
Menceloglu et al., 2019; Mühlberg and Soto-Faraco, 2019). One
example for cross-modal transfer in temporal attention is provided
by Lange and Röder (2006) who presented auditory or tactile
stimuli being separated either by a short or long foreperiod.
The authors instructed participants to attend to one modality
and, within that modality, only to stimuli presented after a
specific (e.g., short) foreperiod. They observed an enhanced
auditory N1 for temporally attended stimuli irrespective of the
modality to which participants attended. In contrast to these
results, two subsequent studies employing an audio-visual context
(Mühlberg et al., 2014) or a visuo-tactile context (Mühlberg
and Soto-Faraco, 2019) did not reveal evidence for cross-modal
transfer of temporal attention effects. In line with these latter
findings, Menceloglu et al. (2019) observed no interaction of
temporal attention with modality-specific attention in a study
employing auditory and visual stimuli. Temporal attention
in this study was tested by presenting blocks with different
probabilities for short and long foreperiods and asking participants
to attend only to one foreperiod per block. Modality-specific
attention was tested by varying the probability for stimulus
occurrence in each modality, thereby biasing attention toward
the more probable modality. Although beneficial effects of
both temporal attention and modality-specific attention were
observed, their effects did not interact, arguing for independent
influences of temporal attention and modality-specific attention on
stimulus processing.
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The reasons for these discrepant findings regarding cross-
modal effects in temporal attention have yet to be clarified.
However, one factor that could play a role is the way in which
modality-specific attention was induced in different studies: For
instance, in the Menceloglu et al. (2019) study, the primary
(more frequent) modality was kept constant for each participant,
and modality-specific attention was induced implicitly, that
is, by presenting stimuli in one modality in most trials. In
contrast, in the study of Lange and Röder (2006), the to-be-
attendedmodality alternated between blocks, and participants were
explicitly instructed to focus on one single modality. Accordingly,
for cross-modal transfer to occur, modality-specific attention may
have to be explicitly task-relevant.

In sum, there is clear evidence that temporal attention facilitates
perceptual processing in different modalities (e.g., Lange et al.,
2003; Van Ede et al., 2011; Seibold and Rolke, 2014b). Furthermore,
perception of multimodal stimuli seems to benefit to a stronger
extent from temporal attention than unimodal stimuli (e.g.,
Ball et al., 2018a), which indicates that processing of temporal
regularities may be combined across different sensory modalities.
Finally, there is some evidence for cross-modal transfer in temporal
attention (Lange and Röder, 2006; but see Menceloglu et al., 2019).
Yet, whether these findings on temporal attention within and across
modalities reflect modality-specific mechanisms or a supramodal
mechanism underlying temporal attention, as it has been discussed
in the context of spatial attention (see, e.g., Driver and Spence,
1998), remains a matter of debate.

Temporal attention in combination
with other attention domains

Not surprisingly, the discovery that temporal attention affects
perceptual processing of the imperative stimulus has also fueled
research addressing the interplay of temporal attention with other
attention domains. Most of the evidence for this interplay comes
from studies investigating temporal attention in combination with
spatial attention (e.g., Griffin et al., 2002; Doherty et al., 2005; Lamy,
2005; Rohenkohl and Nobre, 2011; Seibold et al., 2020). In contrast,
much less research has been conducted on the interplay of temporal
and feature-based attention (but see Kingstone, 1992; Warren et al.,
2014; Rolke et al., 2016; Grubert and Eimer, 2018).

Studies combining temporal and spatial attention in the visual

modality have revealed mixed results. One set of studies suggests

that temporal and spatial attention may exert independent effects

on stimulus processing (Coull and Nobre, 1998; Griffin et al.,
2002; Lange et al., 2006; MacKay and Juola, 2007; see also Tal-
Perry and Yuval-Greenberg, 2022). For instance, Coull and Nobre
(1998) employed probabilistic cueing of either the temporal onset
or the spatial location of a visual stimulus and measured PET and
fMRI to compare the activation of brain areas involved in temporal
and spatial attention. These authors observed overlapping neural
signatures of the two attention domains, but also a clear differential
lateralization of these signatures, indicating that temporal and
spatial attention may affect stimulus processing in distinct ways.
Even more direct evidence for the idea of independent effects was
observed by Griffin et al. (2002, Experiment 1) in an ERP study

with a similar experimental setup. Replicating previous findings
on spatial attention, they observed effects of spatial attention
appearing within the first 100ms, whereas the effect of temporal
attention arose later and was less focused on visual areas. These
results led the authors to conclude that spatial and temporal
attention modulate visual processing in distinct ways.

In contrast to this conclusion, however, other studies have
provided evidence for interactions between temporal and spatial
attention (e.g., Milliken et al., 2003; Doherty et al., 2005; Rohenkohl
and Nobre, 2011; Seibold et al., 2020). For instance, Doherty
et al. (2005) asked participants to monitor a moving disc that
disappeared behind an occluder at some point during the trial,
and participants had to respond to the presence of a dot upon
the re-appearance of the disc. Temporal and spatial attention
were varied by making the trajectory of the disc either spatially
predictable, temporally predictable, spatio-temporally predictable,
or unpredictable in both domains. The main finding of that study
was that spatially predictable disks evoked a more pronounced P1
as an index of early visual processing, and this effect was amplified
by additional temporal predictability (see also Rohenkohl and
Nobre, 2011, for a similar finding). Based on these observations,
Doherty et al. (2005) proposed that temporal attention boosts
facilitatory (or selective) effects of other attention domains (i.e.,
spatial attention).

In contrast to the vast array of studies in the visual modality,
relatively few studies exist addressing the interplay of temporal
and spatial attention in the auditory modality (e.g., Lange et al.,
2006; Rimmele et al., 2011; Lange, 2012). For instance, Lange
et al. (2006) combined manipulations of temporal and spatial
attention in a temporal Hillyard paradigm in which the offset
marker of either a short or long interval was presented either
to the left or right ear and participants were asked to attend
only to stimuli presented within one ear and after one temporal
interval. Analogous to previous studies, Lange et al. (2006)
observed an enhanced auditory N1 for both temporally attended
stimuli and spatially attended stimuli. Crucially, the effects of
both domains were additive, indicating that temporal and spatial
attention modulate early auditory processing in an independent
manner. Moreover, Rimmele et al. (2011) showed that not only did
temporal attention and spatial attention exert independent effects
on auditory processing, but the effects of temporal attention also
preceded those of spatial attention. Hence, the existing studies
conducted in the auditory modality suggest that temporal attention
and spatial attention are uncoupled.

Although the exact conditions required for observing
interactive effects of temporal and spatial attention have yet to be
clarified, several factors other than stimulus modality may play a
role: One important factor may be the type of manipulation that
is used to induce spatial attention and/or temporal attention. For
instance, Olk (2014) contrasted arrow cues with more abstract
symbolic cues and showed that only the former ones, most
probably eliciting involuntary spatial attention (e.g., Ristic and
Kingstone, 2006), interacted in their effect with temporal cues, but
this was not the case for the latter, abstract ones, which probably
elicited only voluntary spatial attention. Furthermore, a recent
modeling study by Tal-Perry and Yuval-Greenberg (2022) did not
reveal an interaction of spatial cueing with the variable foreperiod
effect. Consequently, observing interactions between time and
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space may also depend on the way spatial and/or temporal
attention is manipulated. Another factor that may play a role in
whether temporal and spatial attention are combined to facilitate
stimulus processing might be the nature of the target object. In
the study of Doherty et al. (2005), temporal and spatial attention
were not induced by single cues but instead by the trajectory of a
single moving object. Since the processing of a movement requires
integration of spatial locations across time, it may well be that
processing of temporal and spatial information in this type of setup
is strongly bound. One final important factor for combining spatial
and temporal attention may be the (relative) informativeness of a
specific attention domain with respect to the upcoming stimulus
and/or how difficult it is to extract and use the information in
this domain for attentional preparation. This idea is rooted in
the observation that for multi-dimensional stimuli (i.e., stimuli
that have to be selected on grounds of several attention domains
such as location and color), selection does not seem to follow a
fixed temporal order (i.e., selection of location before selection of
color), but instead seems to depend on how easy discrimination is
in each domain (e.g., Hansen and Hillyard, 1983; for a discussion
of this possibility in the context of temporal attention see Seibold
et al., 2019). Accordingly, in a case where spatial information is the
more informative cue for attentional preparation, this information
would be weighted stronger and thereby dominate the effect of
the cue in another (i.e., temporal) domain. From a theoretical
point of view, this latter possibility is interesting because it would
suggest that different types of attentional cues can be used in a
flexible manner for preparation, depending on which information
is most useful.

Though less often examined than the interaction between
temporal and spatial attention, there do exist several studies
addressing potential interactions of temporal and feature-based
attention. One pioneering study in this respect was conducted
by Kingstone (1992) who combined probabilistic temporal cueing
with feature-based cueing. Specifically, participants were presented
with a combined cue that contained information about both the
likely temporal onset of a subsequent imperative stimulus and
the type of stimulus. Kingstone (1992) observed that the RT
to the imperative stimulus was fastest when both the temporal
and the feature cue were valid and slowest when one cue was
valid but the other one was invalid, indicating that participants
formed combined expectations about the “what” and the “when”
of stimulus occurrence.

Further available evidence shows that temporal attention can
indeed support selective feature-based processing (e.g., Lakatos
et al., 2013; Warren et al., 2014; Grubert and Eimer, 2018; Seibold
et al., 2020), which becomes particular clear in the following
exemplary studies: First, in a functional imaging study by Warren
et al. (2014), participants were presented a Gabor grating that
regularly changed its orientation in a clockwise rotation, and they
had to detect a change in the Gabor’s frequency. To measure
the effect of temporal attention, the authors varied the temporal
predictability of the particular Gabor orientation at which the
frequency change could occur. Warren et al. (2014) showed that, in
the temporally predictable condition, orientation-sensitive voxels
in the primary visual cortex were tuned toward the orientation at
which the frequency change was expected to occur, and this tuning
occurred shortly before the actual Gabor grating was presented.

Thus, temporal attention was used to tune the neuronal system
toward specific stimulus attributes which were important for the
expected perceptual task. The second study to show temporal
attention supporting feature-based processing was an ERP study
on visual search. Grubert and Eimer (2018) showed that the pre-
activation of target templates can be temporally aligned with the
expected onset of the target. Specifically, these authors observed
that probe stimuli that (1) were interspersed between subsequent
visual search episodes and (2) shared the target’s color elicited an
N2pc, but this was only the case if they were presented shortly
before the expected onset of the next search display. Finally, Seibold
et al. (2020) measured the conjoint effect of temporal, spatial and
feature-based attention on early visual processing. In that study,
temporal attention was varied by means of probabilistic temporal
cueing, whereas spatial and feature-based attention were varied
by instructing participants to attend and respond to stimuli at a
specific location and in a specific color. Replicating early effects of
spatial and feature-based attention, Seibold et al. (2020) observed
that both spatial and feature-based attention led to an enhanced
visual N1. Importantly, this enhancement was observed only in
temporally valid trials, that is, when the stimulus was presented
at the expected moment in time. Hence, the results of these three
studies show that temporal attention can tune selective effects of

other attention domains in the sense that spatially selective and

feature-selective processing can start before the actual onset of
a stimulus.

Perceptual mechanisms of temporal
attention

In this section we will discuss three prominent mechanisms

that have been proposed to explain how perceptual processing

may benefit from temporal attention (see also Nobre and Van Ede,
2018).

The presumably least disputed and—given attention
mechanisms in general—most natural account of the mechanisms
underlying temporal attention effects on perceptual processing
is sensory enhancement. Sensory enhancement can be roughly
described as an improvement in the quality of neural signatures
of incoming sensory information (e.g., Downing, 1988; Chun and
Wolfe, 2001; Carrasco et al., 2002). According to this account,
knowing the temporal onset of a stimulus temporally increases
neural responses to incoming sensory signals and thereby facilitates
perceptual processing of stimuli presented within the attended time
window (e.g., Correa et al., 2006a). Support for this assumption
comes from several lines of evidence: First, the early effects of
temporal attention in most ERP studies demonstrating these
effects appeared as ERP amplitude enhancements, and this pattern
emerged across different paradigms, including blocked foreperiods
(e.g., Seibold and Rolke, 2014b), different types of temporal
orienting (e.g., Correa et al., 2006a; Lange et al., 2006), and
rhythmic temporal attention paradigms (e.g., Doherty et al., 2005;
Rimmele et al., 2011). Such ERP amplitude enhancements have
frequently been linked to an amplification of the incoming sensory
signal, similar to what has been proposed in the context of other
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attention domains such as spatial and feature-based attention (e.g.,
Hillyard and Anllo-Vento, 1998; Ling et al., 2009; Hopf et al., 2012;
Mishra et al., 2012; but see Makeig et al., 2002, for other potential
mechanisms that may give rise to ERP amplitude enhancements).
A second line of evidence for sensory enhancement by temporal
attention comes from the observation that temporal attention leads
to a temporary upregulation of neural activity in sensory areas,
as revealed in functional imaging studies (e.g., Coull and Nobre,
1998; Hackley et al., 2009). Finally, even though it is indirect,
evidence for signal enhancement also comes from studies showing
that temporal attention may increase the signal-to-noise ratio (e.g.,
Bausenhart et al., 2010; Rohenkohl et al., 2012; Balke et al., 2022).
For instance, Balke et al. (2022) measured the effect of temporal
attention on spatial selection of a target in pop-out visual search
under different target salience conditions. They observed that, not
only did temporal attention lead to an earlier-occurring N2pc as
index of target selection, but this latency reduction was also more
pronounced when the target was less salient. On grounds of the
assumption that the signal-to-noise ratio is lower for low-salience
targets, the stronger temporal attention effect in the low-salience
condition could be explained by an increase in the signal-to-noise
ratio, and this increase may be caused by an enhancement of
the signal.

Directly related to signal enhancement and most probably
a mechanism that can be considered a subordinate one is a
mechanism that we will refer to as pre-activation of selective

processing (e.g., Correa et al., 2010; Warren et al., 2014; Grubert
and Eimer, 2018). This mechanism has been proposed particularly
in the context of the interplay of temporal attention with other
attention domains. Specifically, extending the idea of signal
enhancement, the core assumption here is that temporal attention
not only facilitates neural processing in sensory areas in general
but may also lead to a selective pre-activation or tuning of areas
that decode specific, task-relevant features. Thus far, the strongest
empirical evidence for this approach has been provided by the
studies discussed above showing that temporal attention is already
inducing (or enhancing) spatially selective and feature-selective
processing in sensory areas shortly before the expected onset of an
imperative stimulus (e.g., Van Ede et al., 2011; Warren et al., 2014;
Grubert and Eimer, 2018).

Second, several authors have also proposed that temporal
attention affects the speed of early perceptual processing (e.g.,
Rolke, 2008; Seifried et al., 2010; Seibold et al., 2011a,b). This
sensory acceleration mechanism is rooted in the so-called law of

prior entry (Titchener, 1908), a general mechanism of attention that
has also been investigated in the context of other attention domains
(e.g., Scharlau, 2004; Vibell et al., 2007; Weiß and Scharlau, 2012;
for a review see, e.g., Spence and Parise, 2010). According to
this principle, attention increases the speed of neural processing
within modality-specific sensory areas, and this leads to an earlier
(conscious) perception of a stimulus. In the context of temporal
attention, the existence of such a mechanism has been supported
by research showing a reduction of perceptual latency for stimuli
presented at temporally-attended moment in time (Seifried et al.,
2010) as well as by research showing a reduction in latency for early
ERPs such as the N1 (e.g., Hackley et al., 2007; Seibold and Rolke,
2014b), the visual N2 and the auditory mismatch negativity (e.g.,

Correa et al., 2006a; Seibold et al., 2011b), and the N2pc (Seibold
and Rolke, 2014b; Rolke et al., 2016; Balke et al., 2021, 2022). The
questions of whether and how sensory acceleration might cause
signal enhancement (or vice versa), what the connection between
these possible mechanisms is, and whether these mechanisms come
into play specifically in temporal attention have yet to be answered.

Finally, a third mechanism which has become especially
prominent in temporal attention research over the past years
concerns the changes in the dynamics of ongoing neural
oscillations, in particular the power and the phase of these neural
oscillations (see Nobre and Van Ede, 2018; see also Herbst et al.,
2022). A power change caused by temporal attention refers to a
change in the overall amplitude of ongoing oscillations shortly
before the expected onset of a stimulus (see, e.g., Rohenkohl and
Nobre, 2011). This amplitude change is typically explained in terms
of how synchronized the neural activity is. Specifically, increases (or
decreases) in the power of ongoing oscillation are assumed to be the
consequence of an increase (or decrease) of neural synchronization.
Although changes in oscillatory power have been observed across
different frequency bands, oscillations in the range of the alpha-
band are particularly frequently cited in the context of temporal
attention (e.g., Rohenkohl and Nobre, 2011; Herbst and Obleser,
2017; for an overview, see also Van Diepen et al., 2019). For
instance, Herbst and Obleser (2017) who varied the variability of
the foreperiod distributions in a probabilistic temporal cueing task
observed that the condition with lowest temporal uncertainty (i.e.,
the smallest range of possible foreperiods) was associated with
an increase in alpha power shortly before the expected moment
of stimulus onset. Importantly, the reported power changes went
along with a processing benefit. A change of the phase of neural
oscillation, which has become popular under the term entrainment,
refers to the alignment of the phase of neural oscillations (i.e.,
the maximum amplitude of oscillations in either direction) to an
externally induced stimulation, which leads to optimized stimulus
processing (e.g., Schroeder and Lakatos, 2009; Mathewson et al.,
2010; Stefanics et al., 2010). Empirical research on entrainment has
provided evidence for temporal attention-induced entrainment of
slow oscillatory activity in the delta range (e.g., Lakatos et al., 2008;
Cravo et al., 2013; Breska and Ivry, 2020; Daume et al., 2021; see
also Herbst et al., 2022), as well as some evidence for entrainment
in higher frequency bands (e.g., Besle et al., 2011; Spaak et al., 2014;
Samaha et al., 2015; Solís-Vivanco et al., 2018).

Given that most studies that provided evidence for entrainment
in the context of temporal attention used rhythmic stimulation,
the question arises: is entrainment a mechanism that is specific to
rhythmic temporal attention, or is it amore generalmechanism that
also plays a role in settings in which temporal attention is induced
by a single stimulus, for instance a warning signal or a temporal
cue? Even though this question has been addressed in few studies
(e.g., Breska and Deouell, 2017; Herbst and Obleser, 2019; Daume
et al., 2021), the results obtained so far suggest that entrainment
may indeed be a general mechanism of temporal attention. For
instance, Daume et al. (2021) recorded the magnetoencephalogram
in a task in which a visual disc moved continuously at constant
speed, disappeared, and then reappeared again from behind an
occluder. The timing of the disc’s re-appearance was jittered around
the interval that was required to pass the occluder based on
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its length and the disc’s speed. To assess the effect of temporal
attention, the authors compared neural activity in two tasks, a
temporal task, in which participants had to judge whether the
disc had appeared too early or too late, and a luminance task, in
which participants had to judge whether the disc was brighter or
darker than before disappearing. Despite using a non-rhythmic
stimulation, Daume et al. (2021) observed a higher phase-reset
of low-frequency oscillations in accordance with the expected
temporal onset of reappearance of the disc in the temporal task
as compared to the luminance task. This finding of phase-reset
in a non-rhythmic stimulation context shows that entrainment
is not a mechanism that is necessarily specific to rhythmic
temporal attention but may instead reflect a general mechanism
that also underlies beneficial effects of temporal attention in non-
rhythmic contexts.

Summary and future directions

In sum, the research on temporal attention discussed up to
this point in the review clearly shows that temporal attention is a

core domain of attention that not only affects stimulus processing

across sensory modalities but also interacts with other domains.
Furthermore, like other attention domains (see, e.g., Spence and

Parise, 2010; Carrasco, 2011), temporal attention may facilitate
stimulus processing via several mechanisms, depending on factors
such as the specific stimulus, task context, and the specific way
temporal attention is induced. Yet, even though steady progress has
been made in the last decade of research on temporal attention,
particularly on the subjects of rhythmic temporal attention and
the role of neural oscillations in temporal attention (e.g., Breska
and Deouell, 2017; Herbst et al., 2022), several questions remain
unanswered, and new questions have arisen. In the remainder of
this review, we will highlight some of the most pressing questions.

First, as became evident reviewing the research across
the different sections, temporal attention (like other attention
domains) has been studied in different paradigms, with some of
them being rooted in the historical tradition of temporal attention
research (i.e., foreperiod paradigms) and others being adopted from
other attention domains (i.e., temporal orienting paradigms). On
the one hand, this paradigmatic diversification has resulted in a
wide body of research on temporal attention, contributing to its
establishment in the broader landscape of attention. On the other
hand, as illustrated for example by the case of the interaction
between temporal and spatial attention in vision, this paradigmatic
diversification has also led to partially incompatible results, which
remain difficult to interpret. The incompatibility of these results
may be due in part to the unintentional measurement of partially
distinct types of temporal attention in different paradigms (see also
Nobre et al., 2007; Lawrence and Klein, 2013). Some empirical
evidence for this claim is provided by a direct comparison of the
results from studies that used closely similar tasks but different
temporal attention manipulations (e.g., De la Rosa et al., 2012, in
comparison to Capizzi et al., 2012) or from those studies directly
comparing different types of temporal attention manipulations
(e.g., Olk, 2014), and also from studies examining the brain
structures involved in different temporal attention paradigms

(e.g., Coull et al., 2000; Triviño et al., 2016; see also Coull and
Nobre, 2008). For instance, De la Rosa et al. (2012) showed
that probabilistic temporal cueing effects in a primary task were
strongly reduced if participants had to perform a concurrent
working memory task, whereas Capizzi et al. (2012) showed that
effects of rhythmic temporal cueing remained intact when adding a
secondary task. These results as well as those from other studies
(e.g., Rohenkohl et al., 2011; Triviño et al., 2011) have led some
researchers to draw a distinction between automatic temporal

attention, which is assumed to be induced by rhythmic temporal
cueing, and controlled temporal attention, which is assumed to be
induced in probabilistic temporal cueing (see also Nobre et al.,
2007; for another classification scheme see, e.g., Schroeder and
Lakatos, 2009). Similar distinctions between unintentional and
intentional processes or bottom-up and top-down processes have
also been made in the context of the variable foreperiod paradigm
(see Los and Van den Heuvel, 2001; Los and Heslenfeld, 2005;
Vallesi and Shallice, 2007; Mento and Tarantino, 2015). Here,
dissociative result patterns arguing for the contribution of either
one or the other process were obtained when comparing different
participant populations (Mento et al., 2019; Mento and Granziol,
2020; Duma et al., 2021) or when considering neurophysiological
indicators (Mento, 2017; Duma et al., 2020). Classifications like this
could serve as a starting point for a more systematic comparison of
different temporal attentionmanipulations, whichmay in turn help
to gain a better understanding of some of the discrepant results that
have been reported in the temporal attention literature.

A second, somewhat related research opportunity for future
research would be a further systematic investigation of the
mechanisms that underlie temporal attention. In particular, it
remains unclear whether some of the mechanisms outlined above
such as sensory acceleration are distinct mechanisms that can occur
independently of other mechanisms or whether they are simply
the consequence of other mechanisms, such as entrainment or
signal enhancement. Furthermore, as already noted above, it is also
still unclear to what extent (some of) these mechanisms operate
only under very specific task contexts and/or temporal attention
conditions. Here, more systematic research is needed to gain a
better understanding of how general these specific mechanisms
may be. As mentioned above, some progress has been made with
respect to entrainment, which has been demonstrated not only in
rhythmic temporal attention tasks but also in non-rhythmic tasks
(e.g., Daume et al., 2021), indicating that this mechanism may be
more general than originally thought.

In addition to a further examination of experimental paradigms
and underlying mechanisms, future research could also put a
stronger focus on how temporal attention affects perceptual
processing in different unimodal and cross-modal contexts. As
described in the previous section, research on temporal attention
has been predominantly focused on vision at the expense of
other modalities. Consequently, future research could include a
systematic investigation of temporal attention effects in other
modalities, in particular the tactile modality, as well as different
cross-modal and multisensory settings. Another pressing question
in this field is the existence of modality-specific differences in
the effects of temporal attention, particularly with respect to the
comparison of audition and vision. Here, future research should
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also include a direct comparison of temporal attention effects in
different modalities within the same study.

Finally, another promising avenue for future studies could be
to investigate how specific temporal attention might aid perceptual
processing. For example, one important mechanism in the context
of voluntary (or top-down) attention is suppression (or inhibition)
of irrelevant stimuli, features, or locations (see, e.g., Geng, 2014).
Whereas, suppression has become a major topic in research on
spatial attention, and in particular in the context of visual search
(see, e.g., Cosman et al., 2018; Gaspelin and Luck, 2018; Feldmann-
Wüstefeld et al., 2021), this mechanism has been covered by few
studies in the context of temporal attention (but see Los, 2004;
Seibold and Rolke, 2014a; Amit et al., 2019; Balke et al., 2021;
Gresch et al., 2021; Xu et al., 2021, 2022). For instance, Balke
et al. (2021), who examined the effect of a blocked foreperiod
manipulation on spatial selection and suppression of a salient
distractor in visual search did not observe evidence for an influence
of temporal attention on the distractor positivity (or PD), an
ERP assumed to index distractor suppression. In contrast, Xu
et al. (2021), observed reduced attentional capture if a salient
distractor was presented at a location that was frequently occupied
by a distractor, and this reduction was stronger if the location
was presented more frequently after a specific foreperiod. This
result suggests that suppression of stimuli at particular locations
can become more effective if the location can be predicted on
grounds of temporal information. Following these results, it may be
interesting to investigate more systematically the conditions under
which temporal attention may support suppression in general
and whether temporal attention may (also) serve suppression of
specific features.

Taken together, research from the last few years has
substantiated the idea that temporal attention, like spatial and
feature-based attention, influences perceptual processing of stimuli
in different modalities. Furthermore, there is growing evidence
of interactions across attention domains: temporal attention can
influence the beneficial effects of other attention domains on
perceptual processing. Of course, there are still many open
questions, such as whether temporal attention is effective in the

same way in different modalities and in which conditions temporal
attention interacts with other attention domains. Nonetheless, the
current state of research clearly shows that the temporal domain is
an essential factor in understanding attention in general and must
be taken into account in the saddling and interpretation of studies.
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