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A considerable number of studies have shown that musical ability has a positive effect on

language processing. Extending this body of work, this study investigates the effects of

musicality and modality on Mandarin tone identification in tone-naïve participants. To

examine the effects of visual information in speech, Mandarin tones were presented

in auditory-only or auditory-visual modalities to participants with or without musical

experience. The Goldsmith Musicality Index was used to assess the musical aptitude of

the participants. Overall, musicians outperformed non-musicians in the tone identification

task in both auditory-visual and auditory-only conditions. Both groups identified tones

more accurately in the auditory-visual condition than in the auditory-only condition. In

addition, performance differed by tone: musicality holds its main effect on each level

of tone; while the influence of modality differs for individual tones; the identification

of tone 3 (a low-falling-rising) proved to be the easiest, while tone 4 (a high-falling

tone) was the most difficult to identify for all participants. Out of all the musical skills

measured by the Goldsmith Musicality Index, the amount of musical training was

the only predictor that had an impact on the accuracy of Mandarin tone perception.

These findings suggest that learning to perceive Mandarin tones benefits from musical

expertise, and visual information can facilitate Mandarin tone identification, but mainly for

tone-naïve non-musicians.

Keywords: Mandarin tone identification, audiovisual modality, musicians and non-musicians, the Goldsmith

Musicality Index, musicality, visual information

INTRODUCTION

More than half of the languages (60–70%) spoken in the world are so-called tone languages (Yip,
2002). Of these, Mandarin Chinese is spoken by the largest population by far (total users in all
countries in 2015: 1,107,162,2301. Learning to identify Mandarin tones is difficult for speakers
of non-tonal languages. Unlike most European languages, which rely primarily on phonological
distinctions between consonants and vowels to distinguish word meanings, tone languages, such as

1https://www.ethnologue.com/language/cmn
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Mandarin Chinese, additionally use tones to distinguish
meanings at the lexical level. Marked by fundamental frequency
(F0), pitch patterns and intrasegmental prosody, Mandarin
Chinese has four main distinctive tones, conventionally
numbered 1–4: tone 1: high-level (5-52); tone 2: mid-rising (or
mid-high-rising; 3-5); tone 3: low-dipping (also low-falling-
rising or mid-falling-rising; 2-1-4); and tone 4: high-falling
(5-1) (Chao, 1948). Although tonal movement tends to correlate
with other acoustic variables, the consensus is that F0 (as
the correlate of perceived pitch) is the dominant acoustic
feature for Mandarin Chinese tones (Tseng, 1981). Given the
ubiquity of tonal languages and their increasing economic
importance (Maddieson et al., 2013), identifying factors that
promote efficient learning of Mandarin tones has attracted
considerable scholarly attention (for example, So and Best,
2010; Hao, 2012). In the current study, we focus on two factors
which may contribute to Mandarin tone perception: musical
ability (comparing musicians and non-musicians), and modality
(comparing auditory-visual stimuli with auditory-only stimuli).

Tone Perception and Musical Ability
Musical ability has been shown to be an important factor in
many aspects of language learning. Neuropsychological as well as
behavioral studies have revealed that musical expertise positively
influences aspects of speech processing such as lexical pitch
(Alexander et al., 2005; Delogu et al., 2006, 2010; Ong et al., 2017),
sentence intonation, and perceiving the metric structure of words
(Marie et al., 2011). Both the perception of native (Schön et al.,
2004) and foreign language speech (Marques et al., 2007) have
been reported to benefit from musical experience (Milovanov
et al., 2008, 2010; Marie et al., 2011). The current study aims to
explore whether musical expertise also helps tone naïve listeners
to correctly identify Mandarin Chinese tones.

It is not surprising that musical expertise facilitates speech
perception, since music and speech are similar in several ways
(Patel, 2010; Besson et al., 2011). For one thing, music and speech
are both complex auditory signals based on similar acoustic
parameters: both pitch and duration contribute to the melodic
and rhythmic aspects of music and to the linguistic functions
of speech (Chobert and Besson, 2013). In addition, music and
speech processing both require attention, memory, and similar
sensorimotor abilities. Furthermore, recent insights suggest that
processing music and language use closely related neurocognitive
systems. Although the dominant view has been that language
and music processing were located in different hemispheres of
the brain (left for language and right for music), an increasing
number of studies have found that there is a functional overlap
in the brain networks that process acoustical features used in
both speech and music (Besson et al., 2007; Wong et al., 2007;
Patel, 2010; Mok and Zuo, 2012). Besides, musical training
appears to drive adaptive plasticity in speech processing networks
(Milovanov and Tervaniemi, 2011) and there is a music training

2A numerical substitute has been commonly used for tone contours, with a

numerical value assigned to the beginning, end, and sometimes middle of the

contour. The numbers 1–5 refer to relative pitch differences; they are not absolute

values, and will vary from speaker to speaker.

transfer between music and acoustic processing in speech, such
as frequency and duration (Besson et al., 2011). In line with the
findings above, one would expect musicians to exhibit superior
performance on pitch processing, and, as a result, being better at
learning to discriminate tones.

The unfamiliarity with tone in many Western speakers
makes tone languages ideally suited to examine the influence
of musical experience on language acquisition (Marie et al.,
2011). Previous studies have shown that musicians are more
sensitive to subtle pitch variations in speech than non-musicians
(e.g., Schön et al., 2004; Micheyl et al., 2006). Behavioral
studies clearly provided evidence that lexical tone perception
benefits from musical expertise. For example, a relevant study
by Gottfried and Riester (2000) showed that tone-naïve English
music majors identified the fourMandarin tones better than non-
musicians, and that musicians were also better at producing the
Mandarin tones as compared to non-musicians. Furthermore,
music majors performed better than non-musicians in pitch glide
identification, and were more accurate in their identification of
both intact and silent-center Mandarin syllable tones (Gottfried
et al., 2004; see also Alexander et al., 2005 for similar results).
In another study, by using intact and acoustically modified
syllables (silence-center syllables and onset-only syllables) of the
four Mandarin tones produced by multiple speakers, Lee and
Hung (2008) assessed the difference in performance in Mandarin
tone identification between English musicians (with 15 years
of musical training on average, without absolute pitch abilities)
and non-musicians. They found that musicians processed
pitch contours better than non-musicians and concluded that
(extensive) musical training facilitated lexical tone identification,
although the extent to which musical ability facilitated tone
perception varied as a function of the tone in question and the
type of acoustic input. Specifically, the advantage of themusicians
(in accuracy and reaction time) in identifying Mandarin tones
decreased when the acoustic information was reduced (from
intact syllables to silent-center and onset-only syllables); and
musical background mainly benefited the identification of tones
1, 2, and 4. Taken together, these studies show that musicians
consistently outperform non-musicians in the area of lexical tone
processing of non-tone language speakers.

Much previous related research, such as the studies mentioned
above, has focused on comparing musicians and non-musicians
with regards to cognition, behavior and brain structure/function
(Hassler and Gupta, 1993; Koelsch et al., 2000; Gaser and
Schlaug, 2003; Aheadi et al., 2010). These earlier studies have
usually compared two groups of participants, musicians and
non-musicians, based on musical abilities conferred by musical
training/education or based on the skill/level of playing musical
instruments. While these criteria suffice to distinguish two
different groups in general, they fail to provide insights into
which aspects of musical ability contribute to the improved
tone perception in musicians, since an individual’s musicianship
status is not a unitary construct, but comprises multiple abilities,
such as singing ability, perceptual abilities, and duration of
training. In the current study, we use the Goldsmiths Musical
Sophistication Index (Gold-MSI; Müllensiefen et al., 2014)
as a tool to provide a more fine-grained analysis of the
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reported musical abilities of participants. With this, we aim to
better understand the differences between musicians and non-
musicians and relate these differences in specific musical abilities
to different performance in tone perception.

Tone Perception and Visual Information
The extent to which musicians outperform non-musicians in
tone perception could be mediated by other factors, such as
the presence of visual information, which has been shown to
facilitate speech perception (e.g., Sueyoshi and Hardison, 2005;
Hirata and Kelly, 2010). Visual speech information is provided
by movements in the facial area: specifically, movements created
by the face, the head and neck, and the lips. In order to be
understood, speakers are assumed to strive to provide optimal
acoustic and visual information tomeet the demands of the target
audience or the communicative situation (Burnham et al., 2002).
Several studies (e.g., Burnham et al., 2000, 2001; Mixdorff and
Charnvivit, 2004; Mixdorff et al., 2005a,b) have shown that visual
speech information is related to the production of lexical tones.
When speakers want to convey information about tone (the pitch
contour for instance), facial cues (along with gestures) are a
common visual resource they resort to alongside the acoustic
information (Swerts and Krahmer, 2008; Zheng et al., 2018).
Because our mouth, face, and head needs to move in a certain
way to produce a given tone, the amplitude (range) and the
length (duration) of the visible articulations change. For example,
in Mandarin Chinese tones, there are clear differences in the
duration of the vowels and the amplitude across tones: tone 3
usually has the longest vowel duration, while tone 4 tends to
be the shortest; the amplitude for tone 3 is usually the lowest
one, whereas tone 4 normally has the highest amplitude (Tseng,
1981). It makes much sense that these acoustic differences, for
instance in the amplitude and the length of the articulation, have
correlating visual characteristics (Han et al., 2018). Physiological
studies (e.g., Xu and Sun, 2002) suggest certain restrictions with
respect to the coordination of the laryngeal and articulatory
systems, which may lead to visual cues for tones (Mixdorff et al.,
2005a). In addition, regarding prosodic features, a significant
correlation has been found between the motion of the head and
fundamental frequency during the production of speech (Yehia
et al., 2002). For example, in the case of the Mandarin tone 3 (a
low-dipping tone in terms of height and contour), the correlated
direction of head/neck motion during tone production is usually
signaled by a low-falling-rising head movement.

However, the extent to which auditory-visual information
facilitates or improves tone identification compared to auditory-
only information (i.e., the superiority of bimodal performance
compared to unimodal performance) differs widely across
individuals (Grant and Seitz, 1998). Furthermore, the benefit of
visual/facial information for tone perception depends strongly on
context, and in particular on the availability of a clear and reliable
acoustic signal. In situations where such a signal is available, extra
visual information may actually distract the perceivers instead of
facilitating their tone perception, since they are reluctant to use
the visual information when acoustic sources are available and
reliable. For example, Burnham et al. (2001) have found that in
an experiment using clean speech, Australian English speakers

performed better in a task of identifying Cantonese words that
differed only in tone in the auditory-only (AO) condition than in
the auditory-visual (AV) condition (where they had access to lip
and face movements).

In our study, we look into the effects of modality and
musicianship on Mandarin tone perception. More specifically,
we presented musicians and non-musicians with auditory-visual
or auditory-only tone stimuli. Because of extensive musical
training, musicians are particularly sensitive to the acoustic
structure of sounds (i.e., frequency, duration, intensity and
timbre parameters). This sensitivity has been shown to influence
their perception of pitch contours in spoken language (Schön
et al., 2004), but the extent to which musicians are affected by
the presence of (exaggerated) visual information during speech
perception has remained largely unexplored. Besides, while they
are obviously related, pitch perception is not the same as the
identification of lexical tone. While musicians might benefit from
the additional information just like non-musicians, this is not
a given. Given their extensive training to analyze the acoustic
signal, they might not be as inclined to use visual cues (compared
to non-musicians). Thus, they may benefit less from the added
visual information. Musicians may have developed the ability
to focus on specific properties of sounds and that this superior
ability may in turn help them categorize the sounds and make
the relevant decision (Besson et al., 2011). We hypothesize that
musicians may still benefit from the added visual information
for the Mandarin tone identification, but that this contribution
is likely smaller than that for non-musicians. While performing
tone identification, our participants are exposed to different
stimuli to which they have to respond. Over the course of the task,
we expect participant’s performance to improve progressively.
In order to investigate the learning process and to see whether
the two participant groups differ with respect to their learning
rate, e.g., whether the musicians learn faster, or display superior
performance from the beginning, we will look at the performance
over time. In general, we assume that performance improving
with training. Whether musicians outperform non-musicians
from the beginning, or show a steeper learning curve, is an
open question.

In sum, we investigate the effects of musical ability on
Mandarin tone identification by tone-naive listeners (speakers
of Dutch), with a specific interest in how their performance is
mediated by differences in modality. The Gold-MSI was used
to measure the musical sophistication of each participant. We
conducted a linear regression analysis to find out whether a
specific musical ability/skill as measured by the subscales of the
Gold-MSI is related to successful tone identification. Since the
effects of our two independent variables might vary among tones,
we subsequently assess the effects for each tone individually in
our study.

MATERIALS AND METHODS

A 2 (musical ability) × 2 (modality) between-participant
design was employed in this study. Two groups of participants
(musicians and non-musicians) were randomly divided over two
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modality conditions (auditory-visual vs. auditory-only). Given
the likelihood of learning effects, it was not possible to include
modality as a within-participant factor. Accuracy, defined as the
percentage correct identification of a tone based on its auditory
realization, was the dependent variable.

Participants
There were 170 participants comprising two groups that differed
in musical ability: 86 non-musicians (mean age 22, 62 females)
were recruited from the Tilburg University participant pool; 84
musicians (mean age 22, 35 females) were recruited from the
Fontys School of Fine and Performing Arts (located in Tilburg).
Eighty-three percent of the participants were native speakers
of Dutch, with the remaining participants reporting German,
French, Greek, English, Portuguese, Spanish, Italian, Russian,
Indonesian, Bengali, and Arabic as their native language. None
of them were native speakers of tone languages, and none had
had formal training to learn a tone language. The musician
group consisted of participants who had eight or more years of
intensive music training and practice up until 2017, while none
of the non-musicians had received continuous musical training3.
A self-reported musical sophistication questionnaire, the Gold-
MSI, was used to assess the musical skills and behaviors of
the participants.

Materials and Stimuli
Gold-MSI
Individuals differ in their repertoire of musical behaviors and
in the level of skill they display for particular musical behavior
(Müllensiefen et al., 2014). The Gold-MSI is an attested self-
assessment instrument that measures individual differences on
multiple dimensions toward musical skills and behaviors. Thirty-
eight items in total measure individual differences in musical
sophistication. Among them, 31 items are rated on a seven-
point scale (1 = completely disagree and 7 = completely agree);
for the remaining 7 items, participants choose one answer
from 7 options (the first option yields 1 point; the seventh
option yields 7 points (e.g., I can play 0/1/2/3/4/5/6 or more
musical instruments).

The Gold-MSI is a multi-faceted instrument that measures
different aspects of musical sophistication. It has five sub-scales
and one general score for the following facets: active engagement
comprised of nine items covering a range of active musical
engagement behaviors (e.g., “I spend a lot of my free time
doing music-related activities.”); perceptual abilities also with
nine items, most of them related to musical listening skills
(e.g., “I am able to judge whether someone is a good singer or
not.”);musical training combines seven items about the extent of
musical training and practice (e.g., “I have had formal training
in music theory for __ years.”); singing abilities consists of seven
items that reflected different skills and activities related to singing
(e.g., “I am able to hit the right notes when I sing along with
a recording.”); emotions included six items describing active
behaviors in response to music (e.g., “I sometimes choose music

3Some of the non-musicians periodically had had some musical education, for

example in their middle school.

that can trigger shivers down my spine.”); the general musical
sophistication had 18 items which incorporated representative
questions from all the five sub-scales.

The Gold-MSI is used in this study to measure the individual’s
musicality. The factor structure and internal reliability of the
Gold-MSI have previously been tested with a German sample
(Schaal et al., 2014), and validated for use with secondary school
pupils in a large German sample of 11–19 years old (Fiedler and
Müllensiefen, 2015); it has also been used in a study with young
and older Dutch adults (Vromans and Postma-Nilsenová, 2016).

Stimulus Construction
We constructed a word list with 10Mandarinmonosyllables (e.g.,
ma, ying . . . , based on stimulus material from Francis et al.,
2008 and from Chen and Massaro, 2008). Each of these syllables
was chosen in such a way that the four tones would generate
four different meanings, resulting in 40 (10 syllables × 4 tones)
different existing words in Mandarin Chinese [see Appendix
(Table A1)] for a complete list of the stimuli, previously used by
Han et al., 2018).

Material Recording
Four (2F, 2M) native Mandarin Chinese speakers were instructed
to produce the 40 words in two different scenarios in sequence: a
natural mode (“pronounce these words as if you were talking to a
Chinese speaker”) and a teaching mode (“pronounce these words
as if you were talking to someone who is not a Chinese speaker”),
with the recording of the natural stimuli preceding the recording
of the teaching style stimuli. In both conditions, there were no
other instructions or constraints imposed on the way the stimuli
should be produced. A 20-min break was given to the speakers
between the two recordings to counter fatigue. Speaking style as
a factor is not reported on in the current paper4.

The images and sounds from the speakers were recorded
by Eye-catcher (version 3.5.1) and Windows Movie Maker
(2012). One of the advantages of the Eye-catcher system is that
the camera is located behind the computer screen and thus
records people “through” the screen, which is convenient for
unobtrusively capturing the full-frontal images of speakers’ faces,
similar to what listeners see in a face-to-face setting.

In total, two sets of 160 video stimuli (10 syllables × 4 tones
× 4 speakers) were produced in teaching and in natural modes.
These video clips were segmented into individual tokens, with
each token containing one stimulus. We used Format Factory
(version 3.9.5) to extract the sound from each video to generate
stimuli for the auditory-only conditions. This resulted in four
types of experimental stimuli: video + teaching (VT); video +

natural (VN); audio+ teaching (AT); audio+ natural (AN), with
each set containing 160 testing stimuli. Therefore, the auditory-
visual (Video) conditions include VT and VN, and the auditory-
only (Audio) conditions are AT+ AN.

4An analysis with speaking style as one factor has been reported elsewhere (Han

et al., 2018). This paper focused on the effects of musicality and modality on tone

identification for tone-naïve participants (experimental stimuli were the same as

the previous paper, but there was a different group of participants). Including

speaking style as a factor in the analyses did not meaningfully alter the effects of

the other independent variables.
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Procedure
This study was carried out in accordance with the
recommendations of the Research Ethics and Data Management
Committee of Tilburg School of Humanities andDigital Sciences,
Tilburg University. The protocol was approved by the Research
Ethics and Data Management Committee of Tilburg School
of Humanities and Digital Sciences, Tilburg University. All
subjects gave written informed consent in accordance with the
Declaration of Helsinki.

The task of the participants was to (learn to) identify the tones
they perceived from auditory-visual or auditory-only stimuli. We
used E-prime (Version 2.0; Zuccolotto et al., 2012) to set up
and run the experiment. Upon their arrival, participants signed
an informed consent form that contained information about
the nature of the experiment and their voluntary participation
in it, agreeing for the data to be used for scientific research.
They then filled out the Gold-MSI questionnaire, assessing their
musical background. Next, they received a brief instruction about
Mandarin Chinese tones. This instruction was displayed on the
screen (see Figure 1 for a screenshot): “there are four tones in
Mandarin Chinese: the first tone is a High-Level tone, symbolized
as “−”, the second tone is a Mid-Rising tone, symbolized as “/”,
the third tone is a Low-Dipping tone, symbolized as “∨”, and the
fourth tone is a High-Falling tone, symbolized as “\”.

The introduction was followed by exposure to three practice

trials, either auditory-only or auditory-visual, depending on the

condition they were randomly assigned to. After those, the

experiment leader checked whether they had fully understood

the concept of tones (in particular the symbols) and the

task was clear. The main experiment consisted of 160 testing
stimuli (video/audio), which were presented in an individually
randomized order (operated by E-Prime). Participants received
feedback in both the practice and testing trials in the form of
a “good job” or “incorrect” message on the screen after their
response. If no response was recorded within 10 s after the end
of the stimulus, “no response” was shown. This registered as a
missing response.

Participants were seated in a sound-attenuated room, wearing
headsets, directly in front of the PC running the experiment. All
stimuli were presented at a comfortable hearing level. They were
told to press the designated keys with the corresponding tone
symbols (“−”, “

/”, “∨”, “\”, see Figure 2) on them as accurately
and as quickly as possible after they made their decisions. Their
responses (and reaction times) were recorded automatically
by E-prime.

RESULTS

Overall Tone Perception
In order to examine to what extent modality (auditory-visual vs.
auditory-only) andmusical ability (musicians vs. non-musicians)
affect the perception of Mandarin Chinese tones, a mixed
ANOVA was carried out with modality and musical ability as
between-subject factors, and speaker and tone as within-subject
factors. The percentage of correct responses (accuracy) was
analyzed as the dependent variable.

Figure 3 depicts the performance of musicians and non-
musicians in the two experimental conditions. Overall,
participants were able to identify Mandarin tones well-
above chance (25%) (a histogram of each participant’s accuracy

FIGURE 2 | Picture of the designated keys with tone symbols.

FIGURE 1 | Screenshot for a brief introduction for Mandarin Chinese tones (in auditory-visual conditions).
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FIGURE 3 | Average accuracy in percentage correct of Mandarin tone identification as a function of musical background and modality. Video represents

auditory-visual and Audio represents auditory-only. Error bars represent standard errors.

in Appendix (Figure A1) shows that only about 1.8%, i.e., 3
individuals, of the participants score below chance over all
tones), and the musician group outperformed the non-musician
group in both experimental conditions, as indicated by a higher
percentage of correct responses (M = 75%, SE = 0.02 vs. M =

48%, SE = 0.02). The difference in percentage correct between
musicians and non-musicians was statistically significant
[F(1, 166) = 150, p < 0.001, ηp

2 = 0.48], which was in line with
our hypothesis that musical ability positively affects the ability to
identify Mandarin tones.

The statistical analyses further showed that the auditory-visual
condition (M = 65%, SE = 0.02) yielded significantly higher
accuracy scores than the auditory-only condition (M = 59%, SE
= 0.02); F(1, 166) = 6.39, p = 0.012, ηp

2 = 0.037. These results

are in line with the hypothesis that the availability of visual cues
along with auditory information is useful for people who have
no previous knowledge of Mandarin Chinese tones when they
need to learn to identify these tones. For musicians, seeing the
speaker (video condition) helped them to identify more tones
correctly as compared to only listening to the speaker (audio
condition): 77 vs. 73%, t(13, 438) = 5.12, p < 0.001. For non-
musicians, the effect of visual information was even greater: 52%
in auditory-visual condition and 45% in auditory-only condition,
respectively; t(13, 758) = 8.60, p < 0.001. Notably, there was no
significant interaction between musicality and modality: F(1, 166)
= 0.66, p = 0.42, ηp

2 = 0.004, which indicates that the effects
of musicality or modality on tone perception are not dependent
on each other. Overall, the lack of two-way interaction indicates
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that both groups identified tones more accurately in the video
condition than in the audio condition.

Musicians indeed outperformed non-musicians in terms of
average accuracy inMandarin tone identification. However, as we
mentioned in the first section of this study, the learning patterns
over time for both participant groups are of interest in this regard
as well. We included stimulus number (1–160) as a predictor in
the regression model. In the regression with stimulus number
as a predictor (both separately and together with musicianship
and modality) and the average accuracy as the dependent
variable, stimulus number significantly predicts performance:
F(1, 638) = 32.82, p < 0.001, with an R2 of 0.049 and F(3, 636)
= 829, p < 0.001, with an R2 of 0.796, respectively. We also
did a regression analysis with the interaction between stimulus
number and musicianship (to see whether the learning rate of
musicians and non-musicians differed), but that effect was small
and non-significant (p = 0.057). The scatter plots in Figure 4

show the learning curves for musicians and non-musicians in
audio (auditory-only) and video (auditory-visual) conditions. In
general, both groups of participants showed improvement in
performance over time, which shows both groups are learning.
Althoughmusicians performed better than non-musicians across

the board (they had a higher accuracy), they did not learn faster
than non-musicians.

Individual Tone Perception
Figure 5 shows the identification performance in terms
of accuracy of musicians and non-musicians in the two
experimental conditions for each of the four Mandarin tones.
Musicians again performed better than non-musicians for all
four Mandarin tones. While musicality continued to play a
significant role in each tone’s identification: F(3, 498) = 10.76,
p < 0.001, ηp

2 = 0.061, modality did not affect the accuracy
of identifying each tone: F(3, 498) = 1.79, p = 0.149, ηp

2 =

0.011. For both participant types (and for all combinations
of modality) tone had a strong effect on accuracy [F(3, 498)
= 102, p < 0.001, ηp

2 = 0.38]. Furthermore, there was a
significant two-way interaction between tone and musicality and
a significant three-way interaction between tone, musicality, and
modality [F(3, 498) = 3.33, p = 0.022, ηp

2 = 0.02]. Given the
significant three-way interaction we conducted four separate
(one for each tone) two-by-two analyses of variance with
musicality and modality as independent variables and accuracy
as the dependent variable. For tone 1, this resulted in a main

FIGURE 4 | Learning curves for musicians and non-musicians in Audio (auditory-only) and Video (auditory-visual) conditions.
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FIGURE 5 | Average accuracy in percentage correct of Mandarin tone identification as a function of modality, musicality and tone. Video represents auditory-visual

and Audio represents auditory-only. Error bars represent standard errors.

effect of modality [F(1, 169) = 9.99, p = 0.002], with accuracy
being higher in the video condition, a main effect of musicality
[F(1, 169) = 122.18, p < 0.001], with accuracy being higher
for musicians, but no significant interaction between the two
main effects [F(1, 169) = 0.19, p = 0.66]. For tone 2, we found
a main effect of modality [F(1, 169) = 7.15, p = 0.008], with
accuracy being higher in the video condition, a main effect of
musicality [F(1, 169) = 144.82, p < 0.001], with musicians being
more accurate than non-musicians, but this effect was qualified
by a significant interaction between musicality and modality
[F(1, 169) = 7.45, p = 0.007]. This significant interaction was
further analyzed in two independent t-tests contrasting the
auditory-visual and the auditory-only modality separately for
each participant group. For musicians, this analysis showed no
significant difference between the two modalities; t(82) = −0.04,
p = 0.97. Non-musicians however, were significantly more
accurate in the video condition; t(84) = 3.55, p = 0.001. For tone
3, there was no main effect of modality [F(1, 169) = 0.576, p =

0.450], but the main effect of musicality [F(1, 169) = 43.46, p ≤

0.001] was present, again with musicians being more accurate.
As with tone 1, there was no significant interaction between
musicality and modality [F(1, 169) = 0.40, p = 0.556]. Similarly,
for tone 4, there was no main effect of modality [F(1, 169) = 2.79,
p = 0.097], but musicians scored better than non-musicians
[F(1, 169) = 95.79, p < 0.001], with accuracy being higher for
musicians, but no significant interaction between the two main
effects [F(1, 169) = 0.092, p= 0.762].

In sum, the main effect of musicality holds for each
tone: musicians performed better than non-musicians
with all tones, the significant two-way interaction points
toward differences of degree. In contrast, the effect of
modality is present only for tone 1, where performance
in the video condition is consistently superior. There
is a main effect for tone 2, but this is driven by the
significant two-way interaction where musicians are
unaffected by modality, but non-musicians do perform
better in the auditory-visual condition compared to the
auditory-only condition.
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The tonal confusion matrices below (Table 1A for musicians
and Table 1B for non-musicians) give more insight in the way
our participants perceived individual Mandarin tones. The data
show that, regardless of the fact that musicians performed much
better than non-musicians on the identification of each tone,
both groups of participants can identify the tones above chance
(25%). For both groups, the low-dipping tone 3 was the easiest
to recognize (80.4 and 62.7% for musicians and non-musicians),
while the high-falling tone 4 was the most difficult to identify
(64.2 and 32.1% respectively). In general, when hearing tone 4,
participants often confused it with the high-level tone 1, though
the confusions were not necessarily symmetrical: tone 1 was
mostly confused with mid-rising tone 2, rather than with tone 4.
The participants seemed to be able to identify equally well-tone
1 and tone 2. These confusions are similar to the ones we find in
our previous study (Han et al., 2018).

A More Fine-Grained Look at Musicality
In the above analyses, we grouped the participants according
to their affiliated institutions: musicians (participants from the
Fontys School of Fine and Performing Arts) and non-musicians
(participants from Tilburg University). However, while the
sample of musicians was clearly more musical than the non-
musicians, we did not quantify the extent of the difference,
neither for musicality as a whole or for different aspects of
musicality, nor did we take into account the possibility that,
at least in some areas, there might be university students with
considerable musical experience. To get a better handle on
the musical abilities of both the musicians and non-musicians
in our study, we employed the Gold-SMI questionnaire. With
the five dimensions/sub-scales included in the questionnaire
(active engagement, perceptual abilities, musical training, singing

TABLE 1A | Confusion matrix for tone (percentage correct) in musicians.

Responded tone

1 2 3 4

Presented tone 1 78.3 10.8 3.0 7.9

2 3.6 78.2 14.9 3.4

3 0.9 12.2 80.4 6.5

4 23.1 9.0 3.6 64.2

Numbers in bold face represent the category in which the responded tone corresponds

with the produced tone.

TABLE 1B | Confusion matrix for tone (percentage correct) in non-musicians.

Responded tone

1 2 3 4

Presented tone 1 49.8 26.3 8.9 15.0

2 16.8 48.5 20.7 14.1

3 5.2 15.1 62.7 17.0

4 34.7 23.0 10.3 32.1

Numbers in bold face represent the category in which the responded tone corresponds

with the produced tone.

abilities, and emotions) as dependent variables, and group
membership (musicians and non-musicians) as the independent
variable, we conducted a multivariate analysis of variance
(MANOVA) in order to get a more detailed picture of the
differences and similarities in musicality between these two
groups. Table 2 contains a summary of the outputs for the
five dependent variables for musicians and non-musicians. On
average, musicians attained a higher value when compared to
non-musicians in each category.

Using Pillai’s trace, there was a significant multivariate effect
of group membership (musician vs. non-musician) on the five
musical dimensions of the subject, V =0.67, F(5,164) = 67.6, p
< 0.001, ηp

2 = 0.67, with musicians scoring higher than non-
musicians on all five subscales. As shown in Table 1, significant
univariate effects were also found for the five dimensions. The
effect sizes (partial eta-squared) of the five subscales differ
considerably, ranging from 0.24 to 0.66, indicating marked
differences in the importance of the subscales. The most
prominent difference between musicians and non-musicians is
in (reported) musical training (ηp

2 = 0.66).

Musicality and Tone Perception
In order to obtain a comprehensive view of the relation
between musical experience of the participants and their tone
perceptual ability, we first constructed a (Pearson) correlation
matrix. Table 3 shows the correlations among the five sub-
scales (active engagement, perceptual abilities, musical training,
singing abilities, and emotions) and the accuracy of the
participant’s tone identification. The results indicated that there
is a significant positive association between all sub-scales and the
performance (accuracy).

TABLE 2 | MANOVA results for non-musicians (N= 86) and musicians (N = 84).

Non-musicians Musicians F (1, 168) ηp
2

Variable Score SD Score SD

Active engagement 3.95 1.06 5.34 0.63 106.17** 0.39

Perceptual abilities 4.88 0.87 5.97 0.55 94.86** 0.36

Musical training 2.70 1.38 5.64 0.57 325.29** 0.66

Singing abilities 3.80 1.13 5.46 0.77 125.49** 0.43

Emotions 5.02 0.86 5.86 0.63 52.03** 0.24

Scores range from 1 to 7. The maximum score is 7; **p < 0.001.

TABLE 3 | Table of Correlations for Gold-MSI variables and accuracy of tone

perception.

1 2 3 4 5 6

1 Active engagement

2 Perceptual abilities 0.686***

3 Musical training 0.727*** 0.716***

4 Singing abilities 0.630*** 0.807*** 0.717***

5 Emotion 0.700*** 0.678*** 0.561*** 0.560***

6 Accuracy 0.484*** 0.547*** 0.653*** 0.525*** 0.441***

***p < 0.001, one-tailed. N = 170.
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We also conducted two linear regression analyses to see
if the more fine-grained Gold-MSI scales predict anything
above the binary classification between musicians and non-
musicians. Specifically, we compared a linear regression with
groups (musicians vs. non-musicians) as the predictor (Model
1) with a regression that also includes the five sub-scales of
Gold-MSI as predictors (Model 2), using the overall accuracy
as outcome variable. Table 4 contains the summary for the
two models. The data in the table show that adding Gold-MSI
predictors significantly improves the model (R2 = 0.47 in Model
1 and R2 = 0.51 in Model 2; Fchange = 2.99, p = 0.013); and
that musical training is the only Gold-MSI variable that predicts
additional variance in identification accuracy: b= 0.37, β = 0.24,
t(163) = 2.08, p = 0.039, although weakly so. None of the other
predictors were significantly related to accuracy.

From the analysis above, the amount of musical training
received emerges as the only predictor of accuracy of tone
perception. To investigate whether the other predictors add
anything to the effects of training considering both groups
simultaneously, we repeated our regression analysis comparing
a model with musical training as the predictor (Model 3) and
a model with musical training plus the other four sub-scales of
Gold-MSI as predictors (Model 4). As before, the data in Table 5

show that the other four predictors did not significantly improve
the accuracy of the tone perception (R2 = 0.43 in Model 3 and R2

= 0.44 in Model 4; Fchange = 1.29, p= 0.28).
The above analyses provide a general picture of the

relationships between musicality (and the five subscales) and the
accuracy of tone perception. As a final step we zoomed in on the
individual tones to see whether these particular factors predicted
the perception of specific tones. Multiple regressions were
conducted for musicians and non-musicians combined for each
of the individual tones. The results showed that the musicality
significantly predicted accuracy for each of the individual tones,
and out of the five individual factors, musical training was
the only constant factor of predicting the accuracy for each
individual tone, while the other factors had no consistent effect
on accuracy.

TABLE 4 | Multiple linear regressions for accuracy of tone identification in Model 1

(Groups as the predictor) and Model 2 (Groups + five sub-scales as

the predictors).

Model B SE β t p

1 Groups 27.02 2.24 0.68 12.09 0

R2 = 0.47

Fchange = 146.09 <0.001

2 Groups 17.84 3.80 0.45 4.70 0.00

Active engagement −0.21 0.19 −0.11 −1.15 0.25

Perceptual abilities 0.41 0.26 0.17 1.55 0.12

Musical training 0.37 0.18 0.24 2.08 0.04

Singing abilities −0.12 0.22 −0.05 −0.53 0.60

Emotion 0.31 0.32 0.08 0.97 0.33

R2 = 0.51, Rchange
2 = 0.05

Fchange = 2.99 0.013

DISCUSSION

We set out to investigate two factors that influence Mandarin
tone perception in tone-naïve listeners: the musicality of the
participants (comparing musicians and non-musicians) and the
stimulus modality (comparing audio-visual and auditory-only
stimuli). The findings of the study were:

(1) All participants were able to identify Mandarin tones well-
above chance level;

(2) Musicians outperformed non-musicians in both auditory-
visual and auditory-only presenting conditions;

(3) The amount of musical training is the only factor that relates
to successful tone identification;

(4) The auditory-visual condition yielded significantly better
results than the auditory-only condition;

(5) The effect of musicality and modality on tone identification
varies among individual tones.

We will discuss these findings one by one.
In line with previous studies, we replicate the finding that

musicians are at an advantage compared to non-musicians when
learning to identify lexical tones in Mandarin Chinese for non-
native listeners (Gottfried and Riester, 2000; Gottfried et al.,
2004; Alexander et al., 2005; Delogu et al., 2006, 2010; Lee and
Hung, 2008). Based on our findings, we would argue that the
length of musical training led (musicians) listeners’ to a better
performance in Mandarin Chinese tone identification: listeners
withmoremusical training showed considerably greater accuracy
in their identification (75 vs. 48%). Importantly, although the
musicians in our study performed well in the identification
task (79% at the highest for the dipping tone 3), they did
not achieve native-like performance (as reported in Han et al.,
2018), and the learning patterns tell us that musicians did not
learn faster than non-musicians.Musicians showed their superior
performance at the beginning of the task. Interestingly, the
increase in performance follows a linear for both musicians and
non-musicians, and does not seem to plateau, indicating that
more exposure leads to better performance, and potentially (in
the case of a longer learning period) may lead to still higher final
accuracy scores.

TABLE 5 | Multiple linear regressions for accuracy of tone identification in Model 3

(musical training as the predictor) and Model 4 (musical training + four other

sub-scales as the predictors).

Model B SE B t p

3 Musical training 1.02 0.09 0.65 11.17 0.00

R2 = 0.43

Fchange = 124.81 <0.001

4 Musical training 0.87 0.15 0.56 5.62 0.00

Active engagement −0.17 0.20 −0.09 −0.87 0.38

Perceptual abilities 0.29 0.28 0.12 1.05 0.29

Singing abilities 0.07 0.23 0.03 0.32 0.75

Emotion 0.35 0.34 0.09 1.02 0.31

R2 =0.44, Rchange
2 = 0.02

Fchange = 1.29 0.28
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Although musical training has been identified as the only
factor that predicts tone identification, it is not a foregone
conclusion that the other aspects of musicality do not affect
the learning of Mandarin tones. Because our study uses
natural groups of musicians and non-musicians, musical training
is confounded with group membership. Importantly, if we
analyse both groups separately, there is no relationship between
musical training and tone identification performance among the
musicians and non-musicians. The absence of the relationship
between musical training and tone identification in musicians
might be due to a lack of variation in training among musicians
(a restriction of range effect). Alternatively, since the Gold-SMI
is originally intended for using in the general population, it
may not be able to capture the more subtle differences among
musicians in as much detail as is required to differentiate among
musicians. In addition, the parts of the Gold-MSI we used
all relied on self-report, which might not be able to capture
important differences in factors such as perceptual abilities.
However, and importantly, Müllensiefen et al. (2014) reported
high correlations (ranging from 0.30 to 0.51) for the relation
between self-report and objective listening performance (see page
9, for the AMMA listening test) and similarly in an online
listening test (correlations ranging from 0.11 to 0.52). Future
studies could include behavioral tests (also present in the Gold-
MSI) to be able to better characterize the differences in musical
skills and relate them to tone identification.

Nevertheless, our findings point to the interesting possibility
of aiding language learning by providing learners additional
musical training. Since musical training is the only consistent
predictor for performance on the tone identification task, and
training is something that potentially anyone can do—it is not a
talent or innate ability—our results are promising for educational
purposes. For example, second/foreign language learners could
get some musical training to facilitate their language learning;
schools can enrich students’ curriculum with musical lessons;
teachers may consider blending musical training into their
language materials.

With respect to modality, tone-naïve listeners were able to
identify tones better when they saw and heard the speakers
compared to when they only heard them. This supports the
hypothesis that visual information plays a facilitating role in
learning to identify Mandarin tones for tone-naive listeners,
although the effect was not that large, with participants’ accuracy
increasing by 6% in the auditory-visual condition. Rather
than distracting the listeners (as suggested by Burnham et al.,
2001), the presence of facial expressions appears to facilitate
Mandarin tone perception in clean speech. Both participant
groups benefited from visual information, but numerically the
non-musicians did so more than the musicians. This could
be because musicians are trained to be particularly sensitive
toward acoustic information, and they are already so good
at identifying tones that the additional contribution of visual
information is limited. This explanation is in line with our earlier
assumption that musicians would benefit less from the added
visual information compared to non-musicians. In our data, the
modality effect is restricted to tones 1 and 2 (for non-musicians).
This may be related to the intrinsic properties of individual tones,

as tones differ in how easy they are to identify, and in the amount
of auditory contour information they provide. For example, the
auditory contour of tone 1 (high-level tone) and 2 (mid-rising
tone) is much less pronounced than that of tone 3 (low-dipping
tone) and 4 (high-falling tone). As the auditory information is
often mimicked in facial expressions (see for example, Swerts
and Krahmer, 2008), there is simply less auditory information
to transfer to the visual domain. Regardless of their specific
contour, the tones differ in their overall difficulty, with tone 3
being the easiest and tone 4 being the hardest (as shown in the
confusion matrices). It might be that our non-musicians ignored
visual information in tone 3 because auditory information was
sufficient for them, and, also ignored visual information for tone
4, because combining the auditory and visual information is
too challenging. In contrast, tone 1 and 2 present the sweet
spot where perceivers are able to take both auditory and visual
information into account.

Our findings imply that (non-native) listeners learning
Mandarin tones might benefit from pointing out the information
that visual cues can contribute. Although we do not really know
yet what the exact visual cues are, or in other words, what the
listeners should look at, our finding is a good starting point for
further exploration. For instance, in a teaching context, teachers
should consider using their facial expressions while talking to
students/learners, while learners/students could be trained to
consciously attend to visual information. Similarly, in online
learning environments, using video is likely to be more effective
than using audio-only material.

The extent to which the listeners can benefit from visual
cues also depends on individual speaker characteristics. There
are substantial differences in the degree to which the speakers’
faces exhibit relevant characteristics (Gagné et al., 1994; Bradlow
and Bent, 2002; Han et al., 2018). Most previous studies have
concluded that female speakers in general are better than male
speakers are at displaying salient articulation, such as expanding
their overall vowel space and increasing their F0 mean (Kricos
and Lesner, 1982; Cox et al., 1987; Ferguson, 2004; Ferguson
and Kewley-Port, 2007). However, due to the limited number
of speakers, our study does not allow us to draw conclusions
about gender differences, or speaker differences for that matter.
Nevertheless, further research should take into account the
variations between speakers’ realizations of visual information.

Crucially, individual tones are important contributors to
the observed differences in tone identification. In other words,
it is more important which tone the listeners hear than the
modality in which it is presented. The low-dipping tone 3
is the easiest one to identify, while all listeners had more
difficulty identifying the high-falling tone 4, and this holds
for both musicians and non-musicians in both experimental
conditions (auditory-visual and auditory-only). This is possibly
due to their specific temporal characteristics—tone 3 has the
longest duration and two intensity peaks, while tone 4 has the
shortest duration, and only one intensity peak. Our findings with
respect to the accuracy differences between tones differ somewhat
from previous studies: while tone 3 has indeed consistently
been found the easiest to identify, due to the longest vowel
duration, tone 4 has not always been found to be the most
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difficult one to recognize (Blicher et al., 1990; Fu and Zeng,
2000; Mixdorff et al., 2005b). Nevertheless, it is clear that
individual tones differ in learnability, which, too, is relevant
when considering teaching Mandarin tones (for example when
designing a curriculum).

CONCLUSION

In sum, the present study contributes to the literature on the
relationship between musicality and tone identification, and the
roles played by auditory and visual speech information. The
results showed that musical training in particular facilitates
Mandarin tone perception. Furthermore, learning Mandarin
tones can be facilitated by being aware of the information
provided by both the auditory and the visual modality. Finally,
it is clear that the individual tones differ in how easy they are to
identify. We aim to investigate the contributions of these factors
in future work and hope that our findings will benefit second
language learners of Mandarin and will inspire further research
on Mandarin tone learning.
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APPENDIX

TABLE A1 | List of words used for producing the stimuli.

mā má mă mà

yi yí yi yì

xiē xié xiě xiè

shē shé shě shè

shi shí shi shì

you yóu you yòu

fēn fén fěn fèn

fu fú fu fù

po pó po pò

ying yíng ying yìng

FIGURE A1 | A histogram of each participant’s accuracy on individual tone level. PC, Proportion Correct. The chance level of the accuracy is 0.25.
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