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Efforts to cultivate scientific literacy in the public are often aimed at enabling people

to make more informed decisions — both in their own lives (e.g., personal health,

sustainable practices, &c.) and in the public sphere. Implicit in such efforts is the

cultivation of some measure of trust of science. To what extent does science reporting in

mainstream newspapers contribute to these goals? Is what is reported likely to improve

the public’s understanding of science as a process for generating reliable knowledge?

What are its likely effects on public trust of science? In this paper, we describe a content

analysis of 163 instances of science reporting in three prominent newspapers from three

years in the last decade. The dominant focus, we found, was on particular outcomes of

cutting-edge science; it was comparatively rare for articles to attend to the methodology

or the social–institutional processes by which particular results come about. At best, we

argue that this represents a missed opportunity.

Keywords: science journalism, distrust of science, scientific process, scientific enterprise, content analysis,

newspapers

INTRODUCTION

It is widely acknowledged that many Americans do not consistently see science as an authoritative
source of information about matters of social importance (Funk and Goo, 2015). For instance,
despite the robust scientific consensus on the dangers of anthropogenic climate change or the safety
of childhood vaccines or GMOs, significant public dissent remains (stifling action and leading to
health crises in the former two cases). Some might point to the poor state of scientific literacy
(Miller, 2004) as a salient factor. Or perhaps scientists are not making their messages compelling
enough to capture public attention (Olson, 2015) or otherwise failing to earn their trust or respect
(Fiske and Dupree, 2014). Science communication researchers have been hard at work attempting
to understand the dynamics of successful messaging strategies from scientists (or dedicated science
communicators) to the public.1 Relatively little attention has been paid to the role that science
journalists play in addressing the consensus gaps or improving the public’s understanding of science
more generally.

1To which the existence of entire journals dedicated to the subject — such as Public Understanding of Science, Science

Communication, the Journal of Science Communication— attest.
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For the journalists’ part, there seems to be a general
recognition that they have an important role to play in this
arena. Many definitions of journalism gesture at its function
of supporting democracy by helping to maintain an informed
citizenry: “Journalism is a set of transparent, independent
procedures aimed at gathering, verifying and reporting truthful
information of consequence to citizens in a democracy” (Craft
and Davis, 2016, p. 34) or “Journalism is the business or
practice of regularly producing and disseminating information
about contemporary affairs of public interest and importance”
(Schudson, 2013, p. 3).2 Angler’s introduction (and guide)
for aspiring science journalists notes, specifically, that “science
journalism is a journalistic genre that primarily deals with
scientific achievements and breakthroughs, the scientific process
itself, scientists’ quests and difficulties in solving complex
problems” (Angler, 2017, p. 3). This is not to say that journalists
should be regarded as the ultimate gatekeepers of scientific
knowledge; but given their likely influence on many members of
the public, it is worth asking how contributions of these various
sorts (and potentially others) are distributed.3

At first glance, this variety of contribution types — reporting
on the latest developments in science, taking a more thematic
or historical approach, focusing on individual scientists’ thought
processes, and so on—might seem “all to the good” in that they’d
presumably help develop the public’s understanding of science
and thus (again, presumably) bolster appropriate levels of public
trust of science. But things are considerably more complicated
than this. For one, what “appropriate levels” of such trust are is a
matter of considerable debate; nor is it clear what the public ought
to understand about science (Shen, 1975; Shamos, 1995). Second,
we cannot assume that each of these contribution types promotes
scientific literacy (or trust or anything else) equally. Indeed,
we shall offer some general reasons for thinking that some
can be expected not only to fail to improve important aspects
of scientific literacy but that they may, in fact, damage public
trust of science. Third, the presumption that more scientific
literacy predicts better outcomes when it comes to the public’s
recognition of (and/or trust of) scientific consensus turns out
not to hold up when it comes to “ideologically-entangled”
scientific issues like anthropogenic climate change. On such
issues, recognition of relevant expertise or the existence of a
consensus itself often seems to be polarized; as is by now well-
known, there’s evidence that ideological-polarization on such
issues is worse among those who are more scientifically literate
(Kahan et al., 2011, 2012).4

2Both definitions were quoted in the introductory chapter of Vos (2018), which

provides a useful general discussion of the attempts to define journalism.
3Social epistemologists are increasingly turning their attention to the importance

of journalism in the context of knowledge transmission; for an interesting overview

relevant to our concerns, see Godler et al. (2020).
4We hasten to point out that the ramifications of such results for science

communication practice are still controversial. Some argue that because

recognition of a scientific consensus about climate change acts as a “gateway

belief” for increased acceptance and concern (van der Linden et al., 2015);mutatis

mutandis, perhaps, for other issues. However this model has proved difficult to

replicate or extend to other domains (see, for example, Cook and Lewandowsky,

2016; Landrum et al., 2019; cf. van der Linden et al., 2019); it has also been criticized

on methodological grounds (Kahan, 2017; for a reply, see van der Linden et al.,

Yet it is not entirely clear why one should expect that science
literacy — understood as a grasp of discrete scientific facts or
basic methodologies5 — should dispose members of the public to
be more deferential to consensus messages. We assume that any
normatively appropriate deference to scientific consensus should
turn on a recognition of the prima facie epistemic significance of
such consensus— e.g., its tendency to reliably indicate knowledge
or understanding. Indeed, some scholars have argued that the
precise nature of consensus (Miller, 2013) and how it comes
about (Longino, 1990; Beatty, 2017; Oreskes, 2019) makes a
normative difference to how seriously we should take a matter
of consensus.6 This recognition, in turn, arguably depends on
recognizing certain features of science as a social enterprise: viz.
the prevalence of pro-social, collectivist norms (working together
to get it right) à la Merton (1973) and yet its being propelled
in many cases by the self-interest of individual scientists in
competition with each other — to be first to a discovery, to say
something new, to correct the record (Kuhn, 1962; Kitcher, 1990;
Strevens, 2003, 2017, 2020).

There is obviously much more to say about the nexus of
science communication, public trust, and science literacy. What
sort of scientific literacy would best support certain social goals
— e.g., cultivating appropriate trust of scientists or the scientific
community as a whole, under certain conditions? Just what are
those conditions? Should science journalists affirmatively aim
at the cultivation of trust of science when doing so might be
seen as (or amount to) turning a blind eye to problems within
science such as misconduct, questionable research practices,
replication failures, and the like (Figdor, 2017; Stegenga, 2018;
Ritchie, 2020)? In what follows, we set these questions aside and
assume that producing a public with a more nuanced grasp of the
ways in which science functions as a social enterprise (including,
inter alia, the normal means of regulating its activities, forming
research agendas, vetting and solidifying its results, policing and
educating its members, and so on) is a valuable social goal. If
science is deserving of our trust in certain circumstances, we
believe that it will only be so in the context of an understanding
of science works as a social institution (Slater et al., 2019).
The broad question of the paper, then, is to what extent the
distribution of different types of articles about science can be
expected to contribute to such an understanding. In the next
section, we describe a content analysis of a random sampling of
science journalism from three leading newspapers that provides
some insight into this question. Our results suggest a strong bias
(at least in this area of the “prestige press”) toward reporting
on breakthroughs without much context about the scientific
enterprise itself. We discuss this and related results and comment
on consequences and alternatives below.

2017). For a review of the state of the debate and its main questions, see Landrum

and Slater (2020).
5This is what is measured by Kahan’s “Ordinary Science Intelligence” instrument

(which also includes some popular numeracy and cognitive reflection items)

(Kahan, 2016).
6Such points have been conspicuously ignored in much of the research on science

communication surrounding extensions of the Gateway Belief Model (op cit.).
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CONTENT ANALYSIS OF SCIENCE
JOURNALISM IN POPULAR NEWSPAPERS

Research Questions
To address our broad question, we conducted a content analysis
of a random sampling of articles about science from three
mainstream newspapers with a broad readership — The New
York Times, the Washington Post, and USA Today (n = 163) —
coding these articles so as to be able to address the followingmore
specific research questions:

RQ1: To what extent do newspaper articles discussing science

provide insight into the scientific process or enterprise (the social

structure of science, its nature as an ongoing process)?

Given widely-recognized journalistic norms and practices
favoring what Boykoff and Boykoff (2007) term “personalization,
dramatization, and novelty” (as well as our own anecdotal
observations as consumers of science journalism), we
hypothesized that articles focusing on outcomes without
substantive information about method or process would
make up the majority of the dataset. The following two
research questions were exploratory and we made no particular
hypotheses concerning their answers at the outset:

RQ2: Are articles which address the scientific process more likely

to do so in a negative (e.g., emphasizing conflict) or positive way

(emphasizing normalcy or self-correction)?

RQ3: Are there specific genres of articles (length, topic, and

source) which are more likely to convey information about the

scientific process?

The focus on print journalism was motivated in part by the
expectation that many Americans regularly receive news about
science from such sources (Funk et al., 2017) and from our
expectation that insights into the scientific process would be
more likely to appear in outlets with reputations for more
sober adherence to journalistic norms of accuracy than, say,
television news programs or internet sources. This choice
was made in full recognition of the fall in the popularity
of print newspapers (it’s worth noting that these publishers
have developed strong online presences, allowing them to
maintain their relevance in the digital age). Nevertheless,
there is a sense in which our choice was arbitrary and our
results are limited in what they can tell us about the media
landscape generally; future research might usefully expand the
genre of sources considered — e.g., into long-form magazine
articles (such as those found in Scientific American, The
New Yorker, The Atlantic, and so on), documentary television
(e.g., NOVA, Nature, Planet Earth) and film (Particle Fever,
March of the Penguins), blogs, podcasts, and other quasi-
journalistic sources.

Methods: Generating the Dataset
Articles were collected using the ProQuest newspaper database,
as it offered easy access to the archived articles of our chosen
publications in one place and allowed for precise filtered

searching. Using a random number generator (random.org),
we first randomly selected 3 years between 2010 and 2018
and then 4 months for each year (possibly different for each
year), also at random. We chose this range of years so as to
include relatively recent reporting — since that is the science
communication context that most matters for subsequent efforts
— and also (potentially) to sample from reporting across two
U.S. presidential administrations, election years, and so on. The
years/months randomly chosen were 2012 (March, April, June,
July), 2015 (February, April, July, October), and 2018 (February,
June, July, August).

Next, restricting our search to these years/months (one month
at a time), we searched the ProQuest newspaper database
using the search string, “pub (“USA TODAY” OR “New York
Times” OR “Washington Post”) AND (science OR scientists),”7

randomly selecting results so as to collect around 15 articles per
month with the aim of assembling a dataset of between 150
and 180 articles in total.8 In practice, this involved loading a
results page with 100 articles, selecting an article at random,
and verifying that it fit our inclusion criteria — that is, being
an instance of science journalism. Inevitably, however, this
strategy returned articles that did not fit — e.g., articles where
“science” occurred only incidentally or in non-relevant contexts
(e.g., “political science”). We also automatically excluded media
reviews (books, movies, &c.), letters to the editor, donor lists,
and corrections. When grounds for exclusion were evident at the
outset, another article was selected at random from the items
on the same results page. Questionable articles were initially
included but marked for later examination and kept or dropped
with the concurrence of all of the authors (without replacement).
In some cases, it only became clear that an article fell outside
our inclusion criteria during the coding process; such articles
were also removed (again, with the concurrence of the authors)
without replacement: thus a final dataset of 163 articles rather
than 180.

Two matters of discussion among the research team involved
whether to exclude op-eds or obituaries. In the former case, we
opted to include them, since many media consumers do not
distinguish these from journalism — and anyway they remain a
potential source of information about science. In the latter case,
we found that many obituaries of scientists in fact provided a
context for reviewing a scientist’s work and career in richer detail

7We used this (limited) full-text search approach because the results from

ProQuest’s subject search were obviously partial and inaccurate: we found that

many articles that were clearly and centrally about science would not be captured

by searching for ‘science’ as a subject. This may have been due to inconsistent

coding of data within the ProQuest database; we judged the simple full-text search

of ‘science’ or ‘scientists’ as the best available alternative, though it is conceivable

that some science reporting omits these words and thus would not appear in our

search. We also considered the inclusion of topical search terms, such as ‘biology’

or ‘physics,’ but we decided that the judgment of which topics to include would

introduce too much subjectivity into the search process. When we made this

decision, we conducted searches with and without these topical search terms and

saw a negligible difference in output results.
812 months sampled × 15 articles/each = 180; as discussed below, we expected

that some articles initially included in our dataset would later be dropped upon

further review.
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FIGURE 1 | Article types by source (raw numbers of 163 total articles).10

than reports on recent developments or discoveries typically did,
so we decided to include these as well.

Methods: Coding/Analysis
Each article was initially categorized by source, length (short,
medium, and long)9, and type (news, op-ed, feature, or other).
While the first two types speak for themselves, “features” included
interviews, infographics, and other “atypical” news articles; the
“other” category included for the most part obituaries and served
as a catch-all for articles whose format did not fit neatly into
any of the other categories (see Figure 1 for a breakdown). Once
these descriptors were assigned and checked by the lead author
for consistency, articles were randomly divided into three groups
for initial coding by one of the authors.

After each article had been coded once, they were all randomly
assigned to one of the two remaining coders. This second
coder then either confirmed the original coding or flagged it
for discussion by all three coders (if additions or changes were
proposed or if the second coder judged that a close look by all
coders would be worthwhile); on some occasions, first coders also
flagged articles for review by all three authors. A common coding
scheme was developed from an initial review of the articles
in light of our research questions and used by each coder; it
contained the following elements:

Basic Focus (6)

Each article in our dataset was coded as falling into at least one of
the following six basic foci, the following three of which centered
on the way in which scientific results were presented:

• Outcome only: article presents the outcomes of science without
any discussion of how it was produced or insight into the
scientific enterprise.

9These were operationally defined in terms of their length in the standard

ProQuest output format as less than a full page, 1–2 pages, or>2 pages, respectively

(corresponding to approximately 0–300 words, 300–800 words, or >800 words,

respectively).
10You will notice thatUSA Today accounted for very few articles in our dataset (13

compared to 70 and 80 from theTimes and Post, respectively).While we considered

normalizing our sample, we opted to let our random sampling procedure yield

whatever articles it would yield so as not to bias the overall picture.

• Method: article presents some non-incidental indication of
what methods were used to obtain the outcomes discussed.

• Process: article goes beyond method at the level of the
individual researcher or lab to convey information about the
scientific enterprise or social processes of scientific research —
e.g., discussing peer-review, replication (or its failure), inter-
lab controversies or collaboration, and related institutional or
social aspects of science. Such articles were judged to engage
with the scientific enterprise in a way that would enlighten the
reader about the scientific enterprise in some way.

The above three codes were treated as mutually exclusive — or,
more accurately, additive, in the sense that articles discussing
the scientific enterprise often included discussion of outcomes
or individual methods by which particular results were obtained.
Thus, coding an article with process is not meant to imply
that only process and not outcomes or method, were discussed.
Articles were also coded for:

• Science as problematic: articles which prominently portrayed
problems within the scientific process that could negatively
impact its status as a knowledge-producing enterprise — e.g.,
scientific misconduct (in behavioral or research contexts),
questionable research practices, bias, failure to respond to
societal goals or limitations, and related ethical lapses, &c.

• Science and society connection: articles which focused on a
scientific topic directly tied to human activities— e.g., political
issues, education, health policy, &c.

• Scientist focus: articles which describe the life and/or work of
a particular scientist or small group of scientists, either on a
specific project or over longer stretches of their career.

The above three codes could overlap with outcome only, method,
or process codes and were permitted to overlap with each other.
Some articles received only one of the latter three codes; all
articles received at least one of the above six.

Scientific Area (4)11

• medical/health
• life sciences
• physical sciences
• social sciences.

Controversial Topics (4)12

• climate change
• GMOs/genetic engineering

11We understood these areas according to what we see as standard academic

practice: medical/health articles referred to content focused on human/animal

health and well-being; life sciences articles to biology, physiology, ecology,

neuroscience, and related fields (as long as these weren’t oriented toward

medical/veterinary concerns); physical sciences comprised fields such as geology,

astronomy, physics, chemistry; social sciences comprised such fields as education,

psychology, sociology, and anthropology including their applied subfields. Some

academic disciplines— such as engineering— did not cleanly map onto any one of

these areas; such articles were judged on a case-by-case basis and coded according

to the dominant focus (if any) of the article as attending to the science in one of the

four areas.
12For this variable, a mere mention of these topics (e.g., as an illustration) sufficed

to earn the relevant code.
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• nuclear power13

• vaccines.

Content Codes (7)

• Science itself: articles concerning aspects of the process
or enterprise of science (including the lives and work of
scientists, scientific conferences and publishing, the funding of
science, and similar topics), rather than any particular project
or finding.

• Scientific conflict: articles that mention either synchronic or
diachronic disagreement or conflict between scientists or labs,
or articles that present findings that stand in contrast to
previous findings [in the manner of what Nagler and LoRusso
(2018) refer to as “contradictory health information” or what
Nabi et al. (2018) call “reversals”].

• Self-correction: articles conveying information about the
internal oversight structures of the scientific enterprise (e.g.,
peer-review, replication, retraction).

• Cited science: articles mentioning a specific journal article (or
specific public presentation, e.g., a conference presentation).

• Curiosity: articles that discussed uncertainty surrounding a
question or referenced the need for further investigation to
settle remaining questions.

• Education: any reference to education, whether touched on by
the reported science or not.

• Politics: as with education.

A note on our coding practice: we are not reporting a coefficient
of intercoder reliability (e.g., Krippendorf ’s alpha) since our
practice effectively allowed us to reach a consensus about
the coding of each article. For full disclosure, this practice
stemmed from an early, unsuccessful attempt to judge our
reliability: after each coder evaluated 30 of the same articles,
the lead author calculated Krippendorf ’s alpha for the Basic
Focus variable — the most important variable for our analysis
— as 0.63. While outcome only articles were generally easily and
reliably recognized (as were most of the rest of our variables),
whether an article revealed enough about the scientific process
to deserve the process and (to a lesser degree) method codes
sometimes involved a difficult judgment call; we found the same
to be the case for some instances of the science as problematic
category.14 Though we discussed renorming and trying again,
we ultimately decided that we would feel more confident that
we were treating the articles consistently if we approached
any disagreement or feeling of a code’s being a close call as
a matter for consensus decision-making (as described above).

13None of the articles in our sample focused on this topic.
14One strategy the authors employed for making this judgement call for the

Process code, in particular, involved asking whether the article contained enough

discussion of the social processes of the scientific enterprise to potentially expand

or improve readers’ grasp of this enterprise; thus, mere en passantmention of peer-

review, for example, would not suffice to code an article as Process. The Science

as Problematic category involved a similar judgment call concerning the overall

valence of an article: whether one might reasonably expect a reader to come away

with a more negative impression of scientific enterprise (thus, for example, mere

passing mention of an issue like misconduct would not trigger this code if it was

mentioned in the context of means the scientific community was using to help

decrease its incidence).

FIGURE 2 | Basic focus of articles with length; raw numbers of the total 163.

These discussions often involved revisiting (and sometimes
revising) previous determinations. Approximately half of our
articles were coded according to this consensus-building process;
the other half were judged as straightforward determinations
by two coders (the lead author spot-checked around 30 of
these for consistency and found no questionable cases or reason
for revision).

RESULTS

Top-Line Results
The main result is the dominance, as expected, of the outcome
only code, followed by methodology and science and society
connection (see Figure 2 below). This suggests that the most
common view of science conveyed to the public by these
newspapers in the last decade has been only minimally
informative regarding the actual workings of the scientific
enterprise. News articles about science tend to focus only on
the results of recent experiments and studies, somewhat more
rarely discussing the methodologies producing these outcomes,
and rarely contextualizing the science in the work that led up
to the study in question or the institutional–social processes in
which the study was embedded.

Regarding RQ2, we noted that of the sixteen articles coded
as process, thirteen (81%) were also coded for scientific conflict
whereas only half were coded as involving self-correction,
revealing that the usual way for the public to be exposed to
information about the scientific process is in reference to some
kind of disagreement among scientists — either at a given time
(e.g., “while team A says X; team B says Y”) or over time (e.g.,
“while previous studies have indicated that X, teamA says Y”). Of
these thirteen, seven were also coded as involving self-correction,
so there is a sense in which conflict is being recognized as part
of a broader process. In general, however, only 32% of scientific
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FIGURE 3 | Code co-occurrence; percentages represent the proportion of the articles on the horizontal axis (totals in the bottom row) that also had the code on the

vertical axis. For example, the third column shows that there were 16 articles coded as process; 25% of these co-occurred with science as problematic and 81%

co-occurred with scientific conflict. Raw coding data at the article level is available at https://osf.io/6mtcj/.

conflict codes co-occurred with self-correction codes.15 Figure 3

presents a summary of code co-occurrence.16

Concerning RQ3, the most common articles to discuss process
were medium or long, with only one short article earning the

15It is worth mentioning that the threshold we used for applying the process

code was relatively low (e.g., that concepts related to the scientific enterprise

were at minimum mentioned in a non-trivial way); thus such articles would in

many cases only offer a mere glimpse at the processes by which the scientific

community functions.
16Co-occurrence was noted at the article level, not at the level of overlap of strings

of text.

code. Of the four scientific area codes, medical/health articles
were the most likely to be coded as process, with 38% of all
process articles in this area. While life sciences, physical sciences,

and social sciences articles showed their highest percentages of

co-occurrence with the outcome only and methodology codes,

medical/health articles showed the highest percentages of co-

occurrence in methodology and process, suggesting a relatively

high level of sophistication in news regarding this scientific

area. This may be due to the commonality of mention of

clinical trials in articles on medicine and the relative ease of

describing methods involved in medical research compared to
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those used in other sciences. For example, physical sciences was
the scientific area with the highest percentage of co-occurrence
with outcome only at 36%, likely because the methodology used
in topics like physics, astronomy, and chemistry tends to be
more complex and removed from the lay public. Thus, research
in these disciplines tends to be mentioned more anecdotally in
a broader article than focused on and explained thoroughly.
As for the appearance of process across sources, articles from
the Post were the most likely to include discussion of process,
followed by the Times, then USA Today. This variation in levels
of description of the scientific enterprise/lack thereof shows
that, while some newspapers do make an attempt to include
information regarding the scientific process, others still leave
much to be desired in this realm. Further, USA Today tended to
have relatively few articles regarding science at all and are thus
the least common in our data set.

Simply by virtue of common practice in print journalism, the
most common length of article in our data set is medium. As a
result of this, medium-length articles are (or are tied for) themost
common length of article in all of the main frames, as shown in
Figure 2. Thus, while it is significant that long- and medium-
length articles are much more likely to include discussion of
process than short articles, the prevalence of medium articles over
short with the outcome only code is not necessarily as meaningful
as it is merely a result of having a largemajority ofmedium-length
articles in the data set.

Limitations
One obvious limitation of our study noted at the outset is
that it is limited to print journalism and only samples from
three newspapers. While we have no grounds for suspecting
this, it is possible that the articles we collected (∼1% of
the total number of instances of science journalism for
our chosen sources in the date ranges we selected) are, by
chance, atypical in some way of the broader coverage either
of these three publications, or of print newspapers more
generally, or of science journalism in other media forms.
We thus offer the concluding reflections below tentatively
and with the acknowledgment that more research would be
needed to establish the patterns we’ve reported here with
more confidence.

DISCUSSION AND CONCLUSIONS

There is a straightforward sense in which our top-line result (the
dominance of outcome only stories) should not be surprising.
Previous studies of news coverage have likewise found a
prevalence of “episodic” rather than “thematic” framing strategies
— the former depicting “issues in terms of concrete instances
or special events,” whereas the latter place “issues in some
general or abstract context” (Iyengar and Simon, 1993, p. 369;
see also Hart, 2011). When it comes to science, of course, the
latter contexts correspond much more readily to reporting on
science as an ongoing social process. Herein lies a problematic
tension. As the very name “news” suggests, “newsworthiness”
often presupposes novelty. Indeed, as Boykoff and Boykoff (2007)
note, the journalistic norms of personalization, dramatization,

and novelty (and the concomitant “taboo” against repetition,
sensu Gans, 1979) generally militate against taking the “long
view” on science — the view that captures the practices which
generate robust scientific consensus and thus durable scientific
knowledge — in most journalistic contexts. In short, we might
say that journalistic norms and practices encourage a focus on
discrete events whereas the epistemic significance of science
for the broader public’s use arguably stems from a longer-
run social process (Longino, 1990; Oreskes, 2019; Slater et al.,
2019).17

Beyond representing a missed opportunity, we believe that
this limited portrayal of science poses a risk of further
compromising public trust of science. This is especially obvious
when the framing focuses on the drama of highlighting scientific
misconduct, conflicts of interests, and so on (de Melo-Martín
and Intemann, 2018; Jamieson, 2018). But even setting these
sorts of articles aside, there is a potential harm in the episodic,
outcome-focus on “recent breakthroughs” in science. Despite
the popular assumption that the latest is “the best,” from the
perspective of the scientific enterprise’s ability to subject claims
to critical scrutiny, the latest is generally regarded by scientists
as the most tentative and thus the most apt to be subsequently
rethought or revised. Thus, reporting that focuses mainly on such
articles can be expected to result in a series of contradictions and
reversals. This is especially worrisome (and well-documented) in
medical reporting. Perceptions of “ambiguity” stemming from
conflicting health reports — a component of our scientific conflict
code — have been observed to lead to reduced uptake of even
basic screening strategies like mammography (Han et al., 2007).
Nagler (2014) suggests that these effects may be cumulative,
writing that:

theremay be important carryover effects of contradictorymessage

exposure and its associated cognitions. Exposure to conflicting

information on the health benefits and risks of, for example, wine,

fish, and coffee consumption was associated with confusion about

what foods are best to eat and the belief that nutrition scientists

keep changing their minds. We found evidence that confusion

and backlash beliefs, in turn, may lead people to doubt nutrition

and health recommendations more generally— including those that

are not surrounded by conflict and controversy (e.g., fruit/vegetable

consumption, exercise) (p. 35; our italics).18

Something analogous may be happening in cases where beliefs
about the so-called “replicability crisis” in social psychology
and some biomedical fields (or the growing number of journal
retractions) are leveraged to bolster a general science-in-crisis
narrative. If scientists are always changing their minds, if they
are always fighting with each other, then perhaps the best,

17Note that we do not mean to be making a general claim about science as

representing an accumulation of knowledge or understanding, nor that scientists

aim for consensus. Part of the insight of Kuhn and subsequent thinkers (e.g.,

Strevens, 2020) is that science can generate knowledge and consensus without

explicitly striving for its production.
18AsNabi et al. (2018) point out, citing earlier work byNabi and Prestin (2016), this

is a common problem: “the scientific community is in a constant state of discovery

and correction, the nuances of which do not translate well to the more ‘black or

white’ reporting style that is more typical of modern journalism” (20).
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most rational epistemic response would be to adopt a (limited)
Pyrrhonian stance of belief suspension (Fogelin, 1994; Slater
et al., 2018).

One might wonder at this point to what extent this is
an artifact of the outcome-focused coverage, and to what
extent this is an outcome of the nature of science itself.19

In other words, would a more nuanced coverage of the
scientific process result in greater trust of science? We cannot
provide a clear answer to this question, as the dynamics here
are obviously quite complex. To greatly simplify: perhaps a
public with an improved grasp of the social dynamics of the
scientific enterprise would be better equipped to judge which
findings deserved their trust and which were more tentative;
or perhaps “seeing how the sausage is made” would seriously
compromise one’s appetite for consuming it. But even if we
cannot say with any certainty what “ideal” news coverage of
science looks like or what its social-epistemic effects might
be, it is still possible to identify what is non-ideal about
present coverage.

Now, to be clear, our claim is not that science does as
a whole deserve our uncritical trust (let alone uncritical
deference). It is still a matter of legitimate debate whether
the fact that, as Jamieson puts it, scientists are “not simply
indicting [replication failures], but are as well-working to
implement correctives” (Jamieson, 2018, p. 5) sufficiently
vindicates the scientific enterprise as a self-correcting endeavor
(Ioannidis, 2012; Stroebe et al., 2012). This is clearly not
an all-or-nothing status; self-correction comes in degrees
and may be present to different degrees in different areas
of science, national contexts, and so on. Yet in articles
focusing on scientific conflict, even potential responses
or relevant mechanisms of response were only present a
third of the time. It is a matter for further research into
the details of such representations whether they are more
often lacunae (due to a journalistic bias toward drama,
e.g.,) or a straightforward representation of the fact that
scientists sometimes just find themselves at loggerheads with no
obvious resolution.

To what extent is the outcome-only focus of science
journalism inevitable? We must recognize the pressures on
newsrooms to be first to present what their readership (or
increasingly, readers who come across articles via social media
algorithm or intentional search) will find newsworthy — not
to mention doing so in the midst of shrinking budgets and
numbers of dedicated science reporters. In an era of strenuous
competition for “clicks,” “eat your peas” journalism cannot
be expected to be common (Rusbridger, 2018, p. 83). More
generally, journalists are to a great extent bound by prevailing
assumptions and narratives in the wider culture (Phillips,
2015, p. 10). Stuart Hall glosses “newsworthiness” with an
implicit nod to this tension between what is new and what
is familiar:

19Indeed, as one of the referees for this journal did; we appreciate their raising

this question.

Things are newsworthy because they represent the changefulness,

the unpredictability and the conflictful nature of the world. But

such events cannot be allowed to remain in the limbo of the

“random” — they must be brought within the horizon of the

“meaningful.” In order to bring events “within the realm of

meanings” we refer unusual or unexpected events to the “maps of

meaning,” which already form the basis of our cultural knowledge

(Hall et al., 1996, p. 646, quoted in Phillips, 2015, p. 16–17).

Thus, a tendency in science reporting to play toward simplistic
models of scientific methodology or the scientific enterprise and
to understand conflict and contestation as 1:1, pathological, and
indicative of a lack of understanding.

However, we think that there is reason for optimism. We
are already seeing a shift away from standard practices for
applying norms of objectivity and fairness — viz. representing
“both sides” of an issue without an indication of the weight of
evidence. While this practice may make sense in the context
of politics or legal reporting, it is increasingly recognized as
inaccurately conveying science (Boykoff and Boykoff, 2007), and
more nuanced ways of realizing these norms are being developed
by editors (and demanded by media consumers).20 It is also
possible to imagine ways of achieving the balance that Hall notes
with only modest changes of focus (or supplementation). At the
conclusion of Jamieson’s discussion of the media’s tendency to
default to crisis framing, she offers four recommendations for
science journalism:

(i) supplement the [various] narratives with content that reflects

the practice and protections of science; (ii) treat self-correction as

a predicate not an afterthought; (iii) link indictment to aspiration;

and (iv) focus on problems without shortchanging solutions

and in the process hold the science community accountable for

protecting the integrity of science.

To these we might add ‘try to take a broader view of the social
context of science’ — even when the focus is on a “gee whiz”
science reporting (Angler, 2017, p. 3). That is, instead of simply
stating the results of a given study, offer insight into the ongoing
relevant research being done and how it relates to the results
being described. More boldly, one can imagine the “novelty”
being described involving not some outcome of an individual
scientist (or team thereof) but their experiences, even their
failures or confusions; this too, we submit, can help to deepen
and nuance the public’s mental model of the scientific enterprise.
Though it might not be as alluring a story to participate in
from an individual investigator’s perspective, it may be a greater
public service.

Granted: there is something undeniably tempting about
reporting on the latest “gee whiz!” or “betcha didn’t expect
this!” outcomes from science. After all, at least for the science-
curious, it’s often enjoyable to learn about these; perhaps such

20It has been reported, for instance, that the BBC issued internal guidance on the

avoidance of “false balance”: https://www.carbonbrief.org/exclusive-bbc-issues-

internal-guidance-on-how-to-report-climate-change.
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results likewise serve to cultivate science curiosity.21 On the other
hand, it’s often enjoyable to eat ice cream for dinner! Insofar as
consuming science as a series of isolated scientific “discoveries”
(if discoveries they be) may compromise our trust of the scientific
enterprise, perhaps we should abstain from this — or at least
balance our epistemic diets. Science journalists have a significant
role to play in improving the menu of options.
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