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Fake news poses one of the greatest threats to democracy, journalism, and freedom of
expression. In recent cases, fake news’ designs are to create confusion and lower trust
among the general public—as seen in the 2016 United States presidential campaign and
the Brexit referendum. The spread of information without formal verification increased
since the introduction of social media and online news channels. After the popularization of
fake news, researchers have tried to evaluate and understand the effects of false
information from multiple different perspectives. However, it is evident that to tackle
the problem of fake news, interdisciplinary collaboration is needed. This article
evaluates the main findings of recent literature from an integrated psychological,
linguistic, cognitive, and societal perspective, with a particular focus on digital and age-
related aspects of fake news. From a psychosociological standpoint, the article provides a
synthesized profile of the fake news believer. This profile generally denotes overconfidence
in one’s ability to assess falsehoods due to a human need for causal explanations. The fake
news believer can be described as well-intentioned and critical, yet driven by a basis of
distrust and false foundational knowledge. Within linguistics, manual analytical tools exist
to understand the persuasive tactics in fake news. The article takes analytical techniques
from both the humanities and the social sciences, such as transitivity analysis, Hugh
Rank’s language persuasive framework, and others that can be used to analyze the
language used in the news. However, in the age of big data perhaps only computational
techniques can adequately address the issue at the root. While this proves successful,
there are hurdles like the ambiguity of satire and sarcasm, manual labeling of data, and the
supple nature of language. Reading comprehension differences between digital versus
paper reading seem inconclusive. There are, however, notable behavioral and cognitive
differences in reading behavior for the digital medium such as more scanning, less
sustained attention, cognitive retreat, and shallower processing. Interestingly, when
metacognitive strategies were probed by, for example, having participants
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independently allocate reading time, a difference in comprehension scores started to
emerge. Researchers have also found accounts of differences due to medium preference;
and on average older people seem to prefer paper reading. Cognitive retreat, shallow
processing, and overconfidence associated with digital reading and the digital medium, in
general, might make readers less likely to engage in the cognitive effort fake news detection
requires. Considering that there are clear cognitive differences between older generations
and younger generations (in terms of decreased processing speed, metacognition, and
ability to multitask) differences in how these generations process fake news is plausible.
Regrettably, most current research into psychological factors influencing susceptibility to
fake news does not take into account age differences. Our meta-analysis showed that
74% of behavioral studies looking at fake news largely ignore age (N � 62), even though
voter turnout was far higher among older generations for both the 2016 United States
presidential election and the 2016 United Kingdom European Union membership
referendum. Many provisional programs set up in the past few years aimed at training
digital literacy, reading comprehension, and asking critical questions as virtual skills to
detect fake news. These training programs are, however, mostly aimed at younger –
digitally native – groups. As a result, these efforts might not be as efficacious as intended
and could be improved upon significantly. This article argues that age must become a
larger focus in fake news research and efforts in educating people against fake news must
expand outside of the universities and isolated areas and include older generations.

Keywords: fake news, review, digital literacy, age, cognition, linguistics, psychology, metacognition

INTRODUCTION

Although today’s era is referred to as the Information Age, it
appears that many grow more suspicious of the “information
overload” we receive. The 2010s, as many academic and non-
academic book and article titles seem to suggest, is the cusp of the
“post-truth” era, where truth and “alternative facts” become
modeled after one’s own digital information feed. Post-Truth
was even declared word of the year by Oxford Dictionaries in
2016 (BBC News, 2016a). In countries such as the United States
and the United Kingdom, trust in (corporate) media institutions
decreased and selective exposure, and echo chambers increased
(Edelman Trust Barometer, 2021, passim; Spohr, 2017, 157).

Most notably, the international news cycle of the 2010s repeatedly
covered an issue now called “Fake News”. Although this article will
discuss it in more depth later, fake news denotes news stories where
the facts are imbued with such bias or even consciously distorted to
create disinformation for a certain political agenda. The controversy
surrounding the term fake news reached a boiling point around the
2016 US presidential elections (as well as during the BREXIT
referendum in the UK) as a term used by Republican nominee
Donald Trump during the presidential debates to discredit claims by
his Democratic opponent Hillary Clinton (BBC News, 2016b;
Grinberg et al., 2019, passim). Despite having existed longer, the
term became mainstream during this time (a similar development
could be seen in the renewed usage of “gaslighting”, and neologisms
such as “alternative facts”, “astroturfing”, and the “post-truth era”).

Worldwide, various educational institutions launched training
programs and other initiatives to counter or prevent the

spreading of fake news. These programs mostly base their
efforts on findings in media and journalism studies. It is
crucial to ask how such endeavors can be improved when a
more interdisciplinary approach to the problem of fake news
is taken.

This article reviews recent publications from various scientific
disciplines to aid future ventures in dissuading the effects fake
news has on society. More concretely, the article reviews recent
literature from a cognitive perspective. It tackles the fake news
conundrum from psychological, neurological, linguistic,
cognitive, and metacognitive angles. Lastly, it reports the
findings within these fields while also relating fake news to
reading comprehension, literacy, and critical thinking skills.

First, the article synthesizes a sketch of the psychological
profile of so-called fake news believers. Secondly, it discusses
deeper cognition-based issues surrounding fake news in
increasing complexity. Fake news spreads through spoken
word and written text, so it is paramount to understand fake
news from a level of both language usage and reading
comprehension. The latter has several complicating factors, as
reading comprehension is, today, frequently tied to digital
reading practices. Digital reading, as will be discussed,
differently impacts how the human brain processes
information. Thirdly, the article goes into cognitive processes
such as comprehension, critical thinking, information processing,
and metacognition. Finally, the article examines age as a factor,
either due to cognitive decline or cohort effect (cf. “digital
literacy”). The factor of age is, as argued, an important
concern because of various correlated aspects of age that could
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be important in the “believability” of fake news. The article does
so through a meta-analysis of recent studies on whether or not
they take age into account. Following this, it gives suggestions for
educational diversification based on age groups. This article
concludes with the outlines of how initiatives to counter the
underlying factors that make fake news effective can be improved
by drawing from the disciplines we have discussed here.

DEFINING “FAKE NEWS” AND ITS
PSYCHOLOGICAL UNDERPINNINGS

The following section compares several articles to foster a
functional definition of fake news. This section ends with an
investigation of the psychosociological functioning of fake news.
Herein factors are highlighted that are crucial to consider as the
background in the sections that follow from here.

Defining Fake News
Before the article can discuss the psychological success of fake
news, it is relevant to reflect on the term itself. According to
Tandoc et al. (2017), fake news constitutes “fictitious accounts
made to look like news reports” found online. Other researchers
add that its fictions are “intentional”, with the purpose to mislead
for ideological benefit (Tandoc et al., 2017, 138). Of course, as
Gelfert (2018) highlights, even with “mainstream news”, the
reader is required to distinguish fact from opinion. The reader
reads political biases in the text and is epistemologically prodded
to question the reporter’s authority, the validity of their framing,
and their sources (Allcott and Gentzkow, 2017, 214; Gelfert, 2018,
87–90; Tandoc et al., 2017, 141). In this light, fake news has been
around as long as news itself, and is not confined to non-
authoritative reporters online (Bakir and McStay, 2017, 4).
Rather than fake news being accepted passively, its authors
often forge it in a way that is critical of “mainstream” news
and invites the reader to question conventional narratives.
However, when discussing fake news, scholars typically refer
to internet-based news–even when such online stories appear
in print or another offline medium (Gelfert, 2018, 96–98).

Evaluating Tandoc et al.’s and Gelfert’s delineations, fake news
is the intentional creation, repetition, or presentation of deceptive
disinformation which masquerades as the truth. The effect of this
is to instill false beliefs with intentional misinformation behind
them (Gelfert, 2018, 103–108; Tandoc et al., 2017, 140, 147); the
intention to be taken seriously, and to be instrumentalized socio-
politically, is what sets it apart from satire and hoaxes (Tandoc
et al., 2017, 147). Furthermore, fake news lends its own credibility
by framing invented or distorted news stories tangentially as
related to true events and real people. Fake news links itself to real
events while doing so in a politically contested (Spohr, 2017,
150–157) climate so that the reader draws those events into
question. Therefore, fake news finds support by relying on the
general distrust of the public and the overly critical individuals in
the minority who repeat disinformation. The spreading itself is
called misinformation (Bakir and McStay, 2017, 4). Researchers
often typify the repetitive nature and community formation of
fake news in the following terms: echo chamber, tribe-formation,

or social bubble effect(s). These effects are vital for fake news’
continued proliferation, growth, longevity, and potency by
relying on confirmation bias to such an “echo chamber”
(Bakir and McStay, 2017, 7; Gelfert, 2018, 112–113; Spohr,
2017, 150–157). These communities are facilitated by online
platforms (mostly social media websites) where these ideas
fester, transform, and spread in digital social interaction
(Allcott and Gentzkow, 2017, 221; Spohr, 2017, 152–153;
Tandoc et al., 2017, 148–149; Torres et al., 2018, 3,983–3,984).
In brief, fake news is the intentional forgery of stories related to
real events and people to spread false beliefs for political purposes
which happens mostly online through social media where fake
news forms communities that reinforce said false beliefs. While
this is how we defined fake news, the literature analyzed in this
article might use slightly deviating definitions. Both in scientific
literature and in popular usage, the term fake news has been used
to describe the following, incompatible, occurrences: outright
fabrication, recklessly unreliable reporting, slanting of facts, and
honestly mistaken reporting.

The extent to which fake news influences an individual varies
greatly. In its simplest form, fake news distorts tiny details of a
news story to bias an individual toward a, to the author, socio-
politically salient topic. However, the social implications
highlighted above can be a driving factor in distorting much
larger aspects of how someone perceives current events. In its
most sophisticated form, fake news has enabled conspiracy
theories to travel from the margin to the mainstream by
questioning the trustworthiness of traditional journalism
(Allcott and Gentzkow, 2017, 212–213; Bakir and McStay,
2017, 5). Communities form around false narratives and
dispute certain kinds of otherwise conventionally accepted
knowledge. This phenomenon is emboldened by social media
as fake news spreads through social networks (Dizikes, 2018,
passim; Monot and Zappe, 2020, passim; Lohr, 2018).

As this article discusses, recent efforts to thwart fake news
beliefs have mostly focused on fact-checking and developing
programs for young(er) people. Yet, if the concerns aim at
preventing disinformation on all levels—political, economic,
educational, medical, and entertainment - It is paramount to
expand the scope of such programs. A larger, interdisciplinary
scope is necessary because conspiratorial thinking can feed into
many psychosocial human needs and abilities (Spohr, 2017, 151;
Tandoc et al., 2017, 137–138) and is compounded by age.

A Psychological Sketch of the Fake News
Believer
Many recent studies discuss the psychological makeup of the
believer in fake news. The lack of analytical thinking (and
reading) skills, general skepticism, and a lack of reflexive
open-mindedness are vital to the psychological makeup of
such a person (Pennycook and Rand, 2019a, 30). As for
reading, it appears that people who believe “pseudo-profound
sentences” (such as motivational phrases) are also more likely to
believe fake news is accurate. Moreover, they are more likely to
share such stories. This appears to be related to one’s own
overconfidence in knowledge (Pennycook and Rand, 2019a,
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33–35). Yet, people can detect fake news beyond their ability or
“willingness to think analytically” (Pennycook and Rand, 2019a,
32). The factors listed above indicate that a wide range of people
can fall victim to believing fake news despite different but related
cognitive abilities–perhaps owing to similar ideological beliefs.

As mentioned above, the reader and believer of fake news is
not a passive receiver, but often a complicit agent in their spread
of disinformation. The problem is not that believers of fake news
are uncritical, but frequently are critical to the point of losing
sight of conventional truths based on scientific findings.
Examples of these would be the 9/11 Truther myth, Antivax,
Anti-GMO, Fake Moon Landing, Flat Earth, and Climate Change
Denial movements, Russiagate (and other conspiracy theories)
(Gelfert, 2018, 98, 105; Tandoc et al., 2017, 139). The connection
between susceptibility to fake news and general intelligence
remains unclear. For some issues, those who believe in
particular fake news are more likely to have above-average
educational levels, which underlies their “self-investigative”
attitude and “citizen journalism” attitudes in the first place.
Alternatively, previous research also suggests that lower
cognitive abilities (reasoning, remembering, understanding,
ideational flexibility, and problem-solving) are significant
factors that can foster belief in fake news (De Keersmaecker
and Roets, 2017, 107–109). However, regardless of cognitive
ability, believers in fake news hold the same “magnitude of the
illusory truth effect” (Pennycook et al., 2018, 5). As hinted in the
latter part of our definition, fake news is a co-production by the
initiator and its receptive audience (Tandoc et al., 2017, 148).

Joseph Forgas and Roy Baumeister (2019, 2–5) suggest that
human gullibility is a decisive factor. They explain belief in fake
news as a general failure of social intelligence due to ignorance
and credulity which leads one to more easily believe a misleading
or unproven claim that is counterfactual despite considerable
evidence to the contrary. The authors consider fake news’s
success to rely on a function of the human need for
information, and our general evolutionary trust for individuals
over faceless institutions. As such, humans do not see the world as
is, but as it appears to them based on information from others to
construct meaning. This goes in tandem with the current
scientific consensus that human rationalism is “bounded”
(Forgas and Baumeister, 2019, 7–8); humans are prone to
irrationality, which is paradoxically enforced by the heuristic
human need for causal explanations and pattern-seeking
behaviors. These needs can lead to an individual connecting
patterns that are correlative or non-existent (e.g., pareidolia) in
helping to find meaning in the world. To question information,
one must first internalize said information and analytically
challenge it. This requires effort against the salience of oft-
repeated falsehoods resulting in an extra step which in turn
becomes mentally taxing and is therefore often skipped
(Forgas and Baumeister, 2019, 9–10). Propaganda and fake
news (sometimes called peer-to-peer propaganda) directly play
into this gullibility by presenting falsehoods as truths often in
relation to partially true representations of events and people’s
actions. The people who believe in fake news do so, as suggested,
out of evolutionary drives, including overconfidence in one’s own
competencies, knowledge, and accepted beliefs (the

Dunning–Kruger effect) (Forgas and Baumeister, 2019, 10;
Rapp and Salovich 2018, 235).

Falsehoods prove hard to correct through evolutionary thought
processes. Fallacious thinking is self-perpetuating David Rapp and
Nikita Salovich (2018, 232–235) highlight. The believers in fake news
are well-intentioned and critical but operate on a baseline of distrust
and false foundational knowledge. Rapp and Salovich, therefore, use
the term “confusion” to explain the psychological efficacy of fake
news. As stated, human perception of the world is socially
constructed. When a reader sees a claim that runs counter to the
conventional narrative, it makes the reader slow down, as the new
information confuses. The more someone reads incorrect
information, the more they doubt the conventional narrative.
This causes doubt and impairs a person’s decision-
making–causing ambiguity which humans find difficult to deal
with in general. The original narrative is psychologically tagged as
suspicious in subsequent readings by the doubt-inducing
information. While readers typically dispel inaccurate information
based on their overconfidence, disinformation impacts this
confidence and makes one more inclined to second thoughts
when exposed again. The switch-over to believing the false
narrative occurs when such a narrative seems more familiar to
us. This belief intensifies when that narrative’s contents are easily
digestible. Additionally, if one finds it hard to criticize or question a
false narrative due to unfamiliarity with its lies, a false narrative will
become more potent. Lastly, with continued exposure to false
narratives, these assist in forming biases against conventional truths.

Moreover, recent developments in “traditional” news aid the
salience of fake news. The aforementioned growing distrust of
news outlets undermines general trust in the Fourth Estate (Rapp
and Salovich, 2018, 235). Naturally, fake news does not have this
issue, as its alternative facts repeatedly lead to the same
conclusion. Furthermore, fake news is more emotionally and
politically charged–often challenging the establishment–which
further increases its salience and audience engagement (Bakir and
McStay, 2017, 1, 7; Pennycook and Rand, 2019a, 39). Fake news
benefits from today’s incredible speed of large amounts of
information brought to us each day. Moreover, news outlets
often have trouble catching up with correcting their errors,
leading to the spread of both contradictory information and
the subsequent dismissal of news outlets outright (Pennycook
and Rand, 2019a, 48). The individuals most susceptible to become
critical of conventional narratives are those most overconfident in
their ability to assess falsehoods. This explains how an individual
can come to underline their fake news-related beliefs, and why
they will repeat them. The fake narrative infiltrates their
worldview and they come to strongly rely upon said beliefs
and may become activated by them. This is further
emboldened if the information sounds intuitively correct and
if the reader has “faith in [their own] intuition” (Pennycook and
Rand, 2019b, 193–194, 196) over, for instance, a self-critical
reflection of how they judge something to be true (cf.
‘overconfidence’). This self-affirming intuition, in turn, makes
it harder to correct misconceptions that develop from ideas
spread by fake news (ibidem). Moreover, if these ideas are
echoed back to them in their social circle with confidence, it
makes them more liable to accept such claims (Rapp and
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Salovich, 2018, 235–236). When others repeat these falsehoods,
the falsehoods are more quickly processed by the reader, to the
point where a reader will believe the claim even if forgetting the
original story (Pennycook et al., 2018, 4; De Keersmaecker and
Roets, 2017, 109). Finally, the information becomes so ingrained,
that even reminding them that the information they read is either
wrong or that experts have disputed the claims, does “not
undermine or even interrupt the effect of repetition”
(Pennycook et al., 2018, 5).

Succinctly, socio-political circumstances should not be
overlooked. For one, societal polarization plays a key factor, as
showcased by Pennycook and Rand (2019a) as well as Andrew
Guess et al. (2019a, 1). Contested political situations can persuade
critical and analytical thinkers to become fervent in their political
beliefs to the point where they take more extreme positions in line
with their ideological identity. The consequence is that if fake news
presents a political position, a polarized person might just fall in
line in spite of their capacity to think analytically (Pennycook and
Rand, 2019a, 40). Contrastingly, Bronstein et al. stress that
delusion-prone and dogmatic people as well as religious
fundamentalists are more likely to believe fake news because of
less open-mindedness and analytical thinking in general (Bronstein
et al., 2019, 115). Nevertheless, the exact area of overlap of believing
implausible claims here, between analytical and “less analytical”
individuals, has not yet been researched. Notedly, is the overall
skepticism of a person who falls prey to fake news. Guess et al.
further the notion that not all fake news consumption is equal. For
instance, those who regularly visited fake news websites only
amounted to 10% of the American public in the last month of
the presidential elections in 2016 while its effect was more
substantial. These particular individuals are categorized as
conservative-leaning (though not because of party loyalism, see
Pennycook andRand, 2019b, 196) further typified by Pennycook as
being less likely to be open-minded or more ideologically rigid.
Strikingly, being more politically informed does not change one’s
susceptibility to fake news (Guess et al., 2019a, 11; Pennycook and
Rand, 2019a, 5, 30; DeKeersmaecker andRoets 2017, 109). There is
also an important correlation between political conservatism and
age–itself impacted by digital literacy.

Due to the focus of this article, this article cannot substantively
link this correlation to the article’s meta-analysis on age.
Nonetheless, the conclusions provided do present themselves
as a stepping stone for future researchers to further examine
the connections between these factors discerned here from the
currently unintegrated body of literature. In fact, as the article
later establishes, age is a largely underappreciated factor in the
current studies which demands addressal (see “Considering Age”
and Supplementary Material).

Because fake news is a language-based phenomenon, the
article will now investigate fake news linguistically and then
investigate it from a reading comprehension perspective.

FAKE NEWS AND LANGUAGE

This section provides an overview of both the older, manual
methods of biased news detection and the more recently

developed machine methods of fake news detection. As will
become clear, despite significant advances in machine learning
tools, there is still a long way to go in the study of the role that
language plays and can play in fake news identification.
Additionally, new challenges exist due to the shift from
qualitative hands-on analytic procedures to quantitative
algorithmic analytic processes.

Detecting Biased News Reporting Through
the Manual Analysis of Language
The strategic choice of language use and the strategic positioning
of words or sentences within a given linguistic context falls
firmly within the domain of classical rhetoric. In linguistics,
these topics have found a home in stylistic scholarship, which
draws on the linguistic cornerstones of phonetics, morphology,
and syntax on the one hand and the many social approaches to
language use on the other. Areas closely related to stylistic
scholarship are sociolinguistics, historical linguistics, corpus
linguistics, pragmatics, and discourse analysis. A further
offshoot of this last area is critical discourse analysis (or
critical linguistics/stylistics), which started in earnest some
thirty years ago in a largely non-internet age, and thus in the
pre-social media era. In this period, linguists, mostly positioned
at the liberal left, often analyzed the discourse that appeared in
right-leaning and centrist newspapers for language bias and
power in reported news events (e.g., Fairclough, 1989, passim;
Fairclough, 1995; Van Dijk, 1987, passim; Wodak, 1987,
passim). In this age of eyes-on-the-page analysis, these
scholars would use linguistic frameworks to illustrate how
such things as word choice, word placement, and sentence
structuring were used to re-frame certain interpretations of
an otherwise relatively neutral news event. The effects of such
biased discourse could have the effect of repositioning readers
and hearers to process and understand a particular event in a
“skewed” ideological light.

Several linguistic approaches and tools lent themselves well for
such analysis. One of these was systemic functional grammar, a
social semiotic approach to language that was developed by the
linguist Michael Halliday (1978), (passim). Halliday claimed that
language is a system of choices and that these choices have both
ideological and socio-cultural functions. The focus on systemic
functional grammar is on the two concepts of textual cohesion
and transitivity, the latter of which is of most significance here.
Transitivity analysis focuses on how processes are communicated
and in particular how the choice of the main verb in a sentence or
clause can alter or realign the ways in which a recipient of that text
or utterance perceives the discourse message. Another persuasive
tool for reader realignment is the concept of modality, which
involves the use of modal auxiliary verbs, sentence adverbs,
evaluative adjectives, and adverbs, etc. The strength of
modality, as a powerful linguistic tool for influencing readers,
is that it communicates attitudes through language choices and in
doing so can readjust the perspective or point of view of a reader
or listener (Fowler, 1986, passim).

A related linguistic phenomenon that also lends itself easily for
persuasive purposes is deixis (a Greek term meaning ‘pointing’).

Frontiers in Communication | www.frontiersin.org July 2021 | Volume 6 | Article 6618015

Gaillard et al. Psychological Underpinnings Susceptibility Fake News

https://www.frontiersin.org/journals/communication
www.frontiersin.org
https://www.frontiersin.org/journals/communication#articles


Deixis refers to a number of words that are context-dependent,
and especially in the sense of spatial-temporal context. Typical
deictic categories include pronouns, especially demonstrative
pronouns and adverbs. Deictic choices always involve a
demarcation of boundaries that affects how readers and
hearers receive and understand a text. Deixis has also played
an important persuasive role in political discourse contexts (see
Pennycook, 1994, passim; Van Dijk, 2002, pasism; Chilton, 2004,
passim; Mulderigg, 2012, passim).

Similar approaches to the manual analysis of language use in
texts also exist in the social sciences, especially in the domains of
communication science and social psychology. Much of what the
article discussed above falls within Robert M. Entman’s
understanding of the concept of “framing” from
communication science, namely, the idea that producers of
texts in ideological settings can select certain aspects of a
perceived reality and make them more salient for a reader/
hearer. In doing so, they can promote a particular perspective
on an issue in favor of possible other perspectives (Entman, 1989,
passim; Entman, 1991, passim; Entman, 1993, passim). Similar
influence tools can also be observed in Hugh Rank’s language
persuasive framework of “intensify” and “downplay”, which he
originally designed to analyze advertisements, but which is also
used extensively in political and newspaper discourse. Tactics of
intensifying, namely, that which is perceived as ‘positive/
beneficial’, include (i) repetition, (ii) association, and (iii)
composition. In the category of ‘association’, for example,
words representing positive experiences are used to link
readers/hearers (i.e. potential customers) to products that they
might desire to purchase either now or in the near future. These
are words that encourage readers/hearers to accept an association
without critical analysis or without processing messages
‘centrally’, as described in the elaboration likelihood model
(Petty and Cacioppo, 1986, passim).

Likewise, tactics of downplaying, namely, that which is
perceived as ‘negative/detrimental’, include (i) omission, (ii)
diversion, and (iii) confusion. This last category of lexical
confusion includes the purposeful application of evasive and
distal linguistic devices such as jargon, euphemisms, and
gobbledygook. There is also the related notion of “god” and
“devil” terms (Burke 1969a, passim; Burke 1969b, passim). These
are language items that are constrained by culture and time. So-
called “god” words in Western society today could be things like
“democracy” and “freedom”, while so-called “devil” terms could
be things like “slavery” and “totalitarianism” and even “fake
news”. In the West today, for example, even though the term
“fake news” is used by the left against the right-wing news media
and by the right against the left-wing news media both use it in
the same “negative/devil term” sense.

These then are some examples of manual analysis frameworks
of persuasive discourse in the pre-social media and a pre-machine
age of analysis. All these approaches, from both the humanities
and the social sciences, are essentially re-construals of the core
analytic precepts and principles of classical rhetoric, namely, the
persuasive tools of logos, pathos, and ethos. These days it is not
the analysis of left-wing or right-wing language bias in
newspapers articles–written by journalists and subsequently

shaped by editors and sub-editors–that linguists in this field
are mostly interested in; rather, it is the meta-level stylometric
analysis of thousands of articles and news sources that have come
from either unknown sources or false sources. Here, in this big
data analysis it is not necessarily that events in a story have been
given an ideological linguistic slant, rather the entire news
story–or a significant part of it–has been made up. In short,
this is not ideologically distorted news that is being analyzed but
pure fake news.

Many fake news stories that end up in mainstream news
outlets have started life on social media. The advent of the
internet, and the publishing of “news” that is shared on social
networks platforms such as Facebook, Instagram, and Twitter,
has brought new challenges to the rhetorical discourse scholars
and scientists that, arguably, only the analysis of big data, via
computational techniques, can adequately address.

Detecting Fake News Through the Machine
Analysis of Language
While there are some tentative, limited ways we can use digital/
machine methods to identify fake news linguistically, there are
still some hurdles that need to be overcome (see e.g., Oshikawa
et al., 2020, passim; Schuster et al., 2020, passim).

A fitting place to start this account of the machine analysis of
language is with the sub-discipline of stylometry. This approach
has often been used in past scholarship in an attempt to attribute
authorship to texts that are either disputed or whose author is
unknown. It also has uses in the courtroom where it takes on the
guize of forensic linguistics. It has a long, manual, history of usage
but is these days used in conjunction with natural language
processing, machine learning, and artificial intelligence.
Natural language processing has advanced capacities and can
search for a wide range of linguistic features including syntax
structure, lexis (n-grams), punctuation, general readability, etc.
At its core, it is about training algorithms to identify and
categorize items and then make appropriation decisions.

There have been several relevant studies conducted in recent
years in this area of what might be seen as the intersection of
linguistics, stylistics, rhetoric, computer science, machine
learning, natural language processing, and artificial
intelligence. Many studies show promising results, but they
also highlight the many complications and impediments that
exist. One challenge pertains to the quality of sizable fake news
data sets used for analysis. A recent study conducted by Torabi
Asr and Taboada (2019), (passim) reviewed a number of fake
news datasets and found them to be largely incomplete and
unbalanced concerning topics and genres. The authors also
highlight the real challenge facing researchers active in this
field, namely, the ability to collect actual fake news data to be
used in a database. A key reason for this difficulty is that articles
need to be analyzed and labeled manually by linguistic and
stylistic experts, which is a very time-consuming activity.

A second challenge, related to the quality of the fake news
databases, is where does one draw the line between the
problematic nature of fake news, propaganda, and hoaxes on
the one hand and legitimate, and even desirable, category of
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political satire on the other, which may include the rhetorical
humor tools of sarcasm and irony. In one study, Rashkin et al.
(2017, passim) conducted a survey on the language of news media
in the context of political fact-checking and fake news detection.
They compared the language used in genuine news stories to the
language found in satires, propaganda. and hoaxes in order to try
and discover some stylistic and linguistic characteristics inherent
to an unreliable text. They found that although there are still
many questions around the process and methods of media-fact-
checking, stylistic cues do indeed appear to help in determining
whether or not a text is trustworthy. They surveyed the fifty
highest weighted n-gram features in the “Maximum Entropy
Classifier” program for each class, namely, (i) trusted news, (ii)
satire, (iii) hoaxes, and (iv) propaganda. The highest weighted
n-grams for the category of trusted news were often specific place
names or times (e.g. cities and days of the week). The highest for
the satire category were typical gossip adverbs such as
“reportedly” and “allegedly”. Hoax articles tended to have
heavily weighted items pertaining to divisive topics, two
examples from the corpus were “Trump” and “Liberals”. Hoax
articles also tend to employ so-called dramatic journalistic cues
such as ‘breaking’. Heavily weighted n-gram features in the
category of propaganda texts include abstract generalities and
specific issues. Examples that the authors give of the former
include words like “freedom” and “truth” and instances that are
given of the latter include “vaccines” and “Syria”. The observation
is also made that the terms “YouTube” and “video” are highly
weighted for the propaganda and hoax categories respectively.
This, the authors of the study conclude, may indicate that they
often rely on video clips as sources (Rashkin et al., 2017, 2,934).

Not only satire but also sarcasm and irony remain grey areas of
language and ones that are difficult to detect with any certainty
using machine learning and algorithms. A recent qualitative
analysis of sarcasm, irony, and related hashtags on Twitter
conducted by Sykora et al. (2020), (passim) found that many
past studies conducted on the machine detection of sarcasm and
irony had failed, owing to a lack of appreciation of the quality of
the actual linguistic data. To address this, the researchers ran their
own experiment on more than 4,000 Twitter messages during
which they performed a manual semantic annotation procedure.
They also took the contextualized humoristic use of multi-word
hashtags into consideration, something that a sentiment analysis
tool used in big data analysis would not pick up on. Using a
qualitative approach they discovered that only 15% of the Tweets
previously labeled as sarcastic in machine reading procedures
were actually sarcastic. They concluded their study with a call for
better procedures in data preparation when interpreting the
outcomes of such sentiment analysis.

A core challenge observed in all of the abovementioned
computational linguistic studies is the need for high-quality,
manual semantic analysis. Such annotation needs to be
conducted by trained linguists, stylisticians, and rhetoricians in
order to control for the patterns of grammar, logic, and rhetoric of
a text. Moreover, it is possible to go beyond language and say that
it is arguably not enough to only look at the language and genres
of fake news in isolation. Context features have also proven
valuable for machine analysis and are often used in

conjunction with linguistic features. Examples of contextual
features are the characteristics of content creators such as the
amounts of posts or age of the account but also the source of a
story, the platform on which it is being hosted, the number of
times it has been shared, the comments that accompany it,
whether or not the piece seeks to discredit another (more
established) news source, etc. Accounts that create false
information are often only registered recently and do not
possess the skill to write well-written articles. These types of
accounts are also referred to as “throw-away” accounts. Another
important context feature is how accounts form a network
together. Networks that spread fake news often form very
tight clusters of (fake) accounts that have a lot of overlap
between their followers and followees and share each other’s
content. Bots are often at the center of such networks. Time-based
context features, such as how many likes a social media post gets
within a certain time frame, are also valuable data to aid machine
analysis in its quest to automate fake news detection (Kumar and
Shah, 2018, 17–19; Bondielli and Marcelloni, 2019, 46–47) Some
have even exclusively used context features such as user spreading
news behavior and news propagation features to achieve
competitive results (Zhang and Zadorozhny, 2020, passim).
The extended context is a crucial part of the picture.
Combined with the linguistic evidence that has been arrived at
by both hands-on linguistic qualitative annotation/analysis, as
well as by meta-level machine analysis of large amounts of data, it
could provide a powerful tool in the drive against limiting, and
perhaps even halting, the spread of fake news.

A further complication for stylometric and computational
linguistic research is that language is supple. It has a form, but
that form may have several semantic functions–and these might
even be dependent on the co-text and/or context. This means that
a specific form or trait can never be fully identified at the
exclusion of other possibilities. Words are not like numbers or
like binary zeros and ones. They are far more rhetorical in their
flexibility and far less logical in their predictability.

When trying to detect fake news by looking at language, there
are a number of linguistic “flags” that could indicate that a news
item is fabricated. This flag system, however, is no guarantee. In a
recent presentation of their research at the 13th International
conference on semantic computing, Traylor et al. (2019),
(passim) showed how fake news stories on social media
platforms share key linguistic characteristics. These include
making disproportionate use of unsupported hyperbole and
non-attributed quotations. Similarly, in a study by O’Brien
et al. (2018), (passim), and in line with hyperbole and other
similar rhetorical tools, “signatures of exaggeration” were also
identified as possible markers of a fake news text.

In the earlier-mentioned study by Rashkin et al. (2017, passim)
that looked at four types of news discourses, including hoaxes and
propaganda, the researchers introduced the hypothesis that fake
news stories will attempt to enliven/invigorate the language that
they use in order to attract readers. To test this, they drew up five
lists of words from Wiktionary that imply some degree of
exaggeration/dramatization. These were comparatives,
superlatives, action verbs, manner adverbs, and modal adverbs.
They then analyzed the data for their occurrence. They made a
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number of observations, including that words that can be used to
exaggerate, i.e. subjective adjectives (e.g. “brilliant” and “terrible”)
and superlatives (e.g. “worst” and “most”) all occurred more
frequently in fake news articles than in real/reliable news. The
same was true for modal adverbs (e.g. “totally”, “definitely”, and
“absolutely”). Comparatives were more often found in trusted
news sources, as were figures, numbers, and references to money.
Direct/assertive words were also found to be more present in
genuine news sources. The researchers also observed in their data
that less-reliable and deceptive types of news discourses tended to
use a number of other distinct linguistic features. These include
first-person and second-person pronouns (i.e. “you”) and hedges.
However, the study also found nuance across the four discourse
types: trusted news, satire, hoaxes, and propaganda. For example,
the two types of untrustworthy news (hoaxes and propaganda)
tended to use more adverbs, than trusted news, but, complicating
the matter, so did satire. Hoaxes tended to use fewer superlatives
than propaganda and propaganda tended to use more assertive
verbs (Rashkin et al., 2017, 2,932–2,934).

In addition to being subjective in nature, fake news also tends
to be sensationalist. It likewise frequently concerns contentious
and provocative topics. Its gossip-like quality also lends itself to
being shared more readily across social network platforms and
this sometimes ends up being reported in and by mainstream
media outlets. Factually correct news is more likely to be
communicated in a relatively objective and non-sensational
manner and tone. It is also less likely to be shared, given its
non-gossip-like, perhaps even tedious, quality (Vosoughi et al.,
2018, passim).

In the work of Vosoughi et al. (2018, passim) cited above, it
was investigated that true and false rumors on Twitter trigger
different emotions, e.g. fear, disgust, and surprise in case of false
rumors. Emotions play a key role in the consumption of fake
news. This has not been adequately touched on here thus far.
Some recent works that highlight the importance of emotion and
language include studies conducted by Giachanou et al. (2019). In
their study of emotional signals in fake news detection,
Giachanou et al. (2020) proposed a long short-term memory
(LSTM)model that incorporates emotional signals removed from
the text of the claims to distinguish between trustworthy and
untrustworthy ones. Their experiments on real-world datasets
showed the significance of emotional signals for trustworthiness
valuation. Building on that in their 2020 study, Giachanou et al.
showed in their experiments that leveraging linguistic patterns
and personality traits can enhance the performance in
differentiating between so-called fake news “checkers” and fake
news “spreaders”. Lastly, in their very recent comparative study
Giachanou et al. (2021), (passim) employed psycho-linguistic
characteristics to detect conspiracy propagators. Using the
ConspiDetector model their results showed that detecting
performance with regard to conspiracy propagators can be
improved. Ghanem et al. (2020), (passim) did similar work on
emotion and language in fake news by conducting an emotional
analysis of false information in social media and news articles. In
this comparative study, their experiments showed that false
information has different emotional patterns in each of its
types, and, as such, emotions must play a key role in

deceiving the reader. Based on their results, they propose an
LSTM neural-network model that is emotionally infused to detect
false and fake news. A very recent follow-up study conducted by
Ghanem et al. (2021), (passim) was on fake news detection by
modeling the flow of affective information. The researchers first
modeled the flow of affective information in fake news articles
using a neural architecture. The model “FakeFlow” combines
topic information and affective information extracted from text.
Conducting experiments on real-world datasets the researchers
found that FakeFlow achieves better results when compared
against other methods. Their outcomes highlight the
importance of capturing the “flow” of the affective information
in news articles.

In summary of this account of fake news and language usage,
although the signs for researchers are promising–with regard to
using language cues in machine learning and rich data analysis as
a means to detect fake news–much important and difficult work
still lies ahead. What has become clear is that interdisciplinary
collaboration will be very much needed if meaningful headway is
to be made.

READING COMPREHENSION AND FAKE
NEWS

Having discussed the linguistic components of fake news, the
following section examines the related issue of reading
comprehension in the context of how human brains process
fake news. The section looks at some of the compounding factors
of digital reading comprehension and further considers the
underexplored factor of the reader’s age herein.

Reading Comprehension
To understand how fake news might influence the reader, the
processing of information through reading is itself a relevant
avenue of analysis. More specifically, how a person processes text,
understands its meaning, and integrates the read information
with what the reader already knows (Davis, 1944, passim) is
logically connected to the viability of fake news.

Fake news in its current form occurs mostly “on-screen” and it
is, therefore, important to consider its interplay with reading
comprehension via the digital medium. For instance, online
readers generally show more scanning, skimming, and
keyword spotting. Additionally, online reading is associated
with less sustained attention, less time spent on in-depth
reading, one-time reading tactics, and non-linear reading
approaches (Liu, 2005, passim; Duggan and Payne, 2011,
passim). Despite these behavioral and cognitive differences,
literature on the relationship between reading comprehension
and medium choice remains rather inconclusive. Some students
report better reading comprehension from reading printed text
than from a digital device (Mangen et al., 2013, passim; Ben-
Yehudah and Eshet-Alkalai, 2014, passim; Daniel and Woody,
2013, passim). These results are often explained by potential
technological disadvantages associated with electronic devices
such as screen glare, visual fatigue, and less-than-convenient
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navigation (Benedetto et al., 2013, passim; Moustafa, 2016,
passim; see Leeson, 2006, passim, for a review).

However, newly accumulating evidence criticizes these
explanations as insufficient (Antón et al., 2013, passim; Daniel
and Woody, 2013, passim; Lin et al., 2015, passim; see Gu et al.,
2015, passim, for a review). Some research has found better
comprehension scores for the digital medium (Kerr and
Symons, 2006, passim; Verdi et al., 2014, passim) while yet
others report no difference at all (Margolin et al., 2013,
passim; Green et al., 2010, passim; Holzinger et al., 2011,
passim; Rockinson-Szapkiw et al., 2013, passim; Porion et al.,
2016, passim; Schugar et al., 2011, passim).

Moreover, the shortcomings of digital reading are amendable by
adapting (and teaching) new reading strategies that digital reading
allows for and which are successfully used by fact-checkers. As
pointed out by SamWineburg and McGrew (2017), (1, 23, 28, 38),
fact-checkers have developed special techniques to quickly and
more accurately determine the validity of a text through “lateral
reading” than traditional scholars. As Wineburg and McGrew
explain, traditional reading happens “vertically” (i.e., the focused
reading of one text from top to bottom, page after page). As a result,
“vertical” reading means that the reader assesses the validity within
the text itself through evaluating its visual, linguistic, and factual
aspects (as highlighted before by linguists and machine learning
methods) [see Wineberg and McGrew (2017), 38. The problem
with “vertical reading” is if fake news superficially incorporates
expectations of the reader for academic texts that this can bias even
trained academics to assume the contents are correct. For example,
such a fake news text is originated by a credible-sounding
institution; it is from a “.org” domain; it has an abstract; wields
an academic tone; lacks sensationalist language; and contains no
broken links; etc.] (Wineberg and McGrew, 2017, 40–41). “Lateral
reading”, however, utilizes new opportunities of the digital medium
by comparing this main text with other sources opened in
additional tabs laterally to this main text to check its validity
from without. The techniques are specific to how fact-checkers
scour the internet for information that discredits the origin of the
source without addressing specific claims, linguistic, or visual
presentation first. Thus, as Wineburg and McGrew note, “lateral
reading is not reading” (Wineberg andMcGrew, 2017, 38)—at least
in a narratival or linear sense. “Lateral reading” hence falls outside
of the purview of “reading comprehension” as such and the current
scope of research in this area. Then again fact-checking through
“vertical reading” is also not necessarily about reading but rather
critical textual analysis (internal source criticism) of particular
elements. Wineburg and McGrew thus stress that we should treat
the web like “a web” to overcome fake news that originates from
obscure sources (Wineberg andMcGrew, 2017, 46). As such, future
research might reconsider how “reading” and “fact-checking” can
be fused to harness the possibilities offered by the digital medium
against disinformation found online.

While there does not seem to be a consensus on whether
reading comprehension is affected by the reading medium, critics
of the previously mentioned studies point at the rigid
experimental setting and lack of awareness of biases. For one,
the studies typically involve college students who are highly
familiar with the setting of reading a text and answering

questions within a certain timeframe (Baron, 2017, passim).
Interestingly, when Ackerman and Goldsmith (2011, passim)
gave participants the freedom to, for themselves, allocate the
amount of time they spent on reading, less time was allocated by
the group reading digitally. This group also had lower
comprehension scores of the reading. In addition to measuring
reading comprehension, they also measured metacognitive
monitoring and control processes. They found that calibration
bias (a measure of overconfidence or underconfidence) was
higher for the digital readers than for the paper readers. The
digital group consistently overestimated their own knowledge of
the reading material. Linking this to what was mentioned before,
the psychological makeup of a person susceptible to fake news is,
at least partly, related to one’s overconfidence in knowledge
(Pennycook and Rand, 2019a, 33–35). These results suggest
that people reading from a digital medium might be
particularly susceptible to fake news as they experience higher
levels of confidence about their own knowledge and possibly their
ability to detect falsehoods.

In further research, lower comprehension scores and altered
metacognition were again found for some reading conditions but
not others (Ackerman and Goldsmith, 2011, passim; Ackerman
and Lauterman, 2012, passim; Lauterman and Ackerman, 2014,
passim). They concluded that there are cognitive and
metacognitive influences (particularly overconfidence) that,
depending on the reading conditions, translate into noticeable
inferiority for “on-screen” reading when it comes to reading
comprehension. They too reported that peoples’ medium
preference affects their metacognitive processes when learning
from texts. This is especially relevant considering that older
generations prefer reading from paper (Kretzschmar et al.,
2013, passim). What recent research indicates is that younger
(student) readers appear to do most of their literary reading on
digital devices and, as such, can be seen as “hybrid” readers who
especially read fiction on their laptops and other mobile devices
(Burke and Bon, 2018, passim). It also appears that the mobile
digital literary reading experience is embedded in the immediate
environment and in the broader situational context of the reading
event itself (Kuzmičová et al., 2018, passim). These last two points
are themselves linked to and compounded by the cohort effect
whereby older (pre-social media) generations are less tech-savvy
than younger generations—the article returns to this point in
“Considering Age”.

Compounding Factors of Digital Reading
Comprehension
One potential cognitive explanation for a decreased performance
when reading digitally is that interacting with digital media elicits
a shallower form of processing on a wide range of tasks (Kaufman
and Flanagan, 2013, passim; Daniel and Woody, 2013, passim;
Mueller and Oppenheimer, 2014, passim; Lauterman and
Ackerman, 2014, passim). Possible reasons for these results
stem from the different types of interactions that are associated
with digital media. Typically, a screen involves the brief reading of
emails, social networking, and forums. This type of activity
promotes the behavioral differences observed for online reading
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(e.g., scanning). Researchers also found that digital reading hinders
deep immersion in the text itself (Mangen and Kuiken, 2014,
passim). Kaufman and Flanagan (2013, passim) argued that due to
the increasing demands of multitasking, information overload, and
expectation of immediate gratification associated with the digital
medium, participants “retreat” to a less cognitively demanding way
of thinking (Sparrow et al., 2011, passim). Interestingly,
multitasking capabilities have been observed to be higher in
younger generations compared to older generations. This
discrepancy could be explained by multitasking simply being a
cognitivelymore demanding task (Carrier et al., 2009, passim). The
problem with shallow processing and cognitive retreat are that
readers using digital devices may find it difficult to engage in tasks
such as analytically challenging the information they read; this task
is mentally taxing and thus often skipped (Forgas and Baumeister,
2019, passim).

The International Federation of Library Associations (IFLA)
gives guidelines to help individuals spot fake news. They
recommend asking critical questions while reading, like many
educational initiatives (Musgrove et al., 2018, passim; O’Connor
et al., 2010, passim). The evaluation of media in this way is
cognitively demanding and requires critical thinking. With the
increasing evidence of digital readers engaging in shallow
processing and retreating to less cognitively demanding ways
of thinking, chances are that many digital readers never arrive at
asking themselves the critical questions required to appropriately
handle fake news. This is likely compounded by the “echo
chamber” effect mentioned earlier, as current algorithms and
the “infinite scroll” of current social media platforms
continuously and repeatedly “feed” similar content to viewer
profiles based on their reading habits.

Considering Age
At this point, this article established that there are several reasons
why it is important to consider a person’s age as a factor into
susceptibility to believing fake news. Additionally, age-associated
cognitive decline compounds these factors. Such cognitive decline
is a normal, non-pathological form of cognitive aging that sets in
from middle age (30s) onwards (Deary et al., 2009, 137–138),
defined by a slow decline in processing speed, reasoning, memory,
and executive functions when becoming older. Moreover,
differences in metacognition are also observed for older
people, as pointed out in a study by Palmer, David, and
Fleming which “marked decrease in perceptual metacognitive
efficiency with age” (Palmer et al., 2014, 151). Furthermore, there
are also differences observed between age cohorts in creativity.
Creativity is, in turn, believed to be fundamentally linked to
metacognition, although some controversy remains (Corgnet
et al., 2016, passim; Jia et al., 2019, 6–8).

The cognition of an older person differs from that of a younger
person. This fact has, however, largely been left unconsidered in
current fake news research. Our meta-analysis (see
Supplementary Material) shows that 74% of behavioral fake
news studies ignore age and do not make a distinction between
age groups (N � 62).

It is important to note then that, despite having a preference
for paper reading, older generations increasingly participate

on online social media platforms (Hunsaker and Hargittai,
2018, passim) and are, as a result, just as likely to be exposed to
fake news. This is especially concerning given the
compounding impact of the aforementioned factors that
lead to fake news susceptibility as a result of age (both in
cognitive and technological ability as part of the cohort effect).
As Andrew Guess et al. point out, for instance, Facebook’s
demographics are increasingly older in age and among this
group, those aged over 65 “shared nearly seven times as many
articles from fake news domains as the youngest age group”
(Guess et al., 2019a, 1).

While the current literature does not seem to deem age an
important factor, age does correlate with political involvement.
For instance, voter turnout was far higher among older
generations for both the 2016 United States presidential
election and the 2016 United Kingdom European Union
membership referendum (NatCen Social Research, 2017; Pew
Research Center, 2018), which are believed to be heavily
influenced by fake news (Guess et al., 2019b, passim). More
generally, older generations typically hold much more power in
elections due to voting habits compared to younger people, yet
the effects of fake news on the younger group are overstudied
while the older generations are barely considered. As a result,
preventative initiatives to educate people about fake news are also
mostly happening in universities and schools, which, depending
on the culture, are thus almost solely aimed at young people
rather than older generations.

Patently, while age-related cognitive decline is worthwhile to
consider it should not be overstated or overgeneralized. While
younger people undergo extensive synaptic pruning in young
adulthood, older human brains can continue to develop new
pathways and new cognitive structures when trained and honed
in specific mental exercises (Costandi, 2016, 42). After all,
learning and memory exercises are the key drivers of new
nerve tissue development (Helmstetter, 2014, passim). Having
said that, educational initiatives to counter fake news
susceptibility for older generations become, in fact, more
pertinent and highlight the importance of lifelong learning for
current and future older people in the Information Age.

With factors such as cognitive decline, altered metacognition,
a preference for paper reading, and lower multitasking
capabilities—while speculative—it is entirely plausible that the
current older generations are affected by fake news in a different
way than younger generations are today. In short, research into
and interventions to combat fake news should, therefore, at the
very least, start considering age.

DISCUSSION AND CONCLUSION

While interventions against fake news are well underway, now
reconsidering age as a factor in fake news susceptibility, the
current approaches might miss out on finding and persuading
an older audience. Even already existing lifelong learning
initiatives suffer from inaccessibility issues. For instance,
currently popular lifelong learning resources are typically so-
called “massive online open courses” (MOOCs). MOOCs allow
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people to follow online courses at their own pace and in their own
time, while usually also receiving feedback from assessors. Several
MOOCs on fake news are presently online for free. However, our
proposed target group, consisting of the cohort of generally less
digitally savvy older people, are less likely to navigate the digital
infrastructure surrounding MOOCs, let alone be made aware of
them in the first place. This point becomes ever more crucial as
increasing percentages of older cohorts are becoming active
online in the last ten years (Hunsaker and Hargittai, 2018,
passim).

As to tailor fake news countering initiatives accordingly, we
first need to examine the relationship between age and fake
news. Does the effectiveness of fake news depend on a person’s
age? Are some forms of fake news more effective for older
generations? This, while keeping confounding factors like
political affiliation and age cohort in mind. The peculiarity
of these questions is that the algorithms that control our social
media news feed already implicitly know the answers to these
questions. If there exists such a relationship, the articles will
already be pushed to the age group that is most drawn to them.
If such a relationship is found, the next step would be to
examine the effects of medium preference (paper vs. screen),
metacognition, age-related cognitive decline, and other factors
that might be able to explain this relationship.

While speculative, if there is a relation between age and fake
news it would be more sensible to target elderly people through
two less digital routes for which we have several suggestions. First,
provide courses relating to fake news detection as part of on-the-
job training programs. Second, courses relating to fake news
detection could be held at elderly homes, where they could not
only serve an educational purpose, but also a social one. Elderly
residents come together and socialize in the common room,
meeting new people in the form of course teachers and
assistants, and subsequently learning new skills and
techniques—acquiring new toolkits. Toolkits could consist of
techniques like “opening new tabs to check a website’s source,
using factchecking [sic] and trusted news sites, and leaving sites
with misspellings and odd-sounding domain names” (Nash,
2019.). Courses and workshops could also be given at libraries
and community centers. An example of important teachable skills
for 21st-century reading could be teaching lateral reading next to,
or instead of, the more traditional vertical reading methods. This
digital reading skill is valuable across cohorts, as it makes the
larger public aware of how texts can be checked for reliability
through a comparative (lateral) method, rather than sticking to
the singular text in isolation of co-text and context. This method
inherently facilitates multiperspectivity and media savviness
strived for by other methods. Public awareness campaigns
could also play a vital role; crucial information about fake
news would reach older people via traditional media that they
are more likely to use.

In conclusion, fake news is a term with many different
possible meanings and just as many factors that play a role in
its psychological susceptibility. Underlying the plethora of
psychological factors are differences in metacognition,
specifically (over)confidence in one’s own knowledge
and intuition, that affect one’s susceptibility to fake news.

The reading medium preference has in turn been shown
to affect metacognition as interacting with digital media
elicits a shallower form of processing and cognitive
‘retreat’, which is disconcerting knowing that fake news
detection requires critical thinking and is a mentally
challenging task.

However, age is very likely to play a considerable role in these
susceptibility processes as well. For one, changes in
metacognition, general cognitive ability, and reachers have
observed a preference for paper reading for older generations,
pointing to the plausibility that fake news affects older
generations differently than other groups. Lastly, the cohort
effect leads to yet another compounding factor in why older
generations in particular might be subsequently more susceptible
to fake news.

Regrettably, most current research into psychological
factors influencing susceptibility to fake news does not take
age-related differences in information processing into account.
Our meta-analysis showed that 74% of behavioral studies
looking at fake news largely ignore age (N � 62). Future
research on fake news should fill this lacuna by examining
the relationship between age and fake news. Additionally,
further research should, based on this article’s profile, also
take into consideration worldview-epistemological factors
such as political affiliation and perhaps even religiosity.
Naturally, this requires an interdisciplinary approach as
more research should be done on how older generations use
and are influenced by the internet in general (Hunsaker and
Hargittai, 2018, passim). Lastly, to train older generations
in successfully identifying fake news, alternative ways of
education are needed–outside of the universities. Based
on lifelong learning literature, we recommend providing
toolkits, courses, and workshops at work, elderly homes,
libraries, and community centers, as well as public
awareness campaigns.
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