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Introduction: The directionality of semantic change is problematic in traditional

comparative models of language reconstruction. Compared to, e.g., phonological

and morphological change, the directions of meaning change over time are

potentially endless and di�cult to reconstruct. The current paper attempts to

reconstruct the mechanisms of lexical meaning change by a quantitative model.

We use a data set of 104 core concepts in 160 Eurasian languages from several

families, which are coded for colexification as well as cognacy, including semantic

change of lexemes in etymologies. In addition, the various meanings are coded

for semantic relation to the core concept, including relations such as metaphor,

metonymy, generalization, specialization, holonymy, and meronymy. Further,

concepts are coded into classes and semantic properties, including factors such

as animacy, count/mass, concrete/abstract, or cultural connotations, such as

taboo/non-taboo.

Methodology: We use a phylogenetic comparative model to reconstruct the

probability of presence at hidden nodes of di�erent colexifying meanings inside

etymological trees. We find that these reconstructions come close to meaning

reconstructions based on the comparative method. By means of the phylogenetic

reconstructions, we measure the evolutionary dynamics of meaning loss of co-

lexifying meanings as well as concepts.

Results and discussion: These change rates are highly varying, from almost

complete stability to complete unstability. Change rates vary between di�erent

semantic classes, where for instance wild animals have low change rates and

domestic animals and implements have high change rates. We find a negative

correlation between taboo animals and change rate, i.e., taboo animals have

lower change rates than non-taboo words. Further, we find a negative correlation

between animacy and change rate, indicating that animate nouns have lower

change rate than inanimate nouns. A further result is a negative correlation

between change rate and degree of borrowing (borrowability) of concepts,

indicating that lexemes that aremore likely to be borrowed are less likely to change

semantically. Among semantic relations, we find that metonomy is more frequent

than any other change, including metaphor, and that a change from general to

more specific is in all cases more frequent than the other way round.
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1. Introduction

1.1. The enigmatic domain of semantic
evolution and change

The area of semantic change is a problem child in historical
linguistics: compared to other domains, such as phonological
and morphological change, it cannot be easily reconstructed and
predicted (Urban, 2014). Over generations of speakers, the possible
directions of changes of word meanings are potentially endless.
Semantic change typically depends on unpredictable socio-cultural
and historical changes in speech communities. Other aspects of
change may be related to speakers’ cognitive and communicative
preferences (Meillet, 1912; Ullmann, 1962; Sweetser, 1991).
Potentially endless change directions in combination with
unpredictable causes for change has led several scholars to point
out semantics as an area in which it is difficult—if not impossible—
to establish general trends (Saussure, 1916; Jespersen, 1946;
Ullmann, 1962, 1966; Anttila, 1989). This problem of defining
and predicting semantic change spills over on the discipline
of etymology. In etymological research, a sound methodology
of reconstruction is necessary to gauge the reliability of an
etymological proposal (Hoffman and Tichy, 1980). But what is a
sound methodology? How can semantic changes of word meanings
be assessed as more or less likely? The known linguistic history
is full of examples of unpredictable changes of word meanings.
However, can these be inferred to past linguistic history to assume a
specific tendency or direction of change? The issue is also a problem
when the comparative method is applied to infer the meaning of
lexemes at reconstructed states (Malkiel, 1993; Mailhammer, 2014).
The meaning of reconstructed proto-words can be specific, but
they often come out as very vague (Watkins, 2000: 245–53; Durkin,
2009). This vagueness of reconstructed meanings is a problem in
paleo-linguistic research, where reconstructed lexical meaning is
used as a basis for connecting proto-languages to archaeological
cultures (Benveniste and Lallot, 1969; Anttila, 1989; Heggarty,
2014).

Despite these obstacles, relatively much can be said about
change of lexical meaning, based on an array of different
methodologies (Newman, 2016). A useful and reliable method
is to observe changes between language states in attested data,
something that can be mechanized and done on a mass basis
(Zalizniak et al., 2012). Other methods include experiments
dealing with the cognitive processes of meaning change, corpus-
based methods including hierarchical organization of meaning,
as well as cross-linguistic lexical typology to infer patterns
of semantic structuring. All these methods, individually or
combined, may form a basis for assessing patterns and gauge
the directionality of semantic evolution (Ullmann, 1962; Sweetser,
1991; McMahon, 1994: 174–99; Traugott and Dasher, 2002). A
fundamental prerequisite for assessing semantic change, used in
experiments, historical observations, corpus-based studies, and
semantic typology, is the notion of polysemy. Polysemy is a
synchronic variation where a lexical morpheme may refer to more
than one particular meaning. This leads to semantic vagueness
and a separation of meanings in one word, which is one of
the initial phases of semantic change (Murphy, 2010, p. 83–47).

The polysemous variation in a lexeme is not random, but rather
caused by communicative and socio-cultural usages of lexemes,
which make culture and cognition central aspects of semantic
evolution and change (Durkin, 2009). Polysemous variation in a
synchronic state can be visualized and analyzed as a semantic
network organizing meanings according to various parameters,
including proto-typicality, semantic nearness, and hierarchical
relation (Lakoff, 1987; Geeraerts, 2010, p. 182–272; Murphy, 2010,
p. 101–05). The nature of relation between various polysemous
meanings, such as synonymy, antonymy, hyponomy, metaphor,
and metonymy form the basis for change of lexical meaning in
diachrony (Sweetser, 1991).

The concept of colexification is used when semantic networks
or maps form the basis for a typological contrast, where cross-
linguistic patterns can be observed (Haspelmath, 2003; François,
2008). Colexification patterns are a powerful source for assessing
semantic connections on a larger scale and to infer connotations
about fundamental cognitive and cultural patterns. In recent years,
large-scale and empirical studies on colexification have been made
possible through open databases and database conglomerates, such
as CLICS (List, 2018; Rzymski et al., 2020). Recent studies have
delved into global and family-related patterns of the semantic
domain of emotions (Jackson et al., 2019) or universal and macro-
areal patterns of perception and cognition (Georgakopoulos et al.,
2021). A further topic is the connection between colexification
and cognitive economy or word frequency: studies indicate that
higher frequency implies higher probability to colexify (Kuiper
et al., 2018), a hypothesis suggested already by Zipf (Zipf, 1949).
Another application is cognitive, where studies show that global
colexification trends connect to conceptual similarity of meanings
preferred by speakers in cognitive experiments (Xu et al., 2020;
Karjus et al., 2021).1

1.2. Outline of the current study

Our study reconstructs semantics and observes directionality
of semantic change by means of a phylogenetic comparative model
(Jäger, 2019; Carling et al., 2021). As a basis, we use a data set of
104 core concepts of culture vocabulary in 160 Eurasian languages
of seven families, including Indo-European, Kartvelian, Northwest
Caucasian, Dagestanian, Uralic, Turkic, and Semitic (some of these
families are later excluded due to too few data points, see below).
The data is openly available in the database DiACL (Carling,
2017) and has previously been published in the volume Mouton
Atlas of Languages and Cultures (Carling, 2019). The data set
includes lexemes that have been coded for cognacy as well as lexical
polysemy. The total number of lexemes of the data set is 16,679.
For the phylogenetic comparative model applied in this paper, we
use lexemes that are coded by etymology, removing loans, which
reduces the number of lexemes to 13,060. The data in the original
data set from the Semitic family was not coded by etymology and

1 In this text, we use polysemy to refer to the synchronic occurence of

multiple meanings, whereas colexification refers to the phenomenon of

multiple meanings from a typological and synchronic perspective.
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TABLE 1 Data overview, including number of concepts, lexemes,

meanings, and cognacies.

Number of concepts 104

Number of lexemes 16,679

Number of lexemes organized by etymology 13,060

Minimal number of meanings per lexeme 1

Maximal number of meanings per lexeme 8

Number of cognacies/etymological trees 1,113

Number of meaning tokens (after filtering loans and redundant
meanings)

21,874

Number of meaning types (after filtering loans and redundant
meanings)

6,224

is therefore not used in this paper, reducing the number of families
to six.

We have selected the data partly because of its status (presence
of etymology and polysemy), partly because of its cross-linguistic
nature (involving several families). Due to its status of being
restricted to one continent (Eurasia), we do not aim to establish
any universal tendencies by our results. Nevertheless, we believe
that the data is rich enough to observe general tendencies in
lexical semantic evolution. The purpose of our study is three-
fold. First, we wish to assess the extent to which it is possible to
reconstruct meaning to unattested proto-language states by using
a phylogenetic comparative model. Moreover, we aim to study the
evolutionary dynamics of various meanings from the perspective
of semantic relations between them. This would enable us to
gauge whether some semantic relations occur more frequently,
something that would add new knowledge to the topic of semantic
directionality. Finally, we aim to study the evolutionary dynamics
of different concepts, to figure out whether there are any inherent
differences between concepts based on their meaning. This includes
also in relation to their semantic classification as well as possible
cultural connotations, which may affect their change rate. A data
overview is given in Table 1. For a more careful description of data
cleaning and coding, see Section 2.3.

2. Theory, model, data, method,
and analysis

2.1. Preconditions for semantic evolution: a
structuralist model of defining semantic
relations

Our study aims to apply a quantitative model to semantic
evolution, using a relatively large set of lexical data. This aim
requires a theoretical framework that facilitates a structuring and
coding of data enabling an inference corresponding to the posed
research questions. For that purpose, we apply a structuralist model
of lexical fields, in which lexemes of a language can have several
co-occurring (i.e., polysemous) meanings (Geeraerts, 2010, p. 47–
100). We assume that these meanings are in a syntagmatic relation,
which can be associated to each other. These associations can be

FIGURE 1

A schematic model for quantifying semantic evolution used in this

paper. Meaning refers to the attested meaning(s) of lexemes in our

data. Process refers to a hypothesized process at hidden stages

giving rise to the attested meanings at attested stages. Outlined after

(Campbell, 2013, p. 232–238).

FIGURE 2

Toy model for reconstructing the probability of presence of

meanings at hidden nodes in a phylogenetic tree, drafted after

(Carling and Cathcart, 2021b).

visualized as semantic fields or networks in a synchronic state, both
for individual lexemes as well as for semantically related lexemes
(Murphy, 2010, p. 125–32). Semantic fields and networks may
overlap between lexemes, ultimately leading to a situation where
most lexemes in a vocabulary can be connected to each other by
their different meanings. Despite this complexity, a lexeme in a
synchronic state typically has a core or prototypemeaning, to which
other meanings may have a relation. The semantic variability in
a synchronic state, as outlined in the structuralist model, form
the basis for semantic change (Geeraerts, 1997). Likewise, the
typology of colexification in a larger perspective may form the
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TABLE 2 Matrix of semantic relations coded in the data, including type, class, example and key used for coders.

Type Class Example, CONCEPT:
meaning

Key

0 No change or very close synonym. No change APPLE: Malus.

1 Metaphor (change by similarity) Distant relation (outside of
domain)

APPLE: ball, head, sun etc. WOLF:
murderer

Ball is-similar/ analogous-to APPLE,
both are round, murderer is-similar/
analogous-to WOLF, both are evil
beings

2 Metonymy (distant-metonomy,
outside domain)

APPLE: garden Garden is-associated-to APPLE by
means of an intermediate medium,
apple trees may grow in a garden

3 Generalization/ extension/
broadening/ widening/ hypony

Close relation (inside of domain) APPLE: fruit APPLE is-a fruit

4 Specialization/ narrowing/
restriction/ hypernymy

APPLE: Ingrid Marie Ingrid Marie is-a APPLE

5 Holonymy/ synechdoche (change
by part-to-whole relationship)

APPLE: apple tree APPLE is-part-of apple tree

6 Meronymy/ synechdoche (change
by whole-to-part relationship)

APPLE: kernel Kernel is-part-of APPLE

7 Metonymy (near-metonomy,
within domain)

APPLE: pear Pear is associated to APPLE, both
belong to the domain FRUIT

FIGURE 3

Schematic overview of near-metonomy (A) and distant-metonomy (B). In near-metonomy, the relation is based on contiguity or association within a

defined semantic domain. In distant-metonomy, the relation is based on an intermediate associated medium (after Handl, 2011, p. 84–89).

basis for assessing semantic evolution and drift (François, 2008;
Newman, 2016). Synchronic polysemous meanings—as well as
colexified meanings cross-linguistically—can be defined by their
inherent relation to each other. With a structuralist semantic model
these lexical semantic relations (Murphy, 2010) are thesaurus-like
references (Melčuk, 1996; Fellbaum, 1998), which can be used
to observe dynamics of meanings and meaning relations in an
evolutionary model. In this model, the prototype or core meaning
of lexemes plays a central role. Core meanings are used as a
quantitative point of reference, against which peripheral meanings
can be contrasted synchronically, diachronically, and in evolution
(François, 2008). Core and peripheral meanings in a synchronic
state thus form a theoretical point of reference for an evolutionary
inference, using a computational phylogenetic model.

As a point of reference, we use a basic matrix model for
reconstructing meaning as well as semantic change, which is

similar to the model outlined by Campbell (Campbell, 2013: 232–
38). In an initial hypothetical state, we assume that a lexeme
has just one (core) meaning. By time, this meaning expands by
polysemy, and in a hypothetical second state, the lexeme carries
two polysemous meanings, of which one is the core meaning. By
meaning change, the initial core meaning may become lost, and in
a third hypothetical state, the lexeme has only the second (originally
polysemous) meaning. The third state implies that semantic change
or shift has occurred (Figure 1). This transition between states is a
hypothetical and simplistic paradigm and should not be seen as an
established evolutionary trajectory: languages may, at any time, be
in any transition between any of these states for any meaning and
any lexeme.

In an evolutionary reconstruction model, this matrix is
schematically reorganized (Figure 2). We have access to observed
feature data, consisting of polysemous meaning variants of lexemes
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TABLE 3 Meaning probabilities at the ancestral node of the

Proto-Indo-European language for the etyma PIE ∗kwel-o- “wheel, circle”

(Cognate ID 79981) and PIE ∗Hróth2o- “wheel, circle”(Cognate ID 80116).

PIE ∗kwel-o- “wheel,
circle” (79981)

PIE ∗Hróth2o-
“wheel, circle”

(80116)

Meaning Probability Meaning Probability

Wheel 0.93 Wheel 0.99

To be 0.56 Chariot 0.86

Take place 0.56 Wagon 0.86

Disc of the sundial 0.56 Round 0.53

To become 0.56 Cylindrical object 0.52

Pole 0.56 To run 0.51

Axis 0.56 To roll 0.51

World axis 0.56 Ring 0.50

Circular object 0.56 Sun 0.50

Ring 0.56 (pl.) cart 0.50

Vault of heaven 0.56 Easy 0.50

Chariot 0.51 Role 0.50

Cart 0.51 To 0.50

Neck 0.50 Cart 0.50

Wagon 0.50 Rotate 0.50

Football 0.50 Wheel-rim 0.50

Ball 0.50 Heaven 0.50

Throat 0.50 Flow 0.50

Circle 0.40 Aura 0.50

Also presented in Carling (2019: 202). Probabilities over 0.75 are marked in italics.

in synchronic states. The total number of meanings of lexemes
in languages are potentially endless, but given the restrictions
provided by the phylogenetic etymological tree (see below for the
rules applied for inclusion of lexemes in etymological trees), the
meaning variables in our data can be seen as categorical variables.
By means of a phylogenetic comparative model, we follow a
procedure where we infer amodel where an etymon can retain, gain
or losemeanings with a certain probability at some time interval. By
this model, we can estimate meaning probabilities for unobserved
internal nodes that are most likely to have preceded the values
displayed by (or inferred for) their descendants, as well as to extract
the gain and loss rates for meanings. This model is described in
greater detail below (Section 2.4).

2.2. Research questions

Our initial research question is whether we can reconstruct
the probability of different meanings at hidden nodes, using
a phylogenetic comparative model. Here, we are interested in
whether a phylogenetic model of semantic reconstruction can be
used in a similar fashion as a model for reconstructing grammar
(Carling and Cathcart, 2021a). Moreover, we are interested in

whether a phylogenetic comparative model for reconstructing
meaning can complement or improve a traditional model of
reconstruction, using the historical-comparative method (cf. the
overview in Section 1.1).

In addition to that, we have several questions concerning the
evolutionary dynamics of meanings, which can be retrieved from
the phylogenetic comparative reconstruction.

First, we want to know whether there is variation in the
evolutionary dynamics of different meanings. If this is the case,
we are interested in whether these differences can be explained by
any of the factors suggested in the literature to impact semantic
change. We are interested in whether the factors may be cultural
(e.g., taboo, related to cultural practices) or whether they refer
to cognitive associations, such as prototypicality (Lakoff, 1987)
or primeordiality (Goddard, 2008). We are interested in these
factors not only from the perspective of individual lexical meanings
or core concept meanings, but also from the perspective of
semantic classes. Further, we are interested in whether there is
any connection between rates of semantic evolution and effects of
frequency (Pagel et al., 2007). Unfortunately, our data is reduced
to culture words, and basic vocabulary would have been more
appropriate to respond to these research questions. However, basic
vocabulary data coded in an appropriate way has not been available
to us.

Second, we want to know whether changes referring to
specific semantic relations are more frequent than others. It
has been suggested that increasing subjectification or rise of
epistemic meanings is a more frequent type of change (Traugott,
1989), and that bidirectional metaphors are more frequent than
unidirectional (Sweetser, 1991). However, we aim to expand the
study of directionality of semantic relations to a higher number of
possible relations, such as metonomy, metaphor, generalization or
specialization (see Section 2.3).

2.3. Data: original data, recoding, and
additional coding for the current study

The data set used is retrieved from five different data sets of
“Culture words” from the lexical section of the DiACL database
(Carling, 2017): Culture words for Indo-European, Caucasus,
Turkic, Uralic, and Old Middle-Eastern non-Indo-European. All
data has been published in the Mouton Atlas of Languages and
Cultures (Carling, 2019) and is openly available, both in the
database DiACL as well as in an online repository at Zenodo,2

which harbors the version of the data published in the atlas
(Carling, 2019; Appendix 3b). The data has been recoded and
prepared for the current publication. Both the data structure and
the recoding will be described below.

The data consists of lexeme lists in languages, which have been
compiled using a concept list (Poornima and Good, 2010; List
et al., 2016; Dellert and Buch, 2018). In this specific case, the lists
constitute of culture terms reflecting cultural objects and activities
of high age and importance, which have been in daily use at least

2 https://zenodo.org/communities/diacl/edit/

Frontiers inCommunication 05 frontiersin.org

https://doi.org/10.3389/fcomm.2023.1126249
https://zenodo.org/communities/diacl/edit/
https://www.frontiersin.org/journals/communication
https://www.frontiersin.org


Carling et al. 10.3389/fcomm.2023.1126249

TABLE 4 Concepts and their classifications, based on their mutual patterns of colexification (Carling, 2019, p. 189–93), and the change rates (=loss

rates), excluding the loss rates of connected polysemous meanings.

Classification Word list item Change rate Classification Word list item Change rate

ACTIVITIES TO PLOW 0.77 PREDATOR ANIMALS BEAR 0.18

ACTIVITIES TO SEW 0.38 PREDATOR ANIMALS JACKAL 0.32

ACTIVITIES TO SOW 0.54 PREDATOR ANIMALS LEOPARD 0.41

ACTIVITIES TO SPIN (THREAD) 0.59 PREDATOR ANIMALS LION 0.16

ACTIVITIES TO WEAVE 0.5 PREDATOR ANIMALS LYNX 0.24

CATTLE BULL 0.48 PREDATOR ANIMALS SNAKE 0.56

CATTLE CALF 0.62 PREDATOR ANIMALS WOLF 0.33

CATTLE CATTLE 0.71 PREDATOR ANIMALS FOX 0.32

CATTLE COW 0.54 PREDATOR BIRDS EAGLE 0.15

CROPS FLAX 0.49 PREDATOR BIRDS OWL 0.25

CROPS GRAIN (GENERIC) 0.64 PREDATOR BIRDS RAVEN 0.39

CROPS OATS 0.41 PRODUCTS HONEY 0.35

CROPS RYE 0.19 PRODUCTS HOPS 0.17

CROPS WHEAT 0.46 PRODUCTS MILK 0.34

CROPS BARLEY 0.34 PRODUCTS SALT 0.31

DOMESTIC ANIMALS CAT 0.19 PRODUCTS WAX (BEES) 0.77

DOMESTIC ANIMALS DOG 0.26 PRODUCTS WOOL 0.39

DOMESTIC INSECTS BEE 0.29 SEASONS AUTUMN 0.47

DRAFT ANIMALS DONKEY 0.32 SEASONS HARVEST 0.63

DRAFT ANIMALS HORSE 0.38 SEASONS SPRING 0.49

DRAFT ANIMALS OX 0.51 SEASONS SUMMER 0.36

DRINK AND DRUGS MEAD 0.4 SEASONS WINTER 0.33

DRINK AND DRUGS WINE 0.27 SMALL CATTLE GOAT 0.45

GAME ANIMALS BISON 0.34 SMALL CATTLE LAMB 0.49

GAME ANIMALS DEER 0.56 SMALL CATTLE RAM 0.54

GAME ANIMALS HARE 0.3 SMALL CATTLE SHEEP 0.58

GAME ANIMALS RABBIT 0.38 SMALL CATTLE KID 0.54

GAME ANIMALS WILD BOAR 0.58 TILLAGE CULTIVATED FIELD 0.57

IMPLEMENTS KNIFE 0.5 TILLAGE FURROW 0.56

IMPLEMENTS SAW 0.55 TILLAGE PLOW 0.56

IMPLEMENTS SCYTHE 0.62 TREES ASH –

IMPLEMENTS SICKLE 0.57 TREES BEECH –

IMPLEMENTS SPADE 0.56 TREES BIRCH 0.12

MATERIALS MEAT 0.55 TREES ELM –

MATERIALS LEATHER 0.63 TREES OAK –

MATERIALS FUR 0.65 WEAPONS ARMY 0.36

MATERIALS GREASE 0.67 WEAPONS ARROW 0.52

MATERIALS STONE 0.52 WEAPONS AX 0.45

MATERIALS WOOD 0.69 WEAPONS BOW 0.42

METALS COPPER 0.42 WEAPONS SHIELD –

METALS GOLD 0.21 WEAPONS SPEAR 0.42

(Continued)
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TABLE 4 (Continued)

Classification Word list item Change rate Classification Word list item Change rate

METALS IRON 0.25 WEAPONS SWORD 0.38

METALS SILVER 0.28 VEGETABLES & FRUIT APPLE 0.3

PIG RAISING PIG 0.63 VEGETABLES & FRUIT GRAPE 0.54

PIG RAISING PIGLET 0.65 VEGETABLES & FRUIT TURNIP 0.42

POULTRY CHICKEN 0.47 VEHICLES AXLE 0.56

POULTRY DUCK 0.26 VEHICLES HUB 0.57

POULTRY HEN 0.51 VEHICLES WAGON 0.58

POULTRY ROOSTER 0.44 VEHICLES WHEEL 0.48

VEHICLES YOKE 0.37

since the Chalcolithic 7,000–5000 years BP (Carling, 2016, 2019;
Carling et al., 2019a,b).

2.3.1. Coding of cognacy
The data is coded for cognacy. The model used in the data

differs slightly from cognacy coding in lexicostatistical models.
First, the data allows for polymorphic coding, i.e., more than one
lexeme per concept is allowed in individual languages. This coding
type occurs in lexicostatistics, but there is an ongoing discussion on
how it impacts chronological calculations, which means that it is
not preferred (Dunn, 2014; Chang et al., 2015). Another difference
of our data compared to a lexicostatistical data set is that cognacy is
expanded beyond lexemes that have retained the concept meaning
diachronically, to include lexemes of synchronic variation as well as
completely changed meaning diachronically. This means that the
cognacy coding, which we label etymological coding (and use the
term etymon for cognates), is built around trees, including lexemes
of various degrees of deviating semantic meaning (Carling, 2019,
p. 179–89). According to the policy of the data (Carling, 2019, p.
181–82), lexemes are kept in etyma if they:

• Include derivations that do not alter the concept meaning,
• Include semantic change as long as the basic derivation

(root+morpheme) is kept,
• Include also changes of word class in semantic change.

We are aware that the decision to include etymologies of
changed meaning may give rise to inconsistencies and impact the
results. However, we also believe that including this coding from
the original data may give a more interesting result on semantic
evolution. The problem and its potential impact on phylogeny, in
particular tree structures and time-depth calculations, is discussed
at length in the paper by Chang et al. (2015).

2.3.2. Standardization of polysemous word
meanings

The original data set was manually coded and retrieved from
various sources, mostly dictionaries, but also fieldwork. This
resulted in an uneven status of the data, where some languages and

lexemes had more detail in their semantic information, whereas
other languages were less informative. An important aim for
the current project was to standardize the various polysemous
meanings given by different lexemes, as well as to standardize
these meanings to avoid unnecessary redundancy in the data.
Compared to the original meanings extracted from dictionaries
and fieldwork of the database, the data of the Mouton atlas
contained a substantial standardization of dictionary meanings
(Carling, 2019). However, this standardization was not sufficient
for the current project, and therefore, a further standardization
and simplification was necessary. The first step was to harmonize
all redundant forms given for various meanings, such as “round
fleshy fruit of the species Malus malus” for “apple,” or “female
deer,” “female of the species Capreolus capreolus” for “doe.” Other
examples of redundancy included very close synonyms, such as
various sub-species of animals or explanations using different terms
with almost similar meaning. The standardization process was
done systematically by searching the meaning fields of the data.
Redundant explanations were removed, very close synonyms were
conflated, and references were standardized (e.g., “young animal”,
“young of animal”, “young of the animal”). In the process, external
databases such as CLICS were consulted, but the process was
mainly done by internal leveling of redundancy. After the process
was completed, the data consisted of 21,874 meaning tokens and
6,224meaning types, distributed as polysemousmeanings of 16,679
lexemes, compiled from the original list of 104 concepts (Table 1).
This data formed the basis for the coding of semantic relations,
described in next paragraph.

2.3.3. Coding of semantic relations
The literature lists a number of semantic relation types, which

form the basis for semantic change or shift (Lyons, 1963;McMahon,
1994; Geeraerts, 1997; Durkin, 2009; Murphy, 2010; Newman,
2016). For our coding, we wanted to include as many relations
as possible, meanwhile keeping a system that was representative
as well as possible to handle by the phylogenetic comparative
model. We established a matrix of semantic relations, for which we
defined coding motivations to work with when defining relations
for the 6,224 meaning types. The meaning relations were coded
between the concept meaning (e.g., APPLE, WOLF, GOLD) and
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each polysemous meaning for every lexeme individually (defined
by their Lexeme ID) (Supplementary Table S1). In cases where
the meaning was completely changed, we used the dominant
concept meaning of the etymon as the basis for contrast (see above
under Section 2.3.1.).

We used both linguistic and database-related sources for
establishing a semantic relations matrix. For establishing our main
types, we used comparative linguistic observations of frequent
semantic relations occurring in semantic change, based on the
sources (Bloomfield, 1933; Hock, 1991; McMahon, 1994; Campbell,
2013). Further, we used the WordNet corpus (version 3.1) to
define and motivate the coding (Fellbaum, 1998). We distinguished
seven semantic relation types (which were arbitrarily numerated):
(0) no change/synonym, (1) metaphor, (2) distant-metonomy, (3)
generalization, (4) specialization, (5) holonomy, (6) meronymy,
and (7) near-metonymy. These relations were divided into two
main groups, defined as whether the semantic relation was kept
within the extended semantic domain (3–7), or outside of the
semantic domain (1–2) of the concept meaning (Table 2, see further
description below).

Besides synonymy, which we made equal to no change (0), we
followed the WordNet design and search functions (Tengi, 1998),
for establishing four hierarchical relations:

• Generalization (extension/ broadening/ widening/
hyponymy) (3) was defined by an is-a or is-a-kind-of-
relation. Examples from the data include, e.g., APPLE : fruit,
BARLEY : grain, BISON : cattle, CATTLE : animal, LEOPARD :
large cat, WOOD : material.

• Specialization (narrowing/ restriction/ hypernymy) (4) was
defined by an is-a or is-a-kind-of relation, but with the order
of concept and meaning reversed, compared to generalization
(3). Examples from the data include, e.g., female wild boar :
WILD BOAR, she-wolf : WOLF, bacon : MEAT, wooden plow :
PLOW, mill’s wheel : WHEEL.

• Holonymy (synechdoche) (5) was defined by a is-part-of-a-
relation. Examples from the data include, e.g., APPLE : apple
tree, AUTUMN : year, AXLE : wagon, HORSE : flock of horses,
MEAT : body.

• Meronymy (synechdoche) (6) was defined by a is-part-of-a-
relation, but with the order of concept and meaning reversed.
Examples include FLAX : fiber of flax, KID : meat of kid,
SUMMER : June, WHEAT : husk, TURNIP : root.

However, we did not follow the WordNet design in coding
antonymy. Even though antonymy contributes to semantic
change (Traugott, 2017), antonymy is relatively rare in
polysemy and semantic shift (Campbell, 2013, p. 221–46).
The reason for excluding antonymy was simple: we found no
examples of antonymy in polysemous meanings while coding
the data.

Besides these WordNet-based relations, we included metaphor
and metonomy. Of these two, metaphor was easier to define, in
particular since there is a rich literature on metaphor and its role in
semantic shift (Lakoff, 1987: 203–13; Sweetser, 1991; Traugott and
Dasher, 2002; Geeraerts, 2010). Our definition of metaphor focused
on two main relational characteristics, similarity and analogy, for

which we used the following formula (these two types were not
differentiated in the coding):

• Similarity: “meaning 1 is similar to 2 (both are x in
their appearance)”

• Analogy: “meaning 1 is similar to meaning 2 (both can be
characterized as x)”.

There are numerous examples from the data of both these types,
e.g., WHEEL : football (both are round), SWORD : tooth (both are
sharp), SUMMER : fire (both are hot), RYE : hundred (both are
numerous), HUB : compass (both are round), LION : giant (both are
large). Metaphor was often coded for cases of word class shift, e.g.,
WHEEL : easy (both run easily). We also coded relations between
agent, action, and object (with or without further metaphorical
connections) as metaphor (Geeraerts, 2010, p. 210–13). This often
pertained to different word classes, e.g., TO SPIN : sinew, WOLF :
to strangle.

The literature on metonomy (Panther and Radden, 1999;
Geeraerts, 2010, p. 213–22; Littlemore, 2015) regards this relation
as closely related to or a specific type of metaphor. Different
from metaphor, the literature defines metonomy by association
or contiguity rather than similarity. A standard definition invokes
the number of domains involved in the conceptualization process
(Geeraerts, 2010, p. 215f): metaphors involve two domains,
metonymies only one (Lakoff, 1987). Initially, we decided to
follow a basic distinction and define metonymy by a formula
“meaning 1 is associated to meaning 2, by means of the common
denominator/process/connection x”. However, once the first round
of coding was done using this definition, it turned out that
metonomy was, compared to the other semantic relations, both
much more frequent and much more heterogeneous. Metonymy
relations spanned over a large number of substantially different
meaning relations. We decided to implement a coding system that
distinguished two types, near-metonomy and distant-metonymy.
To do so, we implemented a notion of domain as a central concept
in the distinction of metonomy (Handl, 2011, p. 86–97; Littlemore,
2015, p. 53–59). We defined two relations, labeled “near-
metonomy” and “distant-metonomy,” based on the differentiation
whether the semantic relation involved a part-for-whole/whole-for-
part relation or association within a defined domain (Figure 3A).
Examples for near-metonomy from the data include CATTLE :
foal, COPPER : bronze, DEER : cow, FAT : butter, FUR : skin,
SAW : ax, SICKLE : wood, SPADE : ditch. In a case where the
relation was mediated by an intermediate associative medium, the
relation was coded as “distant-metonomy” (Figure 3B). Examples
for distant-metonomy include ARMY: nation, AUTUMN : fever,
AX : plowshare, BEE : honey, CHICKEN : year.

2.3.4. Classification of concepts
To understand results and test some correlations, we grouped

our list of concepts into classes. Before testing the change rates
of al 6,224 meanings of our data, we classified the original 104
core concept meanings. The concept list targets culture terms,
including concepts that are considered to have been in daily use
in the Eurasian context since the Chalcolithic period. For our
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FIGURE 4

Change rates of concepts, including the co-occurring meanings in etyma.

classification of concepts into semantic subgroups, we decided
to reuse the classification of the original publication of the data
(Carling, 2019). This groups concepts into classes according to

their cultural usage and how they cluster by colexification. This
classification of all core concepts is given in Table 4. In a way,
it is circular to use a classification partly based on colexification
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FIGURE 5

Change rates of concepts, organized by classes (cf. Table 4).

for testing change rates retrieved from patterns of colexification.
However, there are large discrepancies between the classes, which
we believe depend on semantic properties, and the classification is
clearly contributing to our understanding of these patterns, as we
will see Section 3.

2.3.5. Coding of semantic properties of concepts
As we have described above, we are also interested in various

factors that may affect semantic change rates, either cultural
factors (e.g., taboo, cultural practices) or cognitive associations,
such as prototypicality (Lakoff, 1987) or primeordiality (Goddard,
2008). To test this, we decided to code our 104 concepts
according to several pre-defined semantic properties, which
were of both cognitive and cultural nature. The selection of
properties was partly restricted by the predefined concept list
that we had at our disposal. First, we distinguished parts
of speech for all concepts: nouns, verb, and adjectives. For
instance, the concept list did not contain basic vocabulary
or concepts referring to human beings of different sexes.
Following a semantic model of basic entity properties, we
coded the following distinctions (Frawley, 1992, p. 62–139):
animacy/inanimacy, count/mass, concrete/abstract, as well as
sharp/blunt and oblong/round. For cultural connotations and
practices, we decided to code a number of different variables,
which pertained to subsistence, farming practices, etc. Following
the classifications and descriptions of the concepts in the

original Mouton atlas (Carling, 2019), which were based on
several classification codes of cultural and ethnographic studies
(Lomax et al., 1977; Barker, 2006; Murdock, 2008; Kirby et al.,
2016), we coded several inherent properties of concepts, e.g.,
culture/nature, large farming/small farming, domestication/non-
domestication, industrial manufacturing (Y/N), slaughtering or
vehement preparation (Y/N), light preparation (Y/N), food
substance (Y/N), persistent/non-persistent, taboo/non-taboo. We
will not go into further detail about the cultural property
classifications here, since they (with one interesting exception)
showed no significant correlation to the semantic change rates, as
will be further described below. A further factor was to test causality
of borrowing patterns in the data, for which we used borrowability
metrics from our own data as well as fromWOLD (Haspelmath and
Tadmor, 2009b).

2.4. Reconstruction by a phylogenetic
comparative model

The phylogenetic comparative inference (cf. also the
description in Carling, 2019, p. 201) adapts a model of meaning
change, which assumes that an etymon, including all lexemes
present in an etymological tree, can gain or lose a given meaning
at some time interval with a certain probability. We chose a single
optimized probability value over a probability distribution. The
applied model is based on the notion of Markov process of gain
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FIGURE 6

Violin plot visualizing the distribution of change rates for the cultural factor of TABOO ANIMAL (YES/NO), including the concepts CROW, SNAKE,

LEOPARD, WOLF, FOX, JACKAL, LYNX, BEAR, LION, and EAGLE.

and loss probabilities, and has previously been used for typological
data (Maslova, 2000). The inference uses Glottolog trees for
all families (Hammarström et al., 2021), including polytomies
(Supplementary Table S9, plus online material3). The choice
of time interval is between a proto-language and its daughter,
including language subgroupings (not using an actual time depth).
These choices (optimized probability and exclusion of time
intervals) were motivated by simplicity, given the complexity of
the input data. The model estimates the gain/loss of each lexical
meaning independently. For a meaning M, the model estimates
two probabilities: (1) that of gaining the meaning M when absent,
(2) that of losing the meaning M when present.

All different lexical meanings in the etyma allow an estimation
of these probabilities at hidden nodes and roots of etymological
trees. The dataset contains precursors (i.e., earlier states of
languages), indicating that we sometimes may record an original
meaning change of a lexeme in an etymon. However, the probability
that an unknown node had a meaning M in an etymon is estimated
from the proportion of attested languages with the meaningM. The
probability of losing M is reflected in the number of changes to
other meanings than M, where the expected original meaning was
M, relative to the number of retentions of the meaning M.

3 https://zenodo.org/record/7767455#.ZB26snbMKDg

Once the gain and loss probabilities are known, the probability
of a certain meaning at hidden nodes and the root is calculated
from meanings of the leaf nodes using the peeling algorithm
(Felsenstein, 2004, p. 253–54). The model excluded loans and runs
the model for all 1,165 etymological trees in the dataset. The
resulting trees have probabilities of presence of all meanings at
hidden nodes of the trees. The original data contained a coding
of the semantic relation between the concept meaning and the
colexified meanings of lexemes in etyma (see Section 2.3). The
model has the problem that it cannot distinguish precisely which
meaning diachronically changed into which meaning inside the
etymological tree. Therefore, the model estimates the change
type at branches between nodes based on the meanings of the
attested languages. The probability is calculated individually for
each lexeme and each meaning in the data. This problem is
also valid for the reconstruction of the change types (semantic
relations, Section 2.3), which were coded between the concept
meaning in relation to different meanings of a lexeme. Therefore,
the probability to change was computed based on each meaning
and each lexeme individually. Since the model cannot reconstruct
which meaning turned into which meaning inside an etymon, the
occurrence of semantic relations is an estimation based on the
assumption that the concept meaning is primordial also in earlier
states of the etymological tree. Any other meaning relation cannot
be estimated by the model. However, despite this shortcoming of
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FIGURE 7

Violin plot visualizing the distribution of change rates for the property factor of ANIMATE (YES/NO).

the model, we believe that it will be possible to estimate the relative
frequency of different change types pertaining to meaning relations
by means of this model. The outcome of our study and the results
will be further described below under Section 3.

3. Results

3.1. Reconstruction probabilities at
hidden nodes

The result of phylogenetic comparative model, described
in Section 2.4, consists first of reconstructed probabilities of
presence (ranging from 0 to 1) of all lexemes at hidden nodes
of all 1,165 etyma in our data (Supplementary Table S2). There
are 70,750 reconstructed meaning probabilities (ranging from
0 to 1) at 86 ancestral nodes (Supplementary Table S3) inside
etymological trees. The computation made use of Glottolog
trees, and therefore the naming of ancestral nodes follows the
Glottolog standard. The folder (Supplementary Table S9) gives all
reconstructed etymological trees, including probabilities for each
meaning at the root and at attested stages (but not at intermediate
nodes, this information is given in Supplementary Table S2).
Meanings with a probability larger than 0.75 are marked by green
in the reconstruction (Supplementary Table S9).

Looking at the result, we notice that the reconstruction
at the most ancestral hidden node (i.e., the root) reflects all

meanings given in languages included in an etymon. However,
only one or two meanings typically reaches over a threshold of
a probability of 75%. Our first research question targets how
well these reconstructions match with reconstructions by the
comparative method.

As an example to begin with, we may consider two frequently
discussed etyma in Indo-European linguistics, the two lexical roots
for “wheel” (Carling, 2019, p. 345–54; Heggarty, 2014) (Table 3).
Like in many of our reconstructions, most meanings end up at an
intermediate probability (around 0.5). This is likely an artifact of
the method of reconstruction, such as the model’s failure to resolve
polytomies and a minimization strategy favoring parsimony. This
results in a model where a single language carries as much weight
as all other taxa, and the choice of anothermodel, such as a Bayesian
MCMCmodel, could have improved the outcome.

The examples given in Table 3 present results for the
reconstruction of two roots that are relatively straightforward. Not

all reconstructions are as evident as these. We may take a few other

samples of more complex etymologies to see how well the method

works in contrast to reconstruction by the comparative method.

If we look at the Proto-Indo-European lexical root ∗gwolbho-

“uterus” (Mayrhofer, 1986, p. 6474) (Cognate ID 55264) the most
likely meaning rendered to the proto-language is “womb” (0.57),

even though a substantial part of the lexemes of the etymon

are from Germanic languages with the meaning “calf ” (which
is also the concept meaning for this etymon). In this case, the
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model suggests a “correct” meaning, even though the certainty is
relatively low.

In the case of Middle English Garran, English garron, Scottish
Gaelic gearran and Spanish garañón (Klein, 1966, p. 641), an
etymon restricted to Romance, Celtic and Germanic, the model
reconstruct the meaning “horse (pejorative)” as most likely
(Cognate ID 56748), which is an interesting result, given that this
is aWestern Indo-European root for “horse,” existing besides other,
more well-established roots for “horse.” It is also possible that the
word is a migration term.

In many cases, the model is not capable of giving any clear
result. An example is the Germanic etymon Proto-Germanic
∗stoda- n. “flock” (Cognate ID 56683), with the meaning “flock,”
“flock of horses” “horse,” “stud,” “mare” etc. distributed in Germanic
languages, and parallels in Balto-Slavic, with the meaning “herd,
flock,” and “flock of horses” e.g., Old Church Slavonic stado
“herd, flock” (Kroonen, 2013). All occurring meanings in the
reconstruction come up with a probability around 0.5.

Etymology is a tricky and complex issue, and the results of
our reconstruction will not solve this problem—the probability
results will not replace or even improve the reconstructions by
the comparative method. For instance, there are many examples
in which the interpretation of the data coding may have affected
the result. This is particular the case in which a specific stance
has been taken on whether a word has been borrowed at an
early state alternatively is an early migration word. An example
is the word for “donkey” (Cognate ID 56767), Gothic asilus, Old
English esol, eosol, Italian asino, Scottish Gaelic asal, Russian osël
etc. The conglomerate is often considered to be an early migration
word (Kluge, 2002, p. 174–75), which is coded as cognate in our
model (Carling, 2019, p. 185–86). The model comes up with a
high probability of the meanings “donkey” (1.0), “wild ass” (0.77),
and “onager” (0.77) at the root (here defined as “Indo-European,”
but rather a Western Indo-European proto-language). The result
would have been different if another policy for rendering loans and
migration words had been used in the data.

Therefore, we are not fully capable of giving a complete and
adequate answer to our initial research question (see Section
2.2), whether a comparative phylogenetic method can be used to
reconstruct meaning at hidden nodes. The current paper cannot
come up with a solution to quantify the results, as has been
done in (e.g., Carling and Cathcart, 2021a,b) for grammatical
data. In evident cases, where the meaning has been preserved in
most branches of the tree (e.g., PIE ∗kwel-o- and PIE ∗Hróth2o-
“wheel” above), the phylogenetic comparative model confirms a
reconstruction by the comparative method in giving the most
preserved meaning as the most likely original one. In cases
where an earlier branch has preserved a more archaic meaning,
which then has changed in other branches (cf. ∗gwolbho- “uterus”
above), the model still gives the archaic meaning as more likely,
but is hesitant about the result. In complex cases with many
meaning options distributed over the tree, the model cannot
come up with a result (Proto-Germanic ∗stoda- “flock” above).
However, a screening and evaluation of the 1,113 etymologies
(Supplementary Table S9) of our data makes us confident about
the fact that the model can be used a basis for assessing semantic
evolutionary trends, as outlined in the research questions under
Section 2.2.

3.2. Meaning gain and loss

Next, the model is used as a basis to infer meaning gain
and loss (see Section 2.4) to assess the evolutionary dynamics
of different meanings, concepts and semantic classes. The
result (Supplementary Table S4) gives the transition probabilities
of meanings of lexeme IDs, using attested languages and
including results from transitions between states of hidden nodes
(Supplementary Table S3), involving all families and excluding
loans. The result distinguishes four types of probability of change:

• P(0|0) = The probability (of a lexeme) not to have a meaning
after not having a meaning

• P(1|0) = The probability (of a lexeme) to gain meaning after
not having meaning

• P(0|1) = The probability (of a lexeme) to lose meaning after
having meaning

• P(1|1) = The probability (of a lexeme) to keep meaning after
having meaning

Four additional columns in the file (Supplementary Table S4),
#(0|0), #(1|0), #(0|1), #(1|1), give the number of transitions used
to compute the probability for each meaning of a lexeme. Most
meanings in the result set have very few data points underlying
the computed probability, and therefore, these numbers are of
importance to clean the results. The file contains the result for
all 6,224 meaning types in the data. If all lexeme IDs with the
same meaning are converged by the weighted arithmetic mean
(proportional to the number of transitions), the resulting number
of meanings is 3,442, given in the file (Supplementary Table S5).
In this study, we are mainly interested in rates of change, which
we equal to loss rates, i.e., the probability to lose a meaning
after having the meaning P(0|1). The information about keeping
meaning is coded by the attested semantic relation (0) as well as in
the probability P(0|0).

However, a plot demonstrating the distribution of change
rates for all meanings (Supplementary Figure S6) indicates a large
variation by meanings for which the reconstruction is based on
fewer than 15 datapoints. After removingmeanings with fewer than
15 datapoints, 262 meanings remain. These meanings, including
their loss rates, are given in Supplementary Table S7, with their
involved core concepts in Supplementary Table S8. As we can see
in these files, the meanings range from almost complete stability
(0.11 probability to change) to almost complete instability (0.99
probability to change). In trying to explain and understand the
result, we have to break down the list, merge by concept and class,
and test possible explanations, discussed in Section 2.1.

3.3. Possible explanations and correlations
of loss rates

The results concerning change rates of various meanings, as
indicated before, show a large variation. We compute the results
in two different ways, one that give the change rate of concept
meanings only (Table 4) and one that give the rates of concept
meanings, including meanings occurring in etyma with concepts
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TABLE 5 Summary of main correlations between semantic change rates

and cultural features/ semantic properties.

Lower change rates =
More stable

Higher change rates =
Less stable

Animate Inanimate

Taboo Non-taboo

(Figure 4). As we can see from this graph, the variability increases
substantially when all meanings occurring in etyma are added to
the concepts. However, the graph also indicates that there are
substantial differences between concepts: concepts with low change
rates have a low variability in the change rates also of connected
meanings, whereas concepts of higher change rates have a higher
variability in change also of connected meanings. The variability
increases even more when concept meanings and meanings of
etyma are grouped by their semantic classes (Figure 5). Some of
the classes have a very low variability, such as DOMESTIC ANIMALS

and TREES. However, these results are mainly to be explained by
a low number of involved concepts and little data rather than low
variability in change.

One of our initial aims was to look for cultural explanations
of change rates (2.1–2.2). It is tempting to think of cultural
explanations when one realizes that, e.g., CATTLE and SMALL

CATTLE have higher change rates than wild animals (PREDATORS

and GAME ANIMALS), WEAPONS and TILLAGE higher change
rates than METALS, and so forth. All these cultural factors are
discussed in the original publication of the data (Carling, 2019)
and it is also clear that cultural factors have an impact on
borrowing, as is demonstrated in another study on our data
(Carling et al., 2019a). For that purpose, we initiated a coding
of all concepts meanings pertaining to cultural factors. We ran
correlation tests between all coded cultural semantic properties
(2.1) and change rates but found no correlation between change
rates and cultural factors, with one interesting exception, namely
the factor TABOO (here only taboo animals). After a first testing
of the change rates of concepts and their coded properties, we
removed the property coding that gave no results and focused
on the properties that showed a result. After this first testing
round, only one cultural feature remained (taboo animal), but
several of what we labeled “cognitive” properties remained. The
properties that showed a significant correlation to change rates
we expanded to embrace all 262 remaining meanings, not just
the concept meanings (Table 4, Figure 4), and then we ran
renewed tests.

To test correlations, we ran a logistic regression test
by the package rms in R. We compute the pseudo R2

by a Hosmer–Lemeshow test, calculated significance by a
likelihood ratio p-value, and visualized by the packages ggplot2
and dplyr.

The first factor to test was word class. We found a small
negative correlation between change rate and nouns (pseudo R-
square: 6.41% p-value: 0.0008) and a small positive correlation
between change rates and verbs (pseudo R-square: 5.61% p-value:
0.0031). This result is interesting but should possibly be taken with

a grain of salt. First, the concept list contains relatively few verbs,
and they all show high change rates. Second, it was not possible to
account for verbal and nominal derivation in a systematic fashion
inside the data, which would potentially affect the outcome.

Moving over to cultural semantic features, we found no
correlations, with an interesting exception: in the cultural list,
meanings coded as TABOO (Y/N), including the concepts CROW,
SNAKE, LEOPARD, WOLF, FOX, JACKAL, LYNX, BEAR, LION, and
EAGLE, showed a negative correlation to change rates (pseudo R-
square: 24.52% p-value: < 0.0001) (Figure 6). In fact, the taboo
animals are among the meanings that show the lowest change rates
of the data (Figure 4). In historical linguistic literature, taboo is
listed as a key factor triggering semantic change (Hock and Joseph,
1996, p. 231–34), which is probably also correct: languages typically
have a number of euphemistic terms for feared and despised
animals, such as wolf and bear. However, our results indicate
that the basic lexemes for these animals almost never change,
which could possibly be an artifact of that they are not used; the
euphemistic terms are used instead (cf. Concluding discussion).

If we look at the properties that we label as “cognitive”, i.e.,
inherent properties of entities that impact how they are classified
in, e.g., gender and classifier systems (Corbett, 1991, p. 7–32;
Frawley, 1992, p. 62–139), we found a negative correlation between
ANIMACY=Y and change rate, indicating that animate nouns
have lower change rates and inanimate nouns higher change
rates (pseudo R-square: 3.88% p-value: 0.0005) (Figure 7). For the
properties MASS/COUNT and ABSTRACT/CONCRETE there was no
significant correlation. We summarize the most important findings
in Table 5.

A further problem worth investigating is the relation between
semantic change and the degree of borrowing (or borrowability)
of a lexical concept. The original data contained information
about loans, including the source and target language of lexemes
in the data. The borrowability of concepts were established by
computing the rate of certainly borrowed lexemes for each concept,
a computation performed in an earlier publication of the same
data (Carling et al., 2019a). Our semantic change rates are based
on a version of the data set that excludes loans, i.e., loans were
excluded before the model was run on the data (2.4). This was
done to reduce any noise pertaining to semantic change due to
borrowing. We therefore run the semantic change rates against the
borrowability scores (i.e., the rates of borrowing for all concepts)
of our data (Figure 8, DiACL) as well as against the borrowability
scores for the same concepts in the World Loanword Database
WOLD (Haspelmath and Tadmor, 2009b) (Figure 8, WOLD). For
the purpose of contrasting DiACL and WOLD, we used the
recoding of the WOLD data of the previous study of borrowability
of lexical concepts, based on the same data as in this study (Carling
et al., 2019a). We found small negative correlations between change
rate and borrowability (Figure 8). The correlation was stronger
against the WOLD score (R = −0.22) than against our own data
(R = −0.18). These correlations were not significant at the 0.05
level, but they are significant at the 0.1 level. Although the evidence
is weak, this indicates that lexemes that are more likely to be
borrowed are less likely to change semantically (see Concluding
discussion below).
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TABLE 6 Overview of distribution of transition types, defined by their semantic relation, including no change, distant-metonomy, near-metonomy,

metaphor, specialization, generalization, meronomy, and holonomy.

Semantic relation Coding
number

Number of
transitions

Percentage
of all

transitions

Percentage
of 10.987
change

transitions

No change or very close synonym 0 10.702 49% —

Metonymy (distant-metonomy, outside domain) 2 3,558 16% 32%

Metonymy (near-metonomy, within domain) 7 2.355 11% 21%

Metaphor (change by similarity) 1 2.193 10% 20%

Specialization/ narrowing/ restriction/ hypernymy 4 1.510 7% 14%

Generalization/extension/broadening/widening/hyponymy 3 1.039 5% 9%

Meronymy/synechdoche (whole-to-part relationship) 6 225 1% 2%

Holonymy/synechdoche (part-to-whole relationship) 5 107 0% 1%

Total 21.689 100% 100%

FIGURE 8

Semantic change rate (x) and borrowability (y) of concepts in the data set, based on the borrowability scores of our own data (DiACL) and the World

Loanword Database (WOLD). The graph indicates a negative correlation between change rate and borrowability, which is stronger in the global

sample (WOLD) than in our own data (DiACL).

3.4. Evolution with respect to semantic
relations

The results of the reconstruction of the coded semantic
relations are interesting as well (see Section 2.4 for a description
of the model and Table 2 for an overview of the coding). There

are 21,689 meaning transitions for which the type of change
was computed (Table 6). Of these transitions, almost half (49%)
represented no change. If we remove the transitions that imply
no change, we are left with 10,987 change transitions. The most
frequent change was distant metonymy at 16% of all transitions
(32% of change transitions) and near-metonomy at 11% of all
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(21% of changes). Considering the difficult distinction between
these two types (see Section 2.3), it is noteworthy that metonomy
was by far more frequent than any other change type, together
representing 27% of all transitions (53% of changes). After that,
we find metaphor, 10% of all transitions (20% of changes). The
is-a-type transitions are all found at lower levels: specialization at
7% of all transitions (14% of changes), generalization at 5% of all
transitions (9% of changes), meronymy at 1% of all transitions
(2% of changes) and holonymy at 0% of all transitions (1% of
changes). These figures are interesting. Apparently, a move from
more general to more special is more frequent: specialization is
more frequent than generalization, meronomy is more frequent
than holonymy. However, the is-a-changes outdo only 13% of all
transitions (26% of changes), putting them way behind metonomy
and metaphor in frequency. Concerning distant and close change
(see Section 2.1), we found that 49% of transitions imply no
change, 26% of transitions a distant change and 24% of transitions
a close change (see Section 2.3). Among changes, the distribution
of distant and close changes (in or outside of a semantic domain)
were almost evenly distributed. All these numbers will be further
discussed below.

4. Concluding discussion

The current study aimed at understanding the mechanisms of
semantic evolution, using a quantitative approach. The study has
several shortcomings and the results give rise to many questions.
However, since there are relatively few computational studies on
semantic evolution, we believe that our study can contribute to the
field. In this section, we will analyze results and point out some
strengths and weaknesses of the performed model, method, data,
and result.

We selected to use a model where we take generalized concepts,
or prototype words, as a basis for the investigation. The concept
model is relatively well established for studying semantic typology
and colexification (François, 2008; Poornima and Good, 2010;
Jackson et al., 2019; Rzymski et al., 2020). In our study, we made
a distinction between concepts (WOLF) and polysemous meanings
of concept lexemes (e.g., she-wolf). The concept meaning is then
normally one of the polysemous meanings of a lexeme (WOLF:
wolf, she-wolf) (Carling, 2019). When we code the semantic
relation between the concept word and its colexifying meanings,
we used a model that is similar to the extension of diachronic
semantic networks used in the study by Georgakopoulos and Polis
(2021). This coding of semantic relations between concept words
and colexifying meanings served a special purpose: to make a
quantitative study of various semantic relation types.

Our first aim was the reconstruct the probability of presence
of various meanings at earlier states in lexical etyma, using
a phylogenetic model. This aim was inspired by similar
reconstructions of comparative concepts in typology (Dunn
et al., 2011; Carling and Cathcart, 2021a). Compared to similar
reconstructions of typology, both the ingoing data as well as the
result of semantics are much more complex and variating. In
typology, we typically have a general feature (e.g., WORD ORDER)
with a defined number of unique variants (SOV, SVO, VSO, OVS,

OSV, SOV), of which the data consists of one of these variants
in a synchronic layer. Our data for the semantic reconstruction
was constituted by polysemous meanings in individual languages
in etymological trees. The number of meanings in a synchronic
layer ranged from 1 to 8, but even though the meanings were
standardized, our 104 concept meanings colexify with 6,224
meaning types (21,874 tokens). These meanings formed the basis
for the reconstruction, which has several consequences. First, many
meanings were reconstructed with a medium certainty (0.50),
but they did not disappear either (cf. the discussion under 3.1).
Moreover, a large number of reconstructions were based on very
few meanings, resulting in a high amount of noise in the data (3.1).
It is likely that there is a large overlap between few meanings and a
result of medium probability in reconstructions (this could possibly
have been solved by using another model). For the computation of
change rates, which we defined as the probability to lose a meaning
after having it, this noise had to be removed (3.2), which resulted
in a set of 262 meanings, reconstructed on a satisfactory number of
meaning tokens. These were the meanings used to test theories and
hypotheses on causes of semantic evolution (3.3).

The model has several shortcomings, most importantly that it
cannot identify meaning change diachronically. If a lexeme in a
synchronic layer has the polysemous meanings a,b,c,d and then in
another (ancestral or descendant) synchronic layer the meanings
a,c,e,f, we may assume that the meanings a and c have stayed the
same, but we cannot say anything about the assumed path of change
for the meanings b,e,f→b,d,e,f. Accordingly, results pertaining
to the relation between a (the concept meaning) and the other
meanings b,c,d,e,f are merely estimations. The result cannot be
compared to a grammatical typological model based on a general
feature (e.g., WORD ORDER) with a defined number of unique
variants (SOV, SVO, VSO, OVS, OSV, SOV) at different states,
where we may reconstruct the transitions between states of these
variants (Carling and Cathcart, 2021a).

Despite these shortcomings mentioned here, we believe that the
results may give indications of responses to our research questions.
Many of the responses were not what we expected, and for other
research questions it was not possible to get a response based on
the model and the data. Our initial and most important research
question was whether meanings could be reconstructed at hidden
nodes, based on colexification (2.2). The result indicated that this
was possible, but it must be admitted that the result was not
very convincing, in particular due to the problem of the noise
generated by meanings with few occurrences. Any contrast to a
reconstruction of meaning in a traditional comparative-historical
model would be arbitrary, for two reasons: first, the problem of
dealing with meaning reconstructions based on few occurrences,
and second, the problem of the comparative-historical method to
give a definite meaning at a proto-language state (3.1).

We envisaged two different causes for semantic change rates:
cultural and cognitive. The idea of cultural causes was inspired
by the evident impact of culture on borrowing (Carling et al.,
2019a), and it would have been possible—even likely—that
cultural practices had a similar impact on semantic change rates.
Considering the large variation between different concepts and
semantic classes (Figures 4, 5) it is tempting to look for cultural
explanations. However, even though some tendencies could be
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observed, none of them were clear enough to establish a significant
correlation—with one exception: the group of taboo animals.
Initially, we expected taboo animals to be among the groups of
higher probability to change—taboo is frequently mentioned as
an important triggering mechanism of language change (Hock,
1986, p. 296–94). In the spectrum of higher change rates, we find
several classes of animals, including cattle, pigs, and other domestic
animals. However, taboo animals were less likely to change than any
other semantic class in our data (Figure 5). A possible explanation
was to envisage a scenario where taboo animals are lexically
substituted in ordinary speech, but the basic lexemes stay the same,
resulting in low change. However, there may be other possible
explanations, and it is also possible that this correlation becomes
lower with larger amounts of data of different types. This remains
to be investigated.

For cognitive causes, we hypothesized that concepts of higher
frequency and salience would have lower change rates. This has
been suggested by other authors, studying basic vocabulary (Pagel
et al., 2007; Vejdemo and Hörberg, 2016). However, our data
constituted only of culture words, and frequency turned out to
be trivial on this type of vocabulary: all lexemes were about
equally infrequent (measured on the largest corpora of European
languages). Instead, we coded the data for some important inherent
semantic properties of importance to nominal categorization,
including animacy, abstractness, and countability (Seifart, 2010).
Only animacy gave a significant correlation to change rate, and the
results were as expected: animate concepts had lower change rates
in contrast to inanimate concepts. It is possible that a larger data
corpus would give a result also for the other properties (abstractness
and countability), but this remains to be investigated. In addition,
nouns had lower change rates than verbs, which is an expected
result, but the number of verbal concepts in the data were too few
to draw serious conclusions of this result.

Further, we have the negative correlation between borrowability
and semantic change rates, established both through our own
data (DiACL) as well as the World Loanword Database (WOLD)
(Figure 8, see Section 3.3). Words that were more likely to be
borrowed had generally lower change rates. It is a bit puzzling and
difficult to explain. If we follow a model where more frequent and
salient words are less likely to be borrowed and more stable (i.e.,
the basic vocabulary-model), we would expect a reverse correlation,
where more unstable lexemes are more likely to be borrowed and
change their meaning. It is possible that an investigation of basic
vocabulary would have given a different result. A possible scenario
is that lexemes that are borrowed are more likely to become distinct
and frozen in their meaning. The contrast of our result with a
global sample (Haspelmath and Tadmor, 2009a), indicates that the
tendency of borrowability is not a restricted, areal phenomenon.
For the reason, the negative correlation to semantic change rates is
an interesting phenomenon that requires further investigation.

Last but not least, we have the results pertaining to the
frequency of semantic relations. Given the caveat of the problem of
reconstructing the exact transitions between various meanings, we
notice a trend in the results. Metonomy is by far the most frequent
type of change, even when metonomy inside the semantic domain
(near-metonomy) and metonomy outside of the domain (distant-
metonomy) are separated, as in our study. Metaphor is the third
most frequent type of change. The is-a-type and is-part-of type

changes are much less frequent, but the tendency is evident: a move
from more general to more specific is more frequent than the other
way around (3.4).

To sum up, we can conclude that a model that reconstructs
the probability of lexical meaning in prehistory is possible. This
model can also be used to assess the semantic change rates of lexical
concepts. Apart from taboo concepts, a cultural model cannot
explain the change rates of concepts, whereas a model defining
semantic properties is more successful. In general, we conclude that
more data and more studies are required to confirm the tendencies
of semantic change observed in this study.
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