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It is commonly assumed that usage of the word “computer” in the brain sciences reflects

a metaphor. However, there is no single definition of the word “computer” in use. In

fact, based on the usage of the word “computer” in computer science, a computer is

merely some physical machinery that can in theory compute any computable function.

According to this definition the brain is literally a computer; there is no metaphor. But, this

deviates from how the word “computer” is used in other academic disciplines. According

to the definition used outside of computer science, “computers” are human-made

devices that engage in sequential processing of inputs to produce outputs. According

to this definition, brains are not computers, and arguably, computers serve as a weak

metaphor for brains. Thus, we argue that the recurring brain-computer metaphor debate

is actually just a semantic disagreement, because brains are either literally computers

or clearly not very much like computers at all, depending on one’s definitions. We

propose that the best path forward is simply to put the debate to rest, and instead,

have researchers be clear about which definition they are using in their work. In some

circumstances, one can use the definition from computer science and simply ask, what

type of computer is the brain? In other circumstances, it is important to use the other

definition, and to clarify the ways in which our brains are radically different from the

laptops, smartphones, and servers that surround us in modern life.

Keywords: neuroscience, psychology, computer science, brains, computers, Turing machines, parallel distributed

processing

1. INTRODUCTION

Computation has been a central feature of research in the brain sciences (neuroscience, psychology,
and cognitive science) for decades. Papers in the brain sciences are full of references to algorithms,
coding, and information processing (Diamant, 2008; Maass, 2016; Oteiza et al., 2017). At the same
time, there is a long and continuing history of debate around these words (Maccormac, 1986;
West and Travis, 1991; Smith, 1993; Vlasits, 2017). According to many scientists and philosophers,
computers are used as a metaphor to understand brains and this metaphor can be misleading or
counter-productive (Carello et al., 1984; Cisek, 1999; Epstein, 2016; Cobb, 2020). Throughout the
history of the brain sciences over the last 80 years, one can find researchers who comfortably use
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computational theory and language to explore and understand
brains (Marcus, 2015), as well as researchers who reject the use
of such concepts for use with brains (Epstein, 2016). Indeed,
the early dream of cognitive science in the second half of
the twentieth century depended on the links between brain
sciences and artificial intelligence (AI) (Newell, 1980; Simon,
1980; Pylyshyn, 1984; Hunt, 1989), yet the failure to make good
progress in AI in the 1970’s, 80’s, and 90’s, and the inability to
connect such systems convincingly to the brain sciences, led some
researchers to conclude that the “metaphor of the brain as a
computer” was broken at its foundations (Dreyfus and Hubert,
1992; Van Gelder, 1998). To this day, one can still find in equal
measure both brain scientists who use theories from computer
science (Kwisthout and van Rooij, 2020) and brain scientists who
argue against the brain as a computer metaphor (Brette, 2018).

However, closer inspection of the debates on this topic
reveal a fundamental misunderstanding between the participants
regarding the definition of the word “computer”. Indeed, many
of the entries in these debates do not grapple concretely with
the definition of the word “computer” before declaring either
way that the brain is or is not well-explained with computational
theory. To actually resolve this debate, it is helpful to bring the
definition of “computer” into clear focus.

Here, we argue that closer examination of the manner in
which both computer scientists and non-computer scientists use
the word “computer” indicates that there are at least two distinct
definitions in operation: (1) A definition from computer science
rooted in the formal concepts of computable functions and
algorithms. (2) A definition from outside of computer science
based on the electronic devices we use on a regular basis and
how they operate. To make matters worse, some neuroscientists,
cognitive scientists, and psychologists have a mixed familiarity
with the formal concepts from computer science that underpin
the first definition. This means that semantic debates stemming
from misaligned definitions are particularly apt to emerge in the
context of the brain sciences, leading to proponents on either side
who seem irreconcilable.

In this article, we clarify these two distinct definitions.
We show that if one adopts the definition from computer
science, then the question is not whether computers are a
good metaphor for brains, because brains arguably are literally
computers based on this definition. In contrast, if one adopts
the definition from outside of computer science then brains
are not computers, and arguably, computers are a very poor
metaphor for brains. Thus, the argument over whether or not
computers are a good or bad metaphor for brains is actually
just a matter of semantics. Under one definition, brains are
literally computers, whereas under another, they are clearly not.
There is, therefore, little utility in continuing these debates.
We close on a prescription for the brain sciences. We suggest
that the question for scientists should instead be: if we adopt
the definition from computer science, then what kind of a
computer are brains? For those using the definition from outside
of computer science, they can be assured that their brains work in
a very different way than their laptops and their smartphones—
an important point to clarify as we seek to better understand how
brains work.

2. MEANING AS USE

Before we discuss the different definitions of the word
“computer”, it is important that we clarify our approach to the
definitions and meanings of words. In this paper, we adopt a
perspective that focuses on the use of words for understanding
their meaning, and thus, their definition. Therefore, we will avoid
telling the reader that, for example, “computers are formally
defined as X, and everyone must adopt this definition”. Instead,
we will draw the reader’s attention to the ways in which the
word “computer” is in fact used in contexts inside and outside
of computer science, and proceed from there.

Briefly, the idea that we can best understand the meaning
of a word by looking at its use in context has a long
history in philosophy, perhaps best exemplified by the works of
Ludwig Wittgenstein. Wittgenstein argued in the Philosophical
Investigations that “in most cases, the meaning of a word is
its use” (Wittgenstein, 1953). This idea flies in the face of
many of our intuitive notions about how words work; like the
young Wittgenstein, many of us tend to think about meaning in
terms of correspondence, i.e., that “individual words in language
name objects and sentences are combinations of such names”
(Wittgenstein, 1953). But, in fact, meaning is crucially modified
by context and use, rather than corresponding to particular
objects, so the meaning of most words are fuzzy and impossible
to write down precisely and uniquely. Wittgenstein showed
how much confusion is generated by failing to pay attention
to how words are used in context and we believe that much
of the confusion around the question “Is the brain (like) a
computer?” results from just this sort of confusion. In particular,
the “computer as brain” debate often devolves into a semantic
disagreement generated by a mismatch in expectations between
two uses of the word “computer”, which we will clarify below.

Of course, it should be noted that there can be many working
definitions of the word “computer”, but only two that are
prominent and important in our context. The definition used
by computer scientists is important because it underpins work
in computational neuroscience and AI. And, at the same time,
the definition used by academics outside of computer science
is important because it’s the one that most writers in the brain
sciences intuitively reach for during these debates. As we’ll
see, someone operating with the computer science definition
who says that the “brain is a computer” is certainly correct.
Simultaneously, someone using the definition from outside of
computer science who says that “the brain is not a computer and
computers are not a good metaphor for brains” is also correct.
Thus, unless the time is taken to clear up the question of usage,
there’s bound to be disagreement with little ground given by
either side. As such, we must first explore these two distinct uses.

3. THE USE OF THE WORD “COMPUTER”

INSIDE COMPUTER SCIENCE

Here we will provide an overview of the definition of the
word “computer” based on the use of the word in computer
science. As we will describe, this use-based definition partly
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relies on the formal definition of the word “algorithm”. However,
the definition of “computer” derived solely from the formal
definition for “algorithm” is actually so broad as to be nearly
meaningless. Nonetheless, the use of the word “computer”
in computer science shows that computer scientists generally
mean something more restrictive than the formal definitions
would indicate. As we will show, the more restrictive, use-based
definition is still applicable to brains.

3.1. The Formal Definition of “Algorithm”

and The Church-Turing Thesis
Within computer science the formal definition for the word
“algorithm” dates back to the early twentieth century, before the
invention of modern computers and the discipline of computer
science as it exists today. Back then, what would become
computer science was essentially a branch of mathematics. Many
mathematicians at the time were concerned with questions
about a class of mathematical tools that they called “effective
methods”. An effective method is a finite recipe that one can
follow mechanically to arrive at an answer to some mathematical
problem (Copeland, 2020), e.g., long division is an effective
method for solving division problems with arbitrarily large
numbers. Today, we refer to effective methods as “algorithms”.
The intuitive definition of an algorithm is therefore as above:
a finite recipe that one can follow mechanically to arrive at
an answer to some problem (Cormen et al., 2009). But, we
also have a formal definition thanks to the work of those early
mathematicians. For example, in 1900, the mathematician David
Hilbert put forward a set of 23 problems to be solved in the
twentieth century, the 10th of which was “Can we develop an
algorithm for determining whether the roots of a polynomial
function are integers?” (Hilbert, 1902). Later, these types of
questions were expanded in scope to larger questions such as the
Entscheidungsproblem, which asks whether there is an algorithm
for determining whether any given statement is valid within an
axiomatic language (Hilbert and Ackermann, 1999).

It turned out that these mathematicians had stumbled onto a
very deep set of problems. As they began to explore algorithms
more and more, they started to wonder whether some problems
in mathematics, including Hilbert’s 10th problem and the
Entscheidungsproblem, did not in fact have any solution. The
way this is sometimes phrased is, are there problems that are
not “decidable”? A problem is “decidable” if and only if there
exists an algorithm for solving it (Cormen et al., 2009), and
there was a growing realization that some problems were likely
not decidable. Of course, mathematicians being mathematicians,
they desired a proof that an algorithm didn’t exist in such cases.
The problem was that at the time the definition of an algorithm
was the informal, intuitive definition above. Without a formal
definition of the word “algorithm” it was impossible to prove that
some problems were, in fact, not decidable.

This set the stage for the development of modern computer
science as we know it today. A pair of mathematicians, Alonzo
Church andAlan Turing, independently decided to try to develop
a formal definition for “algorithm” for the sake of developing
proofs related to the Entscheidungsproblem and decidability more

broadly (Church, 1936a,b; Turing, 1936). Church invented a
formal logical system he called lambda calculus, and defined an
algorithm as anything that could be done with lambda calculus
(Church, 1936a,b). Turing invented a mathematical construct
known as a Turing machine, and defined an algorithm as
anything that could be done with Turing machines (Turing,
1936). Both researchers used their definitions to show that there
was no solution to the Entscheidungsproblem. As well, while the
two researchers had developed what looked like very different
definitions, they turned out to be mathematically equivalent
(Turing, 1937). Continued work in computability theory, the
branch of computer science and mathematics concerned with
the study of decidable problems, has suggested that any attempt
to formalize the intuitive definition of algorithm will end up
being equivalent to lambda calculus and Turing machines (Cook,
1992, 2014; Copeland, 2020). As such, computer scientists today
largely accept an idea known as the Church-Turing thesis, which
states (very roughly), that any algorithm can be implemented
via a Turing machine, i.e., it proposes that we accept Church
and Turing’s definitions as given (Copeland, 2020). Thus, when
people seek a proof that there is no algorithm for some problem,
they often do so by proving that you can’t solve the problem with
a Turing machine (Cook, 1992).

Importantly for the discussion here, the formal definition
for an “algorithm” also gives rise to a formal conception of
the word “computer”. Specifically, computer scientists define a
“computable function” to be any function whose values can be
determined using an algorithm. A “computer” is then formally
physical machinery that can implement algorithms in order to
solve computable functions (though one may also take a slightly
more expansive approach Copeland, 1997). It’s worth noting that
this conception of what a computer is makes no reference to
human made artifacts, or electronics, or silicon chips, etc. And,
if we think back to the use of the word “computer” at the point
in history when Church and Turing were working, this makes
a lot of sense: “Computers” at this time were people whose
job was to sit down with pencil and paper and use effective
methods (i.e., algorithms) to solve various problems (e.g., to
integrate equations) (Grier, 2001). Clearly, these people were
computers according to the definition above, because they were
solving computable functions, even though they were of course
not human-made artifacts. Thus, the formal definition of the
word “algorithm” rests on the Church-Turing Thesis, and this
in turn provides us with a formal definition of “computable
functions”, which is what “computers” solve. And, none of this
has anything to do with the physical characteristics or internal
workings of the computer, only with its ability to physically
implement computable functions.

3.2. Limiting the Scope of the Formal

Definition in Practice in Computer Science
If we consider the definition above for “computer”, a problem
arises: this definition can be applied to almost any object in the
universe. Consider for a moment the fact that the movement
of objects in the world can be described by computable
functions, e.g., the parabolic curve of a thrown ball. As such,
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the definition that rests on the formal conception of algorithms
and decidability, when applied directly, tell us that all objects in
the world are computers, since they are physically implementing
computable functions. Put another way, if you wanted to
calculate a parabolic curve you could throw a ball and simply
track its movement, so in some sense, you could use the ball to
solve your mathematical problem, and it is thus a “computer”
solving your parabolic curve. Though this is formally correct
it is conceptually unsatisfying. What use is it for us to define
“computer” in this manner if it trivially renders most of the
universe and everything within it a computer?

In this instance, the use of the word becomes critical. Despite
the formal definitions, computer scientists rarely refer to thrown
balls as “computers”. Is that because computer scientists only
use the word to refer to electronic devices like our laptops
and smartphones? No, there are clear examples of references
in computer science to computers that are very different from
the typical digital computers we’re all familiar with, including
analog computers, quantum computers, stochastic computers,
DNA computers, and neuromorphic computers (Gaines, 1967;
Rubel, 1993; Adleman, 1994, 1998; Beaver, 1995; Paun et al.,
2005; Van Noort and Landweber, 2005; Elbaz et al., 2010; Ladd
et al., 2010; Furber, 2016; Schuman et al., 2017; Tsividis, 2018;
van de Burgt et al., 2018; Shastri et al., 2021). None of these
forms of computer operate like a laptop or smartphone; they
can use analog signals, stochastic operations, parallel calculations,
biological substrates, etc. And yet, the usage of the word
“computer” in such articles does not appear to be intended as
a metaphor. So, what then renders something a “computer” in
computer science, according to the way the word is used?

What we can see in research papers is that computer scientists
generally use the word “computer” to refer to any physical
machinery that can, in theory, implement any computable
function (per the definition above), i.e., a physical system that in
principle can serve as a “universal” computation device (Beaver,
1995; Van Noort and Landweber, 2005; Ladd et al., 2010). For
example, when Adleman (1994) closed his paper on DNA-based
computation he said, “One can imagine the eventual emergence
of a general purpose computer consisting of nothing more than
a single macromolecule conjugated to ribosome like collection of
enzymes that act on it”. Here, the key point is the words “general
purpose”. It is the potential for general purpose computation with
DNA that, we argue, makes computer scientists inclined to talk
about “DNA computers”, despite the fact that a macromolecule
conjugated to a ribsome like collection of enzymes would
engage in calculation in a very different manner than a modern
silicon chip.

Note also our use of the phrase “in theory”, above. Many
of the systems that computer scientists refer to as “computers”
cannot in practice implement any computable function due
to size, memory, time, noise, and energy limitations. So, for
example, quantum computers are not yet capable of computing
any computable function, but in theory they could, and so we
refer to them as “computers”. And, of course, a laptop is a
“computer” because it can be shown that the operations it utilizes
could theoretically implement any computable function, though
in reality some functions would take too long or require toomuch

memory (e.g., calculating the number of prime numbers less than

1010
1010

). In contrast, a thrown ball is limited to implementing
only those functions that describe its movement through space.
Thus, when computer scientists use the word “computer”, they
generally use it to refer only to physical machinery that could, in
theory, compute any computable function, which is by no means
applicable tomost things (Adleman, 1998; Elbaz et al., 2010; Ladd
et al., 2010; van de Burgt et al., 2018).

3.3. Applying the Definition From Computer

Science to Brains
Given the use-based definition above (physical machinery that
can implement any computable function in theory), are brains
computers? The answer for most scientists should be yes. First,
though there is disagreement in philosophy as to whether brains
are purely physical systems and whether their operations rely
solely on physical machinery, the perspective of physicalism is
widely accepted by brain scientists and we are not aware of any
brain scientists who doubt that the operations of the brain are
fundamentally physical. Second, with the aid of a pencil and
paper, a human brain can in theory implement any program that
one could implement with modern digital computers. The only
limits would be time and energy, which as noted, also apply to
other computers, like laptops. Even without pencil and paper, the
only real limit to a person implementing any computer program
is again the limits on their memory, time, and energy, not their
general capabilities, per se. Conceptually, we can perform all of
the same operations specified by the languages that we program
our laptops with. Third, and perhaps more importantly, if one
is concerned with practical implications for the brain sciences,
real neural circuits are in theory, likely capable of implementing
all of the functions that artificial neural networks (ANNs) can, if
not more. And, computer scientists have shown that ANNs can
implement any computable function (Hornik, 1991; Siegelmann
and Sontag, 1995). In other words, as long as real brains have the
same or greater capabilities than ANNs (again ignoring memory,
time, and energy constraints), then they are surely capable of
implementing any computable function.

Therefore, according to the use-based definition of
“computer” in computer science, brains are literally computers.
There is no metaphor. The claim here is not that brains work
anything like our laptops and smartphones. But the use-based
definition of “computer” in computer science isn’t “something
that works like a laptop or smartphone”—DNA and quantum
bits are very different from silicon chips. The definition of
“computer” is physical machinery that, in theory, can implement
any computable function, and brains meet this definition at
least as well as many of the other devices that we all refer to as
“computers” on a regular basis with no complaint and no hint
of a metaphor.

We should address here a few of the common misconceptions
that lead people to object to this line of logic. First, one of
the most common points of confusion is that some people
think that the formal definition based on the Church-Turing
thesis implies that to be a computer an object’s internal
machinery itself must operate in a similar manner to Turing
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machines (Fodor, 1981; Copeland, 2020). But, this is simply
a misunderstanding, as many types of computers (e.g., analog
computers or neuromorphic computers) do not operate like a
Turing machine. This misunderstanding may derive from the
fact that modern digital computers bear some resemblance to the
Turing machine formalism. But importantly, Turing machines
are just mathematical constructs—they are sets of rules, not
physical machines. Your laptop computer is no more a Turing
machine than it is a lambda calculus. Nothing about the way
computer scientists use the word “computer” demands that
the object work like a Turing machine—the object in question
must simply be capable of implementing the same functions as
Turing machines.

Second, another reasonably common claim is that brains
can’t be computers because they can solve problems that are
not decideable (Penrose, 1989; Siegelmann, 1995). We note
that no one has ever convincingly demonstrated that brains
can actually do this. However, importantly, this claim speaks
to the question of whether brains are literally computers, not
whether computers are a good metaphor for brains. As such,
though it is an interesting objection that warrants consideration,
it does not change our fundamental point, which is that there
is no metaphor in play when we apply the definition of the
word “computer” from computer science to brains. Finally,
another source of confusion can enter into the discussion
when simulations are discussed. We can, of course, simulate
aspects of how neural circuits work using digital computers.
And so, it has sometimes been believed that the claim that
brains are computers derives from our ability to simulate them,
and in turn, it has been (rightly) pointed out that the ability
to simulate something with a computer does not make that
thing a computer (Brette, 2018), e.g., we can simulate a ball
bouncing but that does not make a ball a computer. But, as
outlined above, it is not our ability to simulate neural circuits
that makes brains computers, it is their theoretical ability to
implement any computable function. Hence, the question of
simulation is actually irrelevant to the question of whether brains
are computers or not. The only relevant question is: Can brains
implement any computable function in theory? And we argue
that the answer is certainly “yes”.

4. THE USE OF THE WORD “COMPUTER”

OUTSIDE OF COMPUTER SCIENCE

All of this may be a bit surprising to many readers, because the
definitions of “computer” given above is not how the average
person, nor the average academic outside of computer science,
understands and uses this word. As such, we may ask for an
alternative definition of “computer”, one that aligns better with
the usage of people outside of computer science.

When most people speak of a “computer” today, they use the
word to refer to human-made electronic devices that can perform
complex mathematical calculations, display multimedia content,
and communicate with other similar devices. According to this
usage, a computer can be defined as something like “an electronic
appliance that we can use for calculation, communication, and

entertainment”. Obviously, this definition does not apply to
brains, nor would it serve as a particularly good metaphor either.

Within academia, there are also people in the brain sciences
and philosophy who are more knowledgeable about computers
(and brains) but who are still only partially familiar with the ideas
from computer science presented above. For these people, the
usage of the word “computer” often still centers on the human-
made electronic devices we are all familiar with, but it includes
some more details of how those devices work. Specifically, the
vast majority of modern digital computers are extensions of the
“Von Neumann architecture”, first developed by the polymath
JohnVonNeumann in the 1940’s (VonNeumann, 1993). Though
there have been changes to Von Neumann’s original design
(Godfrey and Hendry, 1993), some of his ideas are still central
to modern digital computers. These include the use of a central
processing unit (CPU) for sequential operations of arithmetic
logic, a control unit in the CPU that stores the sequence of
instructions for the CPU to perform, a random access memory
(RAM) module for storing intermediate calculations, and an
external memory (or “hard drive”) for long-term storage of
information. It’s interesting to note that Von Neumann’s designs
are reminiscent of how we define Turing machines, with an
internal state, and a step-by-step processing of input symbols
to produce output. Given this apparent similarity, many writers
use the word “computer” to mean something like “human-made
machines that have the qualities of Von Neumann architecture
machines, and which resemble aspects of Turing machines”
(Cisek, 1999; Epstein, 2016; Cobb, 2020). Hence, one can find
articles where people refer to computers and computation as
being necessarily sequential, or discrete, or restricted to passive
processing of a stream of inputs using a step-by-step program
(Van Gelder, 1998; Cisek, 1999; Brette, 2018, 2019; Cobb, 2020).
For example, Cisek (1999) notes the importance of control for
brains and animals, which he argues is ignored by the computer
metaphor for the brain, because it instead presupposes that
“...perception is like input, action is like output, and all the
things in-between are like the information processing performed
by computers.” His point here is that brains are not simply
taking inputs and producing outputs based on some internal state
(akin to the formalism of Turing machines), but rather, they are
constantly engaged in adaptive interactions for controlling the
body and the world in order to achieve specific ends. However,
control is something that people in computer science would
happily say computers can do (Arnǎutu andNeittaanmäki, 2003).
Thus, Cisek (1999)’s concern is less about “computers” as they are
defined in computer science, andmore about “computers” as they
are defined by those outside of computer science.

With the definition from outside of computer science in
hand, are brains computers? Most certainly not. Brains do
not use sequential processing—quite the opposite they use
massively parallel processing (Rumelhart et al., 1988). Brains
do not use discrete symbols stored in memory registers—they
operate on high-dimensional, distributed representations stored
via complex and incompletely understood biophysical dynamics
(Jazayeri and Ostojic, 2021). And, brains do not passively process
inputs to generate outputs using a step-by-step program—they
control an embodied, active agent that is continuously interacting
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with and modulating the very systems that generate the sensory
data they receive in order to achieve certain goals (Cisek, 1999;
Brette, 2019). Thus, with the definition from outside of computer
science we can say not only that brains are not computers, we
can also say that computers are poor metaphors for brains, since
the manner in which they operate is radically different from how
brains operate.

There are some complications to this that should be noted.
First, brains are capable of some forms of more traditional tasks
that our digital computers are good at, i.e., various forms of
discrete, sequential processing (Fodor, 1981; Marcus, 2015). For
example, people can do long-division, symbolic logic, list sorting,
etc. So, we might say that computers (according to the definition
from outside of computer science) can serve as reasonable
metaphors for some types of human cognition.Moreover, modern
digital computers are rapidly evolving to incorporate more
parallel, distributed, dynamic operations (Shukur et al., 2020),
and some engineers are actively trying to explicitly mimic the
operations of brains using “neuromorphic” chips (Furber, 2016;
Schuman et al., 2017; van de Burgt et al., 2018; Shastri et al.,
2021). These more modern forms of human-made computers
present some complications for the use-based definition of
“computer” from outside of computer science. Nonetheless,
if we are committed to the concept of use-based meaning,
then we can say that when some authors dismiss the brain-
computer metaphor (Carello et al., 1984; Cisek, 1999; Brette,
2018) they are using the word “computer” to mean something
more like traditional, Von Neumann architecture machines,
not neuromorphic chips, etc. And, as noted, such authors
are correct, brains are not very much like these traditional
digital computers.

5. DISCUSSION

Tying our two different threads together, we can conclude
that the question of whether brains are computers (or like
computers) is really a matter of semantics: it depends on
which definition you are using. If you adopt the definition of
“computer” based on how computer scientists use the word
(to refer to physical machinery that can theoretically engage in
any decidable computation), then brains are literally computers.
Alternatively, if we adopt the definition of “computer” based
on the usage from outside of computer science (to refer to
devices that sequentially and discretely process inputs in a passive
manner), then brains are not computers, and at best, computers
serve as a weak metaphor for only a limited slice of human
cognition. The message that we are providing here to the brain
sciences community is, we hope, very clear: brains are either
literally computers, or really notmuch like computers, depending
on the definition we employ. Thus, it is ultimately a matter
of semantics, and arguably, debates about the “brain-computer
metaphor” are not productive. We can simply stop engaging
in them.

It is worth noting that our argument here rests on an
important stance vis-à-vis the philosophy of science. Specifically,
we are assuming that scientists can and do use words and

concepts in a literal manner. This is in contrast to a potential
perspective that views all concepts as metaphors (Lakoff and
Johnson, 1980). Putting aside the larger philosophical debate that
would be possible on this matter, we wish here simply to clarify
and recognize that our perspective very much so rests on the
idea that there are non-metaphorical uses of words and concepts
in science.

The natural question that emerges from the realization that
the brain-computer metaphor debate is actually just a semantic
disagreement is to ask whether it matters which definition
of “computer” we adopt? Does it affect the brain sciences in
any meaningful way to adopt one definition or the other? In
particular, should the field be concerned with the definition from
computer science at all, given that it is not terribly intuitive and
not what most people in the brain sciences think of when they
hear the word “computer”?

We would argue that the definition we adopt is very
important, and both definitions should be considered. The usage
of “computer” in computer science can actually be very useful
for the brain sciences in some circumstances. The reason is
that when one realizes that brains are literally computers (in
the computer science sense of the word) then much of the
theory about computation from computer science is applicable to
brains. This connection is what opens up space in computational
neuroscience to explore the brain using conceptual tools from
computer science and AI, which has produced both important
insights in neuroscience (Richards et al., 2019) and advances in
AI (Hassabis et al., 2017). Indeed, asking the question, “What
sort of computer is the brain?”, is arguably the underpinning of
modern neural networks (Rumelhart et al., 1988), which have
been very useful for the brain sciences. Asking this question is
how we arrive at core concepts in computational neuroscience
such as parallel processing, content addressable memory, and
spike-based computation. Similarly, consider the question of
randomness in computation. Thanks to our understanding that
the brain is a computer we can apply concepts from computer
science, such as convergence and constraint satisfaction, to
better understand the normative importance of stochastic vesicle
release in neurons (Maass and Zador, 1999; Habenschuss et al.,
2013). Similarly, concepts from compression theory help us to
understand the nature of representations in the brain (Olshausen
and Field, 1996) and dynamic programming concepts used in
reinforcement learning help us to understand memory replay
(Mattar and Daw, 2018). More broadly, the inter-disciplinary
intersection between AI and the brain sciences depends on the
computer science definition of the word “computer”, and so,
if we reject this definition outright we risk shutting the door
on a very active field of research that has proven very fruitful
for both the brain sciences and AI. At the same time, it is
worth being vigilant and clear that brains do not work like our
laptops and smartphones, and these devices serve as a poor
metaphor for brains. So, depending on the audience and the
purpose of the work, sometimes we should adopt the definition
from outside of computer science, as long as we are clear on
what that definition of “computer” actually implies. There is
no single correct definition for “computer”—but we all must
be clear on what we mean when we write and speak. On this
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point, the vast majority of researchers across all disciplines must
surely agree.
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