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Understanding children’s conversational skills is crucial for understanding their social,
cognitive, and linguistic development, with important applications in health and
education. To develop theories based on quantitative studies of conversational
development, we need (i) data recorded in naturalistic contexts (e.g., child-caregiver
dyads talking in their daily environment) where children are more likely to show much
of their conversational competencies, as opposed to controlled laboratory contexts
which typically involve talking to a stranger (e.g., the experimenter); (ii) data that allows
for clear access to children’s multimodal behavior in face-to-face conversations;
and (iii) data whose acquisition method is cost-e�ective with the potential of being
deployed at a large scale to capture individual and cultural variability. The current
work is a first step to achieving this goal. We built a corpus of video chats involving
children in middle childhood (6–12 years old) and their caregivers using a weakly
structured word-guessing game to prompt spontaneous conversation. The manual
annotations of these recordings have shown a similarity in the frequency distribution
of multimodal communicative signals from both children and caregivers. As a case
study, we capitalize on this rich behavioral data to study how verbal and non-verbal
cues contribute to the children’s conversational coordination. In particular, we looked
at how children learn to engage in coordinated conversations, not only as speakers
but also as listeners, by analyzing children’s use of backchannel signaling (e.g., verbal
“mh” or head nods) during these conversations. Contrary to results from previous in-
lab studies, our use of a more spontaneous conversational setting (as well as more
adequate controls) revealed that school-age children are strikingly close to adult-level
mastery in many measures of backchanneling. Our work demonstrates the usefulness
of recent technology in video calling for acquiring quality data that can be used for
research on children’s conversational development in the wild.
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conversation, language acquisition, conversational development, cognitive development,
nonverbal, backchannel

1. Introduction

Conversation is a ubiquitous and complex social activity in our lives. Cognitive scientists
consider it as a hallmark of human cognition as it relies on a sophisticated ability for coordination
and shared attention (e.g., Tomasello, 1999; Laland and Seed, 2021). Prominent computer
scientists have sometimes described it as the ultimate test for Artificial Intelligence (Turing,
1950). Its role in healthy development is also crucial: When conversational skills are not
well developed, they can negatively impact our ability to learn from others and to maintain
relationships (Hale and Tager-Flusberg, 2005; Nadig et al., 2010; Murphy et al., 2014). Thus,
the scientific study of how conversational skills develop in childhood is of utmost importance
to understand what makes human cognition so special, to design better (child-oriented)
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conversational AI, and to allow more targeted and efficient clinical
interventions (e.g., autistic individuals).

Conversation involves a variety of skills such as turn-
taking management, negotiating shared understanding with
the interlocutor, and the ability for a coherent/contingent exchange
(e.g., Sacks et al., 1974; Clark, 1996; Fusaroli et al., 2014; Pickering
and Garrod, 2021; Nikolaus and Fourtassi, 2023). We know little
about how these skills manifest in face-to-face conversations,
mainly because conversation has two characteristics that have
made it difficult to fully characterize using only traditional research
methods in developmental psychology. First, conversation is
inherently spontaneous, i.e., it cannot be scripted, making it crucial
to study in its natural environment. Second, conversation relies on
collaborative multimodal signaling, involving, e.g., gesture, eye gaze,
facial expressions, as well as intonation and linguistic content (e.g.,
Levinson and Holler, 2014; Özyürek, 2018; Krason et al., 2022). While
controlled in-lab studies have generally fallen short of the ecological
validity (that is, the first characteristic), observational studies in the
wild (typically in the context of child-caregiver interaction), though
very insightful, have fallen short of accounting for the multimodal
dynamics, especially the role of non-verbal communicative abilities
that are crucial for a coordinated conversation (e.g., Clark, 2018).

1.1. Video calls as a scalable data acquisition
method

Recent technological advances in Natural Language Processing
and Computer Vision allow us, in theory, to go beyond the limitations
of traditional research methods as they provide tools to study
complex multimodal dynamics while scaling up to more naturalistic
data. Nevertheless, work in this direction has been slowed down
by the lack of data on child conversations that allow the study
of their multimodal communicative signals. Indeed, most existing
video data of child-caregiver interaction either use a third-point-view
camera (CHILDES) (MacWhinney, 2014) or head-mounted cameras
(Sullivan et al., 2022). Neither of these recording methods allows clear
access to the interlocutor’s facial expressions and head gestures.

The current work is a step toward filling this gap. More
precisely, we introduce a data acquisition method based on online
child-caregiver online video calls. Using this method, we build
and manually annotate a corpus of child-caregiver multimodal
conversations. While communication takes place through a computer
screen, making it only an approximation of direct face-to-face
conversation, the big advantage of this data acquisition method is that
it provides much clearer data of facial expressions and head gestures
than commonly used datasets of child-caregiver conversations. Other
advantages of this setting include cost-effectiveness—facilitating
large-scale data collection (including across different countries)—and
its naturalness in terms of the recording context (as opposed to in-lab
controlled studies).

To prompt conversations between children and their caregivers,
we use a novel conversational task (a word-guessing game) that is
very intuitive and weakly structured, allowing conversations to flow
spontaneously. The goal is to approximate a conversational activity
that children could do with their caregivers at home, eliciting as much
as possible the children’s natural conversational skills. Unlike other—
more classic—semi-structured tasks used in the study of adult-adult

conversations (e.g., the map task Anderson et al., 1993), the word-
guessing game does not require looking at a prompt (e.g., a map), thus
optimizing children’s non-verbal signaling behavior while interacting
with the caregiver (we return to this point in the Task sub-section).

Finally, to evaluate children’s conversational skills compared to
adult-level mastery, it may not be enough to consider the caregiver
as the only “end-state” reference. The reason is that research has
shown that caregivers tend to adapt to children’s linguistic and
conversational competencies (e.g., Snow, 1977; Misiek et al., 2020;
Fusaroli et al., 2021; Leung et al., 2021; Foushee et al., 2022;
Misiek and Fourtassi, 2022). Thus, in addition to child-caregiver
conversations, we must study how adults behave in similar interactive
situations involving other adults. We collected similar data involving
the same caregiver talking either to another family member or to a
non-family member, the former situation being closer to the child-
caregiver social context.

1.2. Case study: Backchannel signaling

In addition to introducing a new data acquisition method for
child-caregiver conversation, we also illustrate its usefulness in
the study of face-to-face communicative development by analyzing
how children compare to adults in terms of Backchannel signaling
(hereafter BC). We chose BC as a case study since it is an important
conversational skill that has received—surprisingly—little attention
in the language development literature and because it relies heavily
on multimodal signaling.

BC (Yngve, 1970) is a communicative feedback that the listener
provides to the speaker in a non-intrusive fashion such as short
vocalizations like “yeah” and “uh-huh,” and/or nonverbal cues
such as head nods and smiles. Despite not having necessarily
a narrative content, BC is a crucial element in successfully
coordinated conversations, signaling, e.g., attention, understanding,
and agreement (or lack thereof) while allowing the speaker to make
the necessary adjustments toward achieving mutual understanding or
“communicative grounding” (Clark, 1996).

What about the development of BC? While some studies have
documented early signs of children’s ability to both interpret and
provide BC feedback in the preschool period (e.g., Shatz and
Gelman, 1973; Peterson, 1990; Park et al., 2017), a few have
pointed out that this skill continues developing well into middle
childhood. For example, Dittmann (1972) analyzed conversations
of 6 children between the ages of 7 and 12 in a laboratory setting
where children conversed with adults and other children as well as
children interacting with each other at school. The results found
there to be fewer BC signals produced by young children in this age
range compared to the older group (between 14 and 35 years old).
Following Dittmann (1972)’s study and Hess and Johnston (1988)
aimed at providing a more detailed developmental account of BC
behaviors in middle childhood using a task where children listened
to board game instructions from an experimenter. In particular, the
authors analyzed children’s BC production in various speaker cues
such as pauses >400 ms, the speaker’s eye gaze toward the listener,
and the speaker’s clause boundaries. Hess and Johnston found that
younger children produced less BC compared to older ones.

While these previous studies (e.g., Dittmann, 1972; Hess and
Johnston, 1988) provided important insight into BC development,
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they both analyzed BC when children were engaged in conversations
that may not be the ideal context to elicit and characterize children’s
full conversational competence. Some conversations were recorded
with strangers, in a laboratory, and/or with non-spontaneous
predesigned scripts. We argue that children’s conversational skills
could have been underestimated in these previous studies because
they focus on contexts that are unnatural to the child and are
not similar to how they communicate spontaneously in daily life.
Indeed, research has shown that context can influence the nature
of conversational behavior more generally (e.g., Dideriksen et al.,
2019). We hypothesize that recording children in a more natural
context using methods such as ours would allow them to show
more of their natural conversational skills, namely in terms of BC.
More specifically, we expect children to produce more BC (relative
to adults’ production) compared to previous work. Furthermore, we
predict that children’s BC behavior would be closer to that found in
the adult family dyads (than to adult non-family dyads) because it
is supposed to provide a more similar social context to the child-
caregiver context.

1.3. Related work and novelty of our study

The novelty of the current effort compared to previous
work based on available child-caregiver conversational data (e.g.,
MacWhinney, 2014; Sullivan et al., 2022) is threefold:

1) We aim at capturing the multimodal aspects of children’s
conversational skills, especially facial expressions, gaze, and head
gestures which are crucial to face-to-face conversations. While much
of previous work has focused on verbal or vocal signals (e.g., Snow,
1977; Warlaumont et al., 2014; Hazan et al., 2017; Clark, 2018), a
comprehensive study of conversational skills requires that we also
investigate how children learn to coordinate with the interlocutor
using visual signals. It is worth mentioning that some previous studies
have proposed procedures to collect and analyze videos of school-age
children (e.g., Roffo et al., 2019; Vo et al., 2020; Rooksby et al., 2021),
however, these studies do not provide a method to collect face-to-
face conversational data. Rather, they focus on clinical tasks such as
the Manchester Child Attachment Story Task.

2) We focus on middle childhood (i.e., 6–12 years old), an age
range that has received little attention compared to the preschool
period, although middle childhood is supposed to witness important
developmental changes in conversational skills, e.g., in turn-taking
management (Maroni et al., 2008), conversational grounding (e.g.,
backchannels, Hess and Johnston, 1988), and the ability to engage in
coherent/contingent exchange (Dorval and Eckerman, 1984; Baines
and Howe, 2010). Another—perhaps more pragmatic—reason we
focus on middle childhood is that children in this period have already
mastered much of formal language (e.g., phonology and syntax),
allowing us to minimize the interference of language processing-
and production-related issues with the measurement of “pure”
conversational skills.

3) Regarding the case study of BC in middle childhood,
the novelty of our work is that it provides a socially more
natural context where children could show a more spontaneous
use of their conversational skills. Indeed, in our new corpus, the
children talk one-on-one with their caregivers (as opposed to a
stranger/experimenter), are at home (as opposed to the lab or school),

and converse to play a fun, easy, and natural game (word guessing)
that many children are already familiar with, as opposed to scripted
turns (e.g., Hess and Johnston, 1988) or complex conversational
games such as the map task (e.g., Anderson et al., 1991).

The paper is organized into three parts: Corpus, Annotation, and
the case study of BC. In the first part, we present the methodology
for Corpus building. In the second, we present the coding scheme
we used to annotate the video call recordings for several—potentially
communicative—visual features as well as the inter-rater reliability
for each feature. In the third, we present the results of the BC analyses
comparing child-caregiver dyads to caregiver-adult dyads. Finally,
we discuss the findings, impact, and limitations of this new data
acquisition method.

2. The corpus

The Corpus consists of online video chat recordings. In what
follows, we provide details about the participants, the recording
setup, the task we used to elicit conversational data, and the
recording procedure.

2.1. Participants

We recorded 20 dyads. Among these dyads, 10 involved children
and their caregivers (the condition of interest) and 10 involved the
same caregivers with other adults (the control condition). In the BC
case study, below, we also analyzed this control condition by whether
or not the caregiver and adult were family members: We had 5 family
dyads and 5 non-family dyads (more detail is provided in Section 4).
In total, we collected 20 conversations or N = 40 individual videos
(i.e., of individual interlocutors). Each pair of videos lasted around
15 min for a total of 5 h and 49 min across both conditions. The
children were 6–11 years old (M = 8.5, SD = 1.37). All 10 children
were native French speakers and half were bilinguals. Children did
not have any communicative or developmental disorders except for
one child who had mild autism. One caregiver participated twice as
they had two children in our sample. The caregivers were recruited
among our university colleagues.

2.2. Recording setup

We did the recording using the online video chat system “Zoom”
(Zoom Video Communications Inc., 2021). The setup required that
the caregiver and child use different devices (e.g., two laptops or a
laptop and a tablet) and that they communicate from different rooms
(if they record from the same house) in order to avoid issues due to
echo. We also required that the caregiver wore a headset microphone
during the recording for better audio quality.1

1 If neither of the interlocutors wears a headphone, Zoom tends to

automatically cut the sound of one speaker when the speakers happen to talk

over each other, which is an undesirable feature for the purpose of our data

collection, and in particular for the study of BC.
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FIGURE 1

A snapshot of one of the recording sessions involving a child and her
caregiver communicating through an online video chat system.

2.3. The task

The task consists in playing a word-guessing game in which one
of the participants thinks of a word and the other tries to find it by
asking questions. After a word has been guessed, the interlocutors
alternate their roles. The participants were told that they can finish
the game after around 10 min. The caregivers were provided with a
list of words to use during the interaction with the child whereas the
children were free to choose the words they wanted. Detailed task
instructions can be found in the Appendix below.

We chose this weekly-structured task over free conversations
in order to correct for the asymmetrical aspect of child-caregiver
interaction. In fact, our piloting of free conversation has led to
rather unbalanced exchanges whereby the caregiver ends up playing
a dominant role in initiating and keeping the conversation alive.
We also piloted other, semi-structured tasks that have been used
in previous studies to elicit spontaneous exchange between adults
such as the map task (Anderson et al., 1993) and variants of the
“spot the difference” task (Van Engen et al., 2010). Nevertheless,
in both of these tasks, we observed that the child tends to overly
fixate on the prompt (the prompt being the map in the first task
and the pair of pictures in the second) which hindered a natural
multimodal signaling dynamics with the interlocutor. We ended up
picking the word-guessing game as (i) it allowed for a balanced
exchange between children and caregiver and (ii) it does not involve
a prompt, thus, optimizing multimodal signaling behavior during the
entire interaction.

2.4. Procedure

We recorded a three-way call involving 1) the experimenter
(doing the recording), 2) the caregiver, and 3) either the child (in
the condition of interest) or another adult (in the control condition).
The experimenter was muted during the entire interaction and used
a black profile picture in order not to distract the participants. The
experimenter was able to record both interlocutors by pinning their
profiles side-by-side on her local machine (Figure 1). Furthermore,
the participants were instructed to hide “self-view” and to pin only
their interlocutors. The procedure consisted of three phases (all were
included in the recordings). First, the caregiver (in both conditions)
explains the task to the child, then the pair does the task for around
10 min, and lastly, the caregiver initiates a free conversation with the
child (or adult) to chat about how the task went (for about 5 min).

2.5. Video call software: Zoom

We used Zoom for video calls since our participants were
familiar with this software. It is worth mentioning that Zoom
has built-in audio-enhancing features that can be problematic for
the study of some conversational phenomena, especially BC. In
particular, one feature consists in giving the stage to one speaker
while suppressing background noise that may come from other
participants’ microphones. We made sure, in preliminary testing, that
BC was not suppressed as “background noise,” at least in our case
where there were only two active participants in the Zoom session.

3. Annotation

We manually annotated the entire N = 40 individual recordings
in our corpus for several visual—and potentially communicative—
signals.2 The annotation was performed using a custom-developed
template on ELAN. The annotated features were: gaze direction
(looking at interlocutor vs. looking away), head movements (head
nod and head shake), eyebrow movements (frowning and eyebrow-
raising), mouth displays (smiles and laughter), and posture change
(leaning forward or backward). In what follows, we elaborate
on each of these annotations followed by an explanation of the
annotation methods.

3.1. Annotated features

3.1.1. Gaze direction
Previous studies (e.g., Kendon, 1967) suggest that eye gaze can be

used to control the flow of conversation, e.g., by regulating the turn-
taking behavior: Speakers tend to look away from their partners when
they begin talking and look back at them when they are about to finish
their conversational turn. Gaze direction can also serve as a predictor
of gestural feedback (e.g., Morency et al., 2010), signaling to the
listener that the speaker is waiting for feedback. Thus, we annotated
the occasions where the target participant was looking directly at the
screen, which we took as an indication that the gaze was directed at
the interlocutor.

3.1.2. Head movements
Head movements have various functions in human face-to-face

communication such as giving feedback to—and eliciting feedback
from—the interlocutor (Allwood et al., 2005; Paggio and Navarretta,
2013). We annotated two head movements that may play different
communicative roles: head nods and head shakes.

3.1.3. Eyebrow displays
Eyebrow movements are among the most commonly employed

facial expressions, they can communicate surprise, anger, and
confusion. In our annotation scheme, we have two categories
for eyebrow movements: raised (lifted eyebrows) or frown (the
contraction of eyebrows and movement toward the nose).

2 The corpus was also fully transcribed manually. Here we focus on the more

challenging task of coding the non-verbal signals.
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3.1.4. Mouth displays
Smiles and laughs are common sources of backchannel

communication between participants. They can, e.g., signal to the
interlocutor that they are being understood (Brunner, 1979). They
can also signal attention when combined with a head nod (Dittmann
and Llewellyn, 1968). We annotated two categories of mouth display:
smile and laughter.

3.1.5. Posture
Posture also plays a communicative role. In particular, leaning

forward can indicate attention and/or positive feedback (Park et al.,
2017) and leaning backward may occur as a turn-yielding signal
(Allwood et al., 2005). We annotated posture by taking the starting
point as the neutral position and any movement from there was
tagged either forward or backward.

3.2. Annotation method and inter-rater
reliability

The annotation task was structured in the following way: (1)
Detecting that a target non-verbal event has occurred during the time
course of the conversation; (2) Once the event has been detected,
tagging its time interval (i.e., when it begins and ends) and; (3)
tagging its category (e.g., smile, head nod, or leaning backward).3 The
entire corpus was annotated by the first author. Additionally, a subset
of 8 recordings (i.e., 20% of the data) including 4 children and 4 adults
were independently annotated by another person in order to estimate
inter-annotation agreement.

Estimating the degree of agreement between annotators for time-
dependent events is not an easy task as it requires comparing
not only agreement on the classification (whether an event is a
laugh or a smile) but also agreement on the time segmentation
of this event. Mathet et al. (2015) introduced a holistic measure,
γ , that takes into account both classification and segmentation,
accounting for some phenomena that are not well captured by
other existing methods such as Krippendorff ’s αu (Krippendorff
et al., 2016). Such phenomena include when segments overlap
in time (e.g., when an interlocutor nods and smiles at the
same time) which occur frequently in face-to-face data such
as ours. Thus, it is the γ measure that we report in the
current study using a Python implementation by Titeux and Riad
(2021).

In a nutshell, this method estimates agreement by finding
the optimal alignment in time between segments obtained
from different annotators. The alignment minimizes both
dissimilarity in time correspondence between the segments as
well as dissimilarity in their categorization. The optimal alignment

3 Note that similar visual events may vary in their precise communicative

functions. For example, a head nod can be used either as a non-verbal

answer to a yes-no question or as a BC, indicating attention/understanding

without necessarily signaling agreement. Such distinctions have not been made

at this stage of this annotation (but see the case study on BC, below, for

further specifications of some communicative moves). Here we annotated the

above-described features regardless of their precise communicative role in the

conversation.

is characterized by a disorder value: δ. The measure γ takes
into account chance by sampling N random annotations and
computing their average disorder: δrandom. Finally, the chance-
adjusted γ measure is computed as: γ = 1 − δ

δrandom
. The

closer the value to 1, the stronger the agreement between the
annotators.4

While γ allows us to obtain a global score for the annotation.
We were also interested in the finer-grained analysis of
agreement comparing segmentation vs. categorization for
each annotated feature. To obtain scores for categorization
only, we use the γcat measure introduced by Mathet
(2017) which is computed after one finds the optimal
alignment using the original γ as described above. To
analyze agreement in segmentation, we computed γ for
each category separately, thus eliminating all ambiguities in
terms of categorization and letting γ deal with agreement in
segmentation only.

Regarding agreement in our data, we found an average γav =

0.56 [0.49, 0.66] for children and an average γav = 0.65 [0.59, 0.78] for
adults, where ranges correspond to the lowest and highest γ obtained
in the four videos we double-annotated in each age group. How to
interpret these numbers? Since γ is a new measure, it has not been
thoroughly benchmarked with data similar to ours, as compared to
more known measures (which, however, are less adequate for our
data) such as Cohen’s Kappa or Krippendorff ’s alpha. That said, γ
is generally more conservative than other existing measures (Mathet
et al., 2015). In addition, γ tends to (over-)penalize several aspects
of disagreement in segmentation (see below). Thus, we can consider
that the global scores obtained above reflect, overall, good agreement
as can be seen in Table 1.

Table 1 shows the detailed scores for each feature. We found
that the scores for categorization were very high across all features
and in both age groups, indicating that our non-verbal features are
highly distinguishable from each other. The scores for segmentation,
though overall quite decent (they are overall larger than 0.5 for all
features), are much lower compared to categorization. Segmentation
is harder because there are several ways disagreement can occur
and for which it is penalized by γ . Part of this disagreement is
quite relevant and should indeed be penalized such as when only
one annotator detects a given event at a given time or when there
is a mismatch between annotators in terms of the start and/or the
end of the event. However, some aspects of disagreement need not
necessarily be penalized such as when one annotator considers that
an event is better characterized as a long continuous segment and
the other annotator considers, instead, that it is better characterized
as a sequence of smaller segments (e.g., a long continuous segment
involving multiple consecutive nods vs. several consecutive but
discrete segments representing, each, a single nod).

We found some features to be less ambiguous (to human
annotators) than others, especially concerning their segmentation.
For example, gaze switch, laughter, and head shake were among the
least ambiguous for both children and adults. Posture change and
eyebrow movement were the most ambiguous in children. Smiles
and head nods had an intermediate level of ambiguity in both age
groups. Finally, we noted that the agreement scores were overall

4 N is chosen so that γ has a default precision level of 2%, we did not change

this default value in the current work.
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TABLE 1 Average gamma scores quantifying inter-rater reliability between two annotators using 20% of the corpus. Ranges the indicate lowest and largest
gamma in the videos annotated in each age group.

Children Adults

Features Categorization Segmentation Categorization Segmentation

Gaze 0.93 [0.85, 0.99] 0.68 [0.63, 0.73] 0.98 [0.94, 1.00] 0.76 [0.61, 0.88]

Mouth_Smile 0.84 [0.66, 1.00] 0.55 [0.32, 0.75] 0.96 [0.94, 1.00] 0.58 [0.42, 0.70]

Mouth_Laugh 0.81 [0.58, 1.00] 0.67 [0.49, 0.86] 0.99 [0.94, 1.00] 0.79 [0.64, 0.87]

Head_Shake 0.99 [0.94, 1.00] 0.69 [0.39, 0.89] 0.94 [0.87, 1.00] 0.71 [0.48, 0.83]

Head_Nod 0.86 [0.65, 1.00] 0.57 [0.47, 0.78] 1.00 [1.10, 1.00] 0.57 [0.46, 0.68]

Posture_Forward 0.81 [0.67, 1.00] 0.50 [0.33, 0.80] 0.90 [0.79, 1.00] 0.63 [0.49, 0.88]

Posture_Backward 0.86 [0.74, 0.94] 0.52 [0.33, 0.68] 0.94 [0.83, 1.00] 0.67 [0.46, 0.91]

Eyebrow_Raised 0.82 [0.77, 0.94] 0.50 [0.43, 0.56] 0.92 [0.88, 0.97] 0.66 [0.57, 0.77]

Eyebrow_Frown 0.79 [0.71, 0.86] 0.52 [0.37, 0.68] 0.66 [0.47, 0.77] 0.49 [0.45, 0.53]

FIGURE 2

The frequency of use of non-verbal features for each participant in our corpus. The frequency was normalized by the total length (in minutes) of the
conversation. The black dotted line represents a frequency of 1 per minute; data above this line can be understood as indicating relatively frequent
behavior.

higher for adults compared to children, indicating that adults’ non-
verbal behavior was generally less ambiguous to our annotators
than children’s.

3.3. Distribution of non-verbal signals

Based on our annotations, we quantified non-verbal
communication in child-caregiver multimodal conversation
compared to the control condition of adult-caregiver conversation.
Figure 2 shows the average number of target non-verbal behaviors
(e.g., gaze switch, head nod, or smile) per minute in both conditions
and for each speaker. We can observe that the frequency distribution
is strikingly similar across all speakers. This finding suggests that
non-verbal behavior data is quite balanced across children and
adults. Thus, our corpus provides a good basis for future studies
of how these cues are used to manage conversations and for
comparison with how adults behave in similar conversational

contexts. The following section is an instance of how this
data can be leveraged to focus on one conversational skill, i.e.,
backchannel signaling.

4. Case study: Backchannel signaling

This section provides a case study (illustrated by the examples
in Table 2) of how the—rather general purpose—annotated
corpus we presented above can be utilized to study specific
conversational phenomena. We focus on BC signaling in middle
childhood, providing a fresh perspective on the development
of this skill compared to previous in-lab, rather controlled
studies. In what follows, we present the methods we used to
adapt the above-annotated corpus to the needs of this case
study, then we present the results of the analyses comparing
the child-caregiver dyads to adult-caregivers dyads both in
terms of the rate of the listener’s BC production and in terms
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TABLE 2 Excerpts from conversations in our corpus (translated from French) exemplifying both types of BC in each of the three modalities we consider in
this study. BC either occurs during a pause “[ ]” in the speaker’s turn or it overlaps with a segment of the speaker’s speech (the underlined part). The comment
explains the decision to classify the BC as generic or specific, following the distinctions made in Bavelas et al. (2000).

BC type Modality

- Parent: So, [ ] the game is a simple word guessing game

- Child: Yeah! Generic Verbal

Comment: The child’s BC shows that they are engaged in what the caregiver is telling them while still remaining as an audience.

- Adult1: It was a good way of training [ ] and also publishing ..

- Adult2: Of course! Specific Verbal

Comment: Adult2 becomes involved in the narration process by acting upon Adult1’s utterance: They display agreement.

- Adult1:..in addition to having knowledge of EEG because I’ve never..

- Adult2: [Head nod] Generic Head nod

Comment: Adult2 nods while Adult1 hesitates during the utterance to show that they are anticipating the interlocutor to
communicate their engagement.

- Parent: That’s right, it’s a metronome [ ] Oh too strong!

- Child : [Head nod] Specific Head nod

Comment: The child’s head nod is internal to the narrative plot of the caregiver, they nod to add information to the narration by
showing approval for what was said by the caregiver.

- Adult 1: Ah because in the objects category you did not put living beings

- Adult 2: [Smile] Generic Smile

Comment: Adult2’s smile is directed at the narrator while actively listening to communicate general understanding and
involvement.

- Adult 1: No, it’s gonna be something so silly too. Um...

- Adult 2: [Smile] Specific Smile

Comment: Adult2’s smile is a direct reaction to the content of what was said. It is specific to that point in the narrative and shows
amusement.

of the distribution of this production across the speaker’s
contextual cues.

4.1. Methods

4.1.1. Generic vs. specific BC
We adopt the distinction that Bavelas et al. (2000) has

established experimentally between two types of BC: “generic” vs.
“specific.”5 As its name indicates, specific BC is a reaction to the
content of the speaker’s utterance. It might indicate the listener’s
agreement/disagreement, surprise, fear, etc. As for generic BC, it is
performed to show that the listener is paying attention to the speaker
and keeping up with the conversation without conveying narrative
content (see examples in Table 2). It is important to note that, while
generic BC does not target the narrative content, it does not mean
that it is used randomly. Both generic and specific BCs should be
timed precisely and appropriately so as to signal proper attentive
listening to the speaker. Otherwise, they can be counter-productive
and perceived, rather, as distracting and interrupting, even by young
children (e.g., Park et al., 2017). In that sense, both specific and

5 A roughly similar distinction has been proposed in Conversational Analysis

literature (Scheglo�, 1982; Goodwin, 1986), using the terms “continuers” and

“assessment.”

generic BC are expected by interlocutors to be used in a collaborative
fashion starting from their early development in childhood.

4.1.2. Family vs. non-family conditions
Previous work has pointed out differences in BC dynamics

depending on the degree of familiarity between interlocutors (e.g.,
Tickle-Degnen and Rosenthal, 1990; Cassell et al., 2007), so we
distinguished in the control caregiver-adult conversations between
family members (5 dyads) and non-family members (5 dyads).
Since interlocutors in the caregiver-adult condition are both mature
speakers/users of the language, we did not separate them here based
on whether they were the caregiver or adult, but based on whether
they belong to family or non-family dyads. Thus, both the family and
non-family conditions contain, each, N = 10 individuals, similar
to the number of caregivers and children in the child-caregiver
condition, making these four categories comparable in our analysis.

4.1.3. Listener’s BC
While a multitude of signals can convey some form of specific

active listening (surprise, amusement, puzzlement, etc.), here, we
made this question more manageable by focusing on a subset of
behaviors that can, a priori, be used for both specific BC and generic
BC depending on the context of use. This subset is a good test
for children’s pragmatic ability to encode and decode specific vs.
generic BC even when both are expressed by the same behavior. For
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TABLE 3 Average number of generic vs. specific BC produced per
participant in each modality. Note that here the numbers for “Caregiver”
only concern their interaction with children. Family and non-Family groups
include only participants from the caregiver-adult condition.

Verbal Head nod Smile

G. S. G. S. G. S.

Child 2.5 13.3 3.6 3.3 10 24.7

Caregiver 3.9 9.3 0.4 4.9 14.8 16.5

Family 3.3 12.1 2.0 6.7 21.9 14.9

Non-family 6.0 20.8 19.9 17.7 34.0 22.1

example, a smile can be both an accommodating gesture (generic) or
an expression of amusement (specific) depending on the context (see
Table 2).

Based on examination of the set of annotated non-verbal signals
in our corpus, we found head nods and smiles to be used by
children and adults both as specific and generic BC. Other non-
verbal signals (e.g., head shakes, eyebrow displays, and laughs) were
almost always specific, and therefore—as we indicated above—were
not included in the analysis. Further, and in addition to non-verbal
signals, BC can also be expressed verbally as short vocalizations (e.g.,
“yeah,” “m-hm”). We obtained these signals automatically using the
SPPAS software (Bigi, 2015) which segments the audio input into
Inter-Pausal Units (IPU) defined as pause-free units of speech. We
operationalized a short vocalization as—at least—a 150 ms-long IPU.
This threshold was the minimal duration of a verbal BC based on
our preliminary trials and hand-checking of a few examples. The
automatically detected units were then verified manually, keeping
only the real instances of BC.

A second round of annotation concerned the classification of
these verbal and non-verbal signals into specific vs. generic BC. The
first author annotated the entire set of these signals into specific vs.
generic BC. In order to estimate inter-rater reliability, around 20% of
the data were annotated independently by a second annotator. We
obtained a Cohen Kappa value of κ = 0.66, indicating “moderate”
agreement (McHugh, 2012). Table 3 shows some average statistics of
Generic vs. Specific BC produced per participant in each modality. It
shows that children and adults do produce both types of BC in each
of the modalities we consider. Given our limited sample size and in
order to optimize statistical power, all subsequent analyses were done
by collapsing BC across all these three modalities.

4.1.4. Speaker’s contextual cues
We also needed annotations of the speaker’s contextual cues,

i.e., the context of speaking where the listeners produce a BC. We
considered two broad speaking contextual cues: a) overlap with
speech, that is, when the listener produces a verbal or non-verbal
BC without interrupting the speaker’s ongoing voice activity, and b)
during a pause, i.e., when the listener produces a BC after the speaker
pauses for a minimum of 400 ms (following Hess and Johnston,
1988). In addition, we study the subset of cases where these two
contexts overlap with the speaker’s eye gaze, that is, when the listener
produces a BC while the speaker is looking at them vs. while the
speaker is looking away. The speaker’s continuous segments of speech
(i.e., IPUs) vs. pauses were annotated automatically using the Voice

FIGURE 3

The rate of BC production per minute for both the child-caregiver
condition and family vs. non-family in the caregiver-adult condition.
Each data point represents a participant and ranges represent 95%
confidence intervals.

Activity Detection of the SPASS software (Bigi, 2012, 2015; Bigi and
Meunier, 2018). As for the speaker’s gaze (looking at the listener vs.
looking away), it was annotated manually (see Section 3 above).

4.2. Results

4.2.1. Rate of BC production
We computed the total number of specific and generic BC

produced by each interlocutor, then we divided this number by
the length of the conversation in each case to have a measure of
the rate of production per minute. Results are shown in Figure 3.
When comparing children to caregivers, we found what seems to be
a developmental effect regarding the rate of production of specific
vs. generic BC. More precisely, children produced specific BC at a
higher rate than generic BC. This difference was larger for children
than for caregivers. Statistical analysis confirmed this observation: A
mixed-effect model predicting only children’s rate as a function of
BC type6 yielded an effect of β = 1.47 (SE = 0.17, p < 0.001),
meaning there was a difference between specific and generic BC
rate in children. A second model predicting the rate of production
(by both children and caregiver) as a function of both BC type and
interlocutor (child or caregiver) 7 showed there to be an interaction
β = 0.81 (SE = 0.37, p < 0.05), meaning that the difference between
BC types in children is larger than it is in caregivers. As can be seen in
Figure 3, and although children produce slightly fewer generic BC,
the developmental difference can be largely attributed to children
producing more specific BC compared to caregivers.

In the same Figure 3, we also have the rates of production in
the Adult-Adult control conditions. While these controls were meant
to be contrasted with the child-caregiver dyads, here we noticed an
interesting difference among them: Both BC types were higher in
the non-family dyads than in the family dyads. Using a mixed-effects
model predicting the rate of BC production as a function of type and
family membership, 8 we found a main effect of family membership:
β = 0.81 (SE = 1.57, p = 0.01) but there was no effect of BC

6 Specified as Rate ∼ BC_type + (1 | dyad).

7 Specified as Rate ∼ BC_type*Interlocutor + (1 | dyad).

8 Specified as Rate ∼ BC_type*Family + (1 | dyad).
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type nor an interaction. By comparing the child-caregiver condition
to family vs. non-family of the adult-adult conditions in Figure 3,
we make the following observations. Caregivers, when talking to
children, produced BC at a rate roughly similar to the one used
among adults in the family dyads. The same thing can be said about
children: Although they tend to produce slightly more specific BC
and slightly fewer generic BC than adults, these differences were
small and not statistically significant. This comparison suggests that,
overall, children are not less prolific in terms of BC production than
adults, at least when adults converse in a family context.

4.2.2. Distribution of BC over speaker’s contextual
cues
4.2.2.1. Child-Caregiver condition

While the results shown in Figure 3 inform us about the overall
rate of BC production, they do not show the speaker’s contextual
cues where this production occurs. As explained in the Methods
subsection, we examined the nature of BC production of the listener
during the speaker’s speech vs. pause and in the subset of cases
where these cues overlap with the speaker’s gaze (Kendon, 1967;
Kjellmer, 2009; Morency et al., 2010). In Figure 4 we show the rate
of BC production of children and caregivers across these cues. The
main observation is that children and caregivers produce BC across
speaker’s cues in roughly similar proportions. Another observation
is that, for both interlocutors, while BC in speech almost always
coincided with the speaker’s gaze at the listener (though this is likely
due to a floor effect), this was not the case for BC produced during
pauses where part of this production did not coincide with the
speaker’s gaze (in other words, listeners also provided BC when the
speaker paused and looked away). One minor difference between
children and caregivers is the following. While their rate of BC during
speech was generally low, this rate was slightly higher for children
(while almost totally absent for caregivers). The origin of this small
difference is unclear: it could be due to children providing fewer BC
opportunities for adults to capitalize on, or to adults not providing
BC despite such opportunities. Another difference is that caregivers
seem to produce slightly more generic BC after pauses than children
do (though this difference was not statistically significant).

4.2.2.2. Adult-adult (control) conditions
Next, we examined how BC production varied across the

speaker’s cues between family and non-family dyads in the adult-
adult control conversations. The results are shown in Figure 5.
Unsurprisingly, and in line with findings in Figure 3, we observe
a general increase in BC production rate among non-family dyads
relative to family dyads. However, this increase was–interestingly–
not similar across the speaker’s cues. In particular, while the average
BC production rate remained similar during the speaker’s pauses,
we observed a striking increase in generic BC produced by non-
family listeners during the speaker’s speech, going from almost zero
to around 1 BC per minute. Indeed, a mixed-effects model predicting
the rate of generic BC as a function of family membership showed
there to be a strong difference: β = 0.84 (SE = 0.2, p <

0.001). Another observation is that, for both family and non-family
dyads, only part of the BCs co-occurred with the speaker’s eye gaze
toward the listener in both speaker’s speech and pause, i.e., many
BC occurred when the speaker was looking away. By comparing
Figures 4, 5, we conclude that patterns of BC distribution (across

speaker’s cues) of children and caregivers are not only largely similar
to each other, but also similar to the patterns of BC distribution of
adult-adult conversations in the family context. In fact, we observed
much more differences due to family membership between adults
than differences due to developmental age.

4.3. Discussion

This case study focused on BC in child-caregiver conversations
and compared children’s behavior to adult-level mastery in family
and non-family contexts. While previous work (e.g., Dittmann, 1972;
Hess and Johnston, 1988) found BC to be still relatively infrequent in
middle childhood, here we found that children in the same age range
produced BC at a similar rate as in adult-adult conversations when
the adults were family members, an arguably more pertinent control
condition than when adults are not family members. In the latter, the
rate of production of BC was much higher.

An alternative interpretation of children’s adult-level BC
production is the fact that caregivers may provide children with more
BC opportunities than what they would have received otherwise, thus
“scaffolding” their BC production. While it is difficult to quantify
exhaustively and precisely all BC opportunities, we can have an
approximation by counting all pauses of at least 400 ms between two
successive sound segments (or IPUs) of the same speaker. Using this
rough estimate9, Figure 6 shows that, indeed, children are offered
slightly more opportunities by the caregiver than the other way
around. However, the number of BC opportunities is higher in adult-
adult conversations. Thus, the number of BC opportunities alone
does not explain why children still produce BC at a similar rate as
adults in the family dyads.

Regarding the distinction between specific vs. generic BC, we
found that children used verbal and non-verbal behavior to signal
fewer generic BC compared to specific BC. However, this result does
not necessarily mean children find generic BC harder. Indeed, the rate
of generic BC was very low for both children and adults in family
dyads. Findings from the non-family control condition suggest a
better interpretation of this result. In this condition, adults provided
a much higher rate of generic BC. We speculate that the participants
used more generic BC (e.g., smiles) to establish social rapport with a
stranger. In family dyads (and regardless of the interlocutor’s ages),
however, social rapport is already established, requiring less explicit
accommodating signals (see also Tickle-Degnen and Rosenthal, 1990;
Cassell et al., 2007).

5. Conclusions

This paper introduced a new data acquisition method for the
study of children’s face-to-face conversational skills. It consists in
using online video calls to record children with their caregivers at
home. Compared to existing datasets of spontaneous, multimodal
child-caregiver interactions in the wild (e.g., MacWhinney, 2014;
Sullivan et al., 2022), our method allows much clearer access to the

9 Note that this measure approximates BC opportunities only in the context of

the speaker’s pauses, not opportunities for BCs that overlap with the speaker’s

speech. Estimating the latter requires investigating finer-grained cues within

speech such as intonation and clause boundaries.
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FIGURE 4

The rate of listener’s BC production of children and caregivers across the speaker’s speech and pauses (mutually exclusive). We also show the subset of
cases where these cues overlap with the speaker’s gaze at the listener. Each data point represents a participant and ranges represent 95% confidence
intervals.

FIGURE 5

The rate of listener’s BC production in family and non-family adult dyads across the speaker’s speech and pauses (mutually exclusive). We also show the
subset of cases where these cues overlap with the speaker’s gaze at the listener. Each data point represents a participant and ranges represent 95%
confidence intervals.

FIGURE 6

The rate of BC (received) opportunities. Opportunities were defined
roughly as pauses of at least 400 ms between two successive sound
segments (or IPUs) of the speaker.

interlocutor’s facial expressions and head gestures, thus facilitating
the study of conversational development. We collected an initial
corpus using this data acquisition method which we hand-annotated
for various multimodal communicative signals. The analysis of
these annotations revealed that children in middle childhood use

non-verbal cues in conversation almost as frequently as adults do.
In our corpus, interlocutors played a word-guessing game instead
of chatting about random topics. This game was used here to
elicit balanced conversational exchange in an interactive context
where such a criterion is difficult to meet due to obvious social
and developmental asymmetries between the interlocutors. That
said, the word-guessing game remains highly flexible and useful for
investigating a wide range of research questions.

We illustrated the usefulness of such data by focusing on a
specific conversational skill: Backchannel signaling, which—despite
its importance for coordinated communication (Clark, 1996)—has
received little attention in the developmental literature. The findings
from this case study have confirmed our prediction that using a
new data acquisition method, which improves the naturalness of the
exchange (i.e., conversation with a caregiver, at home, and using a
fun/easy game), allows us to capture more of children’s conversational
competencies. In particular, here we found, by contrast to previous
in-lab studies, that school-age children’s rate and context of BC
production is strikingly close to adult-level mastery.

Backchannel signaling is only an illustration; many other aspects
of conversational development can be studied with these data.
In particular, ongoing research aims at characterizing children’s
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multimodal alignment, a phenomenon whereby interlocutors tend
to repeat each other’s verbal and non-verbal behavior. Alignment
is believed to be associated with the collaborative process of
building mutual understanding and, thus, communicative success
more generally (Brennan and Clark, 1996; Pickering and Garrod,
2006; Rasenberg et al., 2020). For example, Mazzocconi et al.
(2023) used our corpus to compare laughter alignment/mimicry in
child-caregiver and caregiver-adult interactions. They found that,
although laughter occurrences were comparable between children
and adults (as we report here in Figure 2), laughter mimicry was
overall significantly less frequent in child-caregiver interactions in
comparison to caregiver-adult interactions, the latter being similar
to what was observed in previous studies of adult face-to-face
interactions (e.g., Mazzocconi et al., 2020).

Finally, a major advantage of the zoom-based data acquisition
method is its cost-effectiveness, allowing large-scale data collection
including from different cultures. In the current paper, however,
our goal was not only to collect data but also to provide manual
annotation for various communicative signals, a labor-intensive task.
Thus, we settled on a manageable sample size. That said, progress in
the automatic annotation of children’s multimodal data (Sagae et al.,
2007; Nikolaus et al., 2021; Rooksby et al., 2021; Erel et al., 2022;
Long et al., 2022) should alleviate the constraint on large-scale data
collection in future research. The current work also contributes to
this effort by providing substantial hand-annotated data that can be
used for the automatic models’ training and/or validation.

5.1. Limitations

We used video calls as a way to collect face-to-face conversational
data in a naturalistic context (e.g., at home instead of the lab).
However, this method involves introducing a medium (i.e., a screen)
that has obvious constraints and the participants may be adapting
to—or influenced by—these constraints. For example, in the case
of BC, we noticed some differences with previous work that has
studied adult BC in direct face-to-face conversations in the same
culture/country (i.e., France) (Prévot et al., 2017; Boudin et al., 2021).
In particular, our rate of BC production in adults was overall lower.
Besides, our number of verbal BC compared to non-verbal BC was
also lower (see Table 3).10 Nevertheless, our goal is generally to
compare children and adults; the constraints due to introducing a
medium of communication apply equally to both children and adults,
thus the comparison remains valid, albeit in this specific, mediated
conversational context.

BC behavior can also be influenced by internet issues such as time
lags (Boland et al., 2021), possibly disturbing the appropriate timing
and anticipation of conversational moves. That said, our preliminary
testing (and, then, the full annotation of the data) has shown that,
if there were lags, they must have been minimal compared to the
time scale of BC dynamics. The production of BC did not seem to
be disrupted nor disruptive (to the interlocutor). However, further
research is required to precisely quantify the potential effect that
online video call systems might have on BC and conversational
coordination more generally.

10 That said, there are other factors that may have caused these di�erences,

namely, our use of a new elicitation task, i.e., the word-guessing game.
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Appendix: Instructions given to the
caregivers

The following instructions were given to the caregivers in written
format an hour before the recording as well as verbally right before
the beginning of the recording. The caregivers were allowed to ask
questions–if they had any–to the experimenter until the recording
started.

First step: Connecting to Zoom
You’ll need two computers to connect separately on Zoom (it is

preferable for the quality of audio that they be in different rooms).
Make sure to use headphones for improved audio quality (not

required for your child).
Follow the link sent by the experimenter in order to connect both

computers to Zoom.
If Zoom is not installed on your computer, you can install it by

following the link.
Once the installation is complete, you will be directed to a Zoom

window. There you will see the experimenter who will be recording
your interaction for the study.

Make sure to expand the zoom window to full screen and to pin
your video on your child’s screen (and his/hers on your screen).

Second step: The Word-Guessing Game
In this task, we ask you to play a “Guess the Word” game with

your child for 10 minutes. The goal is to have an active conversation
where one asks questions and the other answers them until the chosen
word has been found. Try guessing as many as possible!

- You can ask any question (not only yes/no questions).
- You can give small hints if it gets too complicated.

1. The caregiver explains the task to the child.
2. The parent starts with a word that they can choose from a list of

words that was provided to them prior to the recording (see the
list below).

3. Once ready, indicate that you have your word so that the child
could start asking questions about it.

4. The child asks his first question in order to find out the parent’s
first word.

5. The parent answers the questions while paying attention to not
answering the questions that give away the word.

6. The pair continues interacting until the word is found.
7. Once the word is correctly guessed, it’s the child’s turn.
8. The child starts with a word of their choice and answers the

questions about the word until the parent finds it out.
9. After each correctly guessed word, it’s the other participant’s turn.

10. They should try to guess as many words as possible in 10 minutes.
11. At the end of 10 minutes, the parent initiates a spontaneous

conversation with the child. They can discuss how they did in this
game, what they think of it etc. (this part is also recorded as part of
the data).

List of words provided to the caregivers (only in the
child-caregiver condition)
• Brosse à dents (toothbrush)
• Dauphin (dolphin)
• Fraise (strawberry)
• Policier (police officer)
• Vélo (bike)
• Lune (moon)
• Oreille (ear)
• Anniversaire (birthday)
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