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We introduce amethod for solving a quadratic unconstrained binary optimization

(QUBO) with the two-way one-hot constraints by dividing the QUBO into parts

and solving it with an Ising machine. The one-hot constraint is a constraint

condition in that only one binary variable takes the value one for a set of multiple

binary variables. The two-way one-hot constraint imposes one-hot constraint

conditions on every row and every column of a two-dimensional array of binary

variables with equal numbers of rows and columns. For example, traveling

salesman problems (TSPs) have two-way one-hot constraints. We propose two

methods to solve a TSP by dividing the cities into clusters based on information

in the QUBO matrix. The proposed methods decompose cities into clusters and

solve TSPs for each cluster. We solve TSPs such that the cities are distributed

in clusters and compare the results of the two proposed methods with the

results of solving the problem without partitioning. The results show that the

proposed methods are robust to the coe�cient parameters in the Hamiltonian

of QUBO and can obtain a solution closer to the optimal solution when solving

the problem without partitioning is hard. We also discuss the application of the

methods proposed in the TSPs to the quadratic assignment problems and to the

problems of ordering things.

KEYWORDS

Ising machines, combinatorial optimization problems, two-way one-hot constraints,

traveling salesman problems, problem partitioning

1 Introduction

Recently, Ising machines based on simulated and quantum annealing, etc., have been

actively used to solve combinatorial optimization problems (COPs) at high speed and are

beginning to be applied to realistic business problems (Neukart et al., 2017; Nishimura

et al., 2019; Ohzeki et al., 2019; Kanamaru et al., 2021; NEC Corporation, 2022a, 2023;

Yarkoni et al., 2022; Mori and Furukawa, 2023) as well as academic problems (Bando

et al., 2020; Abel et al., 2021; Mniszewski et al., 2021; Mukai and Kudo, 2021; Gaidai

et al., 2022). There have also been many studies on typical problems that have a wide

range of applications (Ushijima-Mwesigwa et al., 2017; Quintero et al., 2022; Salehi

et al., 2022; Suen et al., 2022), those on performance benchmarking to demonstrate

the usefulness of Ising machines (King et al., 2015, 2019; Lubinski et al., 2023) and

those on improving the performance of the Ising machine relating to pre-processing
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(Oku et al., 2020; Yachi et al., 2023), embedding (Okada et al.,

2019b; Bernal et al., 2020), and post-processing (Pudenz et al., 2015;

Borle and McCarter, 2019).

The quantum annealing machines currently in practical use

[e.g., D-Wave Advantage (D-Wave Quantum Inc., 2023b)] alone

can solve COPs with up to ∼120 bits in case of the complete graph

[equivalent to about 10 cities in the traveling salesman problem

(TSP) (Warren, 2020; Jain, 2021)]. However, real-world problems

are often large. Ising machines based on simulated annealing are

helpful for such applications.

In addition, quantum-classical hybrid algorithms that

combine quantum annealing with conventional computing

techniques are practical. One such example is D-Wave Hybrid (D-

Wave Quantum Inc., 2023a; Raymond et al., 2023). In the hybrid

algorithm with using quantum annealing, a problem is divided

and converted to the size that a quantum annealing machine can

compute. Therefore, it is essential to have an algorithm that solves

COPs with a good partitioning technique.

The earliest hybrid algorithm, qbsolv (Booth et al., 2017; D-

Wave Quantum Inc., 2021), combines tabu search and quantum

annealing and repeatedly solves the Ising or QUBO model to find

a solution. This allows us to solve COPs of a scale that cannot be

solved by quantum annealing alone. In the following, the hybrid

algorithms using Ising machines other than quantum annealing are

also called hybrid algorithms.

There are also hybrid algorithms that have algorithms for

partitioning the problem to a scale that can be solved by an Ising

machine (Atobe et al., 2021; Irie et al., 2021), and hybrid algorithms

that use the computation on an Ising machine as a subroutine

(Chancellor, 2017, 2023; Kitai et al., 2020; Ohzeki, 2020; Izawa et al.,

2022). Various hybrid algorithms have been proposed for particular

problems, and their effectiveness has been verified (Bian et al., 2016;

Abbott et al., 2019; Feld et al., 2019; Okada et al., 2019a; Shaydulin

et al., 2019; Ushijima-Mwesigwa et al., 2021; Liu et al., 2022).

On the other hand, even when solving with simulated

annealing, obtaining a near-optimal solution in a shorter time is

often easier if the number of variables is small than in the case of

a large problem. Because of this, even when solving COPs with

simulated annealing, it is considered important to partition the

problem and reduce the number of variables according to the

context of the problem to be solved.

However, to perform problem partitioning, users must be

familiar with simulated and quantum annealing. Users who need

to become more familiar with Ising machines will likely let

the Ising machine solve the problem as it is without dividing

the problem.

The large number of variables also makes the problem more

challenging to solve in terms of satisfying constraint conditions.

Constraints are conditions that must be satisfied by the solution

obtained by the Ising machine. For example, in the QUBO, a

constraint called the one-hot condition often appears, where only

one of the variables in a set has the value one and the others

have the value 0. COPs with constraints are more complex than

those without constraints because the obtained solution cannot be

interpreted as a meaningful solution unless all the given constraints

are satisfied. Methods of partitioning for specific problems with

one-hot conditions have also been proposed for the quadratic

assignment problem (Nishimura et al., 2019) and for the integer

programming problem (Okada et al., 2019a).

In this study, we consider how to partition the TSP, an example

of a problem with constraints, from a QUBO matrix, a commonly

used input format for Ising machines. In particular, we aim to

automatically divide the problem so that even users unfamiliar

with the Ising machine can benefit from the problem division. In

Section 2, we describe the two-way one-hot constraints and the

formulation of the traveling salesman problem. Section 3 deals

with concrete methods for splitting the traveling salesman problem.

We solve the traveling salesman problem of clustered cities by

our proposed methods in Section 4 and discuss the limitations of

the proposed method, a comparison with 2-opt and how to apply

them to other types of problems in Section 5. Finally, Section 6

summarizes the contents of this study.

2 Two-way one-hot constraints and
traveling salesman problems

2.1 Two-way one-hot constraints

To solve COPs by Ising machines, one inputs a Hamiltonian

formulated in an Ising model or a quadratic unconstrained

binary optimization (QUBO). An Ising model is represented by a

quadratic function in spin variables (σi ∈ {+1,−1}), and a QUBO

is expressed as a quadratic function in binary variables (xi ∈ {0, 1}).
An input Hamiltonian H contains information on the constraints,

which must be satisfied in the solution, and that on the objective

function, which reflects the state of the solution to be aimed for,

H = CCHC + COHO. (1)

In Equation (1) HC and HO represent Hamiltonians for the

constraints and the objective function, respectively, and CC and CO

stand for coefficient parameters of the constraints and the objective

functions.

The one-hot constraint often appears when formulating COPs

in QUBO. It is a constraint where only one variable in a set of

variables has a value of one, and the rest have a value of 0, which

is shown as Equation (2) for N variables xi (0 ≤ i ≤ N − 1).

N−1
∑

i=0

xi = 1 (2)

It is used in situations where one of several items must be

chosen. For example, in a clustering problem, it is used to ensure

that each element is included in one of the clusters. It can also be

used to select one numerical value from several values (“one-hot

encoding").

Some COPs have the two-way one-hot constraint, which has

one-hot conditions for each row and each column in a two-

dimensional array variable with the same number of rows and

columns. It may be easier to understand if variables xij are written

in a table. For example, if the first index i corresponds to a row and

the second j to a column, it can be represented as shown in Figure 1.

The example is the case of a TSP for four cities, the variables of

which are shown by the table of four rows and four columns.
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For binary variables xij (0 ≤ i, j ≤ N − 1), a two-way one-hot

constraint is represented as the following set of equations:

N−1
∑

j=0

xij = 1 for 0 ≤ i ≤ N − 1, (3)

N−1
∑

i=0

xij = 1 for 0 ≤ j ≤ N − 1. (4)

These constraints are expressed as the Hamiltonian of the

QUBO formulation as follows:

N−1
∑

i=0





N−1
∑

j=0

xij − 1





2

, (5)

N−1
∑

j=0

(

N−1
∑

i=0

xij − 1

)2

. (6)

FIGURE 1

Four-city TSP variable have a two-way one-hot constraint. When

the variables are represented in a table, there are vertical and

horizontal one-hot conditions.

If one now arranges the variable xij in a two-dimensional

array as in Figure 1, where i corresponds to the rows and j to

the columns, Equations (3, 5) are the one-hot condition for the

horizontal direction. Represented in terms of an array of a QUBO

matrix, it corresponds to the components arranged in a triangular

form along the diagonal components of the QUBOmatrix as shown

in Figure 2, where QUBO matrices are upper triangular matrices.

On the other hand, Equations (4, 6) are the one-hot condition

for the vertical direction in Figure 1. TheQUBOmatrix represented

by the upper triangular matrix is shown in Figure 3 if one arranges

xij in a two-dimensional array as in Figure 2. The components are

aligned in the direction parallel to the diagonal components of the

QUBO matrix.

Problems that determine order or assignment, such as the TSPs

and the quadratic assignment problems (QAPs), are formulated

using the two-way one-hot condition.

2.2 Traveling salesman problems

A TSP aims to minimize travel distance while meeting these

two-way one-hot constraints. To minimize the total travel distance

to visit cities, Equation (7) is added to the Hamiltonian as the

objective function, where djk denotes the distance between city j

and city k.

N−2
∑

i=0

∑

j6=k

djkxijxi+1,k +
∑

j6=k

djkxN−1,jx0,k (7)

The QUBO matrix for the objective function is shown in the

lower table in Figure 4. In the QUBOmatrix, thematrix of distances

between cities (the upper table in Figure 4) appears with the first

subscript of the variable shifted by one. In addition, since the TSP

considers a circuitous route, a matrix of distances also appears in

the upper right part of the QUBO matrix to add the distance of the

route from the last city visited to the first city visited.

FIGURE 2

QUBO matrix components representing the one-hot condition for the horizontal direction corresponding to Equation (3).
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FIGURE 3

QUBO matrix components representing the one-hot condition for the vertical direction corresponding to Equation (4).

FIGURE 4

QUBO matrix corresponding to the objective function of the TSP contains a series of matrices representing distances between cities.

The TSP Hamiltonian and QUBO matrices are a combination

of the one-hot constraint part (Equations 5, 6) and the objective

function part (Equation 7). Since we aim to minimize the objective

function under the constraints, the QUBO matrix should be

adjusted so that the constraint condition part is more significant

than the objective function part. Therefore, coefficients are applied

to the Hamiltonian or QUBOmatrix of the constraint and objective

function parts as Equation (1).

3 Method

3.1 Idea of division

In this study, we aim to allow users unfamiliar with Ising

machines to benefit from partitioning even when inputting the

QUBO matrix as is. For this purpose, we consider partitioning the

input QUBO matrix without explicitly stating that the input is the
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Hamiltonian of the TSP or inputting information unique to the

TSP, such as the coordinates of cities. In addition, unlike problem

partitioning that clusters cities from their coordinates, the method

proposed in this article uses only information on the components

of the QUBO matrix. In this respect, this study differs from studies

about the clustering (Bauckhage et al., 2018; Kumagai et al., 2021;

Matsumoto et al., 2022).

The QUBO matrix of TSP contains submatrices of distance djk
between cities. We call these submatrices of distance values the

“distance matrices," an example of which is “distance matrix" of

Figure 4. Figure 5 illustrates the idea of clustering cities using the

distance matrix. This figure deals with a distance matrix for six

cities, where cities 0, 1, 2 and, 3, 4, 5 are distributed in clusters. The

distance matrix shows that the distance between one of the cities

0, 1, 2 and one of the cities 3, 4, 5 (circled in blue) is larger than

the distance between the cities 0, 1, 2 (circled in orange) and the

distance between the cities 3, 4, 5 (circled in green). Since TSP aims

to keep distances as small as possible, we can expect that pathways

corresponding to components within the orange and green regions

would be more likely to appear than pathways corresponding to the

blue region. For this reason, we will adopt the procedure of ignoring

the distance in the blue part, solving the TSP for the orange and

green parts independently, and considering the blue part later.

When dividing a TSP, it is useful to pay attention to the

objective function part of the QUBO matrix and the distance

matrix. The constraint conditions of TSP are only two-way one-hot

conditions, and the shapes of their QUBOmatrices are predictable,

as shown in Figures 2, 3. Therefore, it may be possible to extract

the part of the objective function from the QUBO matrix by

determining the coefficients of the constraint condition to remove

the diagonal component since there is no diagonal component

such as (x00, x00) in the objective function of the QUBO matrix.

Removing the constraint conditions is also possible by using

an Ising machine or middleware that allows the explicit input

of constraints and Hamiltonians that represent the constraint

conditions. “Flip option" in Ising machine “Vector Annealing"

(NEC Corporation, 2022b) and “Constraint" in middleware

“PyQUBO" (Zaman et al., 2021; Recruit Communications Co., Ltd.,

2022) are examples of such functions.

After extracting the objective function part of the QUBO

matrix, one obtains the distance matrix. The QUBO matrix of the

objective function part contains the matrices of distance, as shown

in Figure 4. Since each matrix is equal, any one of them can be used

as the distance matrix.

By the way, when cities included in the same cluster correspond

to adjacent indices as in Figure 5, clustering of cities is possible as

cities corresponding to orange and green areas within the distace

matrix. If cities not in the same cluster correspond to adjacent

indices, it appears that clustering is not possible using only the

information from the QUBO matrix, but it may turn out that

clustering of cities is possible by redefining the indices as in

Figure 6. In the example shown in Figure 6, one needs to repeat

sorting by distance from one city to the other cities in ascending

order starting from the 0’th city. In this way, redefining the indices

so that the indices of cities that are likely to be in the same cluster

are adjacent to each other, we get 0’→0, 1’→3, 2’→4, 3’→2, 4’→5,

5’→1 and the same distance matrix of Figure 5.

3.2 Partitioning using distance matrix

In the case of the TSP, removing the one-hot condition from

the QUBO matrix leaves the objective function part, as shown in

Figure 4. In general, the objective function of the QUBOmatrix has

two parts, one along the diagonal and one on the right, as shown

in Figure 7(1). This blocky submatrix is the distance matrix that

represents the distance between cities.

Figure 7 and the description below show the method of

clustering cities and partitioning the problem.

(1) Extract the distance matrix. For an N-city TSP, all distance

matrices appearing in the objective function are equal to each

other. For example, we can extract the part from row 0 to row

N − 1 and from column N to column 2N − 1 as the distance

matrix.

(2) If the indices do not line up well, as shown in Figure 6, sort the

indices so that the values are in ascending order concerning the

rows of the matrix. If the index changes, the variable or QUBO

matrix must reflect the change.

(3) Determine in advance the threshold tcl for clustering. If a

component in row 0 (d0,idiv−1) is tcl times larger than the

component one to its left (d0,idiv−1), let idiv be the index at which

it may be split.

(4) Consider only the upper triangular part of the distance

matrix, not including the diagonal components. For each row,

check whether all of the components on the right-hand side

[dj,idiv , · · · dj,N−1 (0 ≤ j ≤ idiv − 1), the green box of Figure 7(4)]

are tcl times larger than the maximum component on the left-

hand side [dj,0, dj,1, · · · , dj,idiv−1 (0 ≤ j ≤ idiv − 1), the orange

triangle of Figure 7(4)] to see if the left-hand part up to idiv −
1 column and the right-hand part from idiv column can be

partitioned. Once it is verified that the right-hand component

is tcl times larger than the left-hand component, a part of the

distance matrix to the idiv−1th row or idiv−1th column [orange

triangle of Figure 7(4)] is extracted. The distance information

of it is used as the distance matrix of the partitioned problem.

In this study, the partitioned problem is called a subproblem.

Extract the lower right part from the remaining idiv rows or idiv
columns.

(5) Repeat operations (2) to (4) as long as the division is possible.

3.3 Combining subproblem solutions

After the problem is divided into subproblems using the

distance matrix, one solves each subproblem as a TSP. However,

combining the subproblems’ solutions is necessary since the

original problem’s solution before the division cannot be obtained

simply by solving the subproblems. Figure 8 exhibits the method

for combining the solutions from solving the subproblems.

(1) TSPs are formulated and solved individually based on the

distance matrices of the subproblems (shown by triangles such

as yellow and green).

(2) After solving the TSPs for the subproblems, two adjacent

cities in each solution of subproblems are randomly
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FIGURE 5

Idea of clustering cities using the distance matrix, which is part of objective function of the QUBO matrix.

FIGURE 6

Example when variable indices are not adjacent to each other in nearby cities.

FIGURE 7

Method of clustering cities from the objective function part of the QUBO matrix.

selected in each clusters (or one city if there is only one

city in a cluster). The selected cities compose the TSP

between clusters.

(3) We formulate and solve the TSP for the selected cities. The TSP

between these selected cities to determine the order in which

to visit the clusters is called the super problem in this study.
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FIGURE 8

Method to reconstruct the solution of the original problem from the solution of the subproblem.

The distance matrix used in the TSP is constructed from the

distance matrix of the original problem before splitting. Since

the number of cities is at most twice the number of clusters,

the problem should be much easier to solve than before the

splitting. In addition, the cities in the same cluster should be in

consecutive order.

(4) The solutions of the subproblem TSP are inserted between the

two cities of the same cluster in the super problem solution to

solve the original TSP. See the explanation of the following and

Figure 9 for the method of interpolation.

After solving the TSP (super problem) for clusters, the solution

of the subproblem is inserted into the solution of the super problem

to construct the solution of the original problem, as shown in

Figure 9.

Suppose the two cities selected from a cluster are the ith and

i + 1th cities of the solution of the subproblem for the cluster. The

ith and i+1th cities correspond to the orange nodes in Figure 9 (1).

These two cities are connected to two other clusters, one leading

to the previous cluster and the other to the next cluster in the

cluster-to-cluster super problem solution.

Since the solution of the original TSP is to go from the previous

cluster to the next cluster, the order of visits within each cluster

is determined by which city connects to the preceding cluster. In

the case of the previous (ith) city connects to the preceding cluster,

the order within the cluster appears in the reverse order of the

subproblem solution as shown in Figure 9 (2). If the latter (i+ 1th)

city is chosen as the connection, the order within the cluster is

the same as the order of the subproblem solution, as shown in

Figure 9 (3).

3.4 Local search for inter-cluster
connections

The method described in the previous section randomly

determines the paths connecting clusters. It may not be easy to

obtain the effect of the segmentation. Especially when the number

of cities is small, and the Ising machine can reach the optimal

solution, the situation is that a better solution can be obtained by

not dividing the cities. This section explains a method to find paths

connecting clusters by local search.

The method is shown in Figure 10 and described by

the following procedure. The local search is performed as a

continuation of the stage where the order among clusters is

determined by the super problem [Figure 8 (2)].

(1) Now that we know the order of the clusters from the previous

steps, the next step is to determine which two cities to choose

from each cluster. First, we choose three consecutive clusters

in order obtained by the super problem. Since the pathways

within each cluster are obtained from the subproblem results, we

prepare the variables corresponding to the pathways. For each

cluster, the number of pathways equals the number of cities.

(2) Define the distances between paths: four different distances

between cities are involved in two paths, and we use the average

of the four distances in this article. Construct a QUBO for the

three consecutive clusters with a routing scheme that reduces the

total distance concerning each cluster, and solve it with an Ising

machine. Add a one-hot constraint so the solution has only one

path for each cluster.

(3) Pickup of the paths of three consecutive clusters is done for all

clusters, splicing them together.

(4) Once the route is determined, two cities are obtained for each

cluster. Solve the TSP with at most twice as many cities as

the number of clusters as in Figure 8(3). Then, the solution is

obtained by interleaving as in Figure 8(4).

4 Numerical experiment

4.1 Benchmark problem

In this study, we consider the TSP benchmark problem as

shown in Figure 11, where cities exist in clusters, and the optimal

solution path is predictable. Each city cluster, distributed in a circle

of n clusters, has m cities. Let r be the radius of the circle (called

the small circle) in which the cities lie within each cluster, and R is

the radius of the circle (called the large circle) in which the clusters

line up. The coordinate of the jth (0 ≤ j ≤ m − 1) city in the ith
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FIGURE 9

How to insert subproblem solutions between solutions of TSP between clusters (super problem).

FIGURE 10

Local search method to find two cities in a cluster.

FIGURE 11

Distribution of cities in the benchmark problem.

(0 ≤ i ≤ n− 1) cluster is defined as Equation (8).

(

R cos

(

2iπ

n

)

+ r cos

(

2iπ

n
+

(2j+ 1)π

m
− π

)

,

R sin

(

2iπ

n

)

+ r sin

(

2iπ

n
+

(2j+ 1)π

m
− π

)

(8)

To formulate this problem in the QUBO, we define xi,jm+k as

the variable whether to visit the kth city in the jth cluster at ith

order. When the salesman visits the city at the order, the variable

has the value of one xi,jm+k = 1. On the other hand, when the

salesman does not visit the city at the order, xi,jm+k = 0. Here,

0 ≤ i ≤ mn − 1, 0 ≤ j ≤ n − 1, and 0 ≤ k ≤ m − 1.

The formulation of the Hamiltonian is the same as that of the
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TSP for mn cities, and one can get it by rewriting N as mn in

Equations (5–7).

In this study, we solve the TSP for 36, 64, and 100 cities,

corresponding tom = n = 6, 8, and 10, respectively. The threshold

of distance multiplicity in clustering tcl is tcl = 2, the radius of

the small circle is r = 1, and the radius of the large circle is

R = 1.1(tcl+1)r
sin(π/n) . Here, the radius of the large circle is determined

so that each small circle can exist as a cluster.

The optimal solution of the TSP for cities represented in

Figure 11 is to visit each small circle in turn through the

neighboring circles. For each small circle, the shortest path visits

the 0th city, the first city, · · · , and the (m − 1)th city in sequence.

For the paths between the small circles, the shortest path goes from

the (m−1)th city of the kth small circle to the 0th city of the (k+1)th

small circle. Finally, the shortest path is from the (m − 1)th city of

the (n− 1)th small circle to the 0th city of the 0th small circle.

4.2 Coe�cient parameter dependence

When using an Ising machine, the products of the coefficient

parameters and the polynomials representing the constraints and

objective functions are the terms in the input Hamiltonian. The

magnitude of the coefficient parameters of the constraints and the

objective functions affects the ease of obtaining an optimal solution

that satisfies the constraints. In this section, we examine how the

solutions obtained by the two proposed partitioning methods, one

of which is a method to randomly determine the paths between

clusters and the other of which is a method that determines the

paths between clusters by local search, differ in terms of quality

from the solution obtained by solving the problem as is while

varying the coefficient parameters.

We introduce CC and CO as the coefficient parameters. The

parameter CC is a coefficient parameter on the Hamiltonian HC,

including the two one-hot constraints (corresponding to the sum of

Equations 5, 6). The parameter CO corresponds to a coefficient on

the HamiltonianHO of the objective function representing the total

distance traveled (corresponding to Equation 7). We set CC and CO

as Equation (9), where p is the coefficient parameter and max(dij)

is the maximum distance between cities and solve the Hamiltonian

CCHC + COHO of TSPs.

CC = p×max(dij), CO = 1. (9)

We evaluate the proposed methods using NEC’s Vector

Annealing (Takano et al., 2019; NEC Corporation, 2022b) (version

2.0.1), which is based on simulated annealing, on an NEC SX-

Aurora TSUBASA hardware with Intel Xeon Gold 6226 (2.7 GHz)

and NEC Vector Engine Type 20B, as the Ising machine. The

settings required for the Vector Annealing calculations in this

experiment are as follows: “num_sweeps," a parameter that controls

the number of calculation steps, is set to 100. “vector_mode,"

a parameter for prioritizing between speed and accuracy, is

set to “accuracy" for accuracy. “beta_range," which decide the

temperature parameter for simulated annealing, is set to the default

value.

We also use the “flip option" function of Vector Annealing,

which allows the annealing calculations to be solved while

considering constraints. In this study, we use the “One hot"

constraint function that considers one-hot conditions and the

“Fixed spin" constraint function that fixes the values of variables.

The “One hot" constraint function includes all one-hot conditions

in TSP. For the “Fixed spin" constraint function, the first city to be

visited is the city with the youngest index, and thus, the variables to

be determined are fixed. For example, when the variable is defined

as xij (0 ≤ i, j ≤ N − 1), the “Fixed spin" constraint function fixes

the variables as x00 = 1, xi0 = x0i = 0 (1 ≤ i ≤ N − 1).

The results of solving the TSP benchmark problem for m =
n = 6, 8, 10 as is and using the two division methods proposed

in this study while varying the coefficient parameters are shown

in Figure 12. In each panel, the blue plots and lines represent the

results of solving the problem without the division (“Orig"). The

orange plots and lines represent the results obtained using the

division method to randomly determine the paths between clusters

proposed in this study (“Div"). The green plots and lines are for

the division method that determines the paths between clusters by

local search (“Lcl"). The filled round plots and dashed circle plots

represent the average length of the TSP paths for the solutions that

satisfy all the constraints. We have 100 solutions of each case. A

filled circle indicates that all 100 solutions satisfy the constraints

(“Sat"), while a dashed circle plot indicates that some solutions do

not. Cross plots represent the shortest path lengths. Vertical bars

on the round plots indicate the standard deviation. There is no

plot if any solutions that satisfy the constraints cannot be obtained.

The path length in the optimal solution is the black dashed line

extending horizontally across the graph. We calculate the cases

from p = 0.1 to p = 2.0 in increments of 0.1, but for the p = 0.1

case, no solution satisfies the constraints except for one result. More

specific distances and computation time information are included

in Supplementary material.

The overall trend of the results, particularly noticeable when

the number of cities is large, is that the two proposed division

methods yield solutions closer to the optimal solution than the case

solved without division, regardless of the coefficient parameter p.

On the other hand, when solving without division, it is necessary

to determine the coefficients of the objective function and the

constraint part of the Hamiltonian as the values near the boundary

between satisfying and not satisfying the constraint conditions, e.g.,

p = 0.2.

Let us discuss the problem for the individual number of cities.

In the case of m = n = 6 (Figure 12A), the solutions obtained by

solving the problem as is are sometimes better than those obtained

by the splitting. The average distance is smaller when solving as is

than when splitting at p = 0.2. The situation where the solution is

better if solved without splitting is because the Ising machine used

is capable to solve the problem as is.

However, adjusting the parameters is essential, and as p

increases, the average of the distances when solving as is becomes

larger and larger. On the other hand, when solving by splitting, the

average distance does not increase much as p increases. This result

indicates that the method of solving by splitting is more robust than

the method of solving as is in terms of adjusting the parameters of

the constraints.
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FIGURE 12

Coe�cient parameter p dependence of the distance for the (A) 36, (B) 64, and (C) 100 cities benchmark problem.

In addition, in the case of splitting, the local search method of

path connection between clusters gives better results than that of

random connection. Due to local search, we can find better ways to

connect clusters.

The solutions of the partitioning method with random choices

produces satisfied the constraint condition for p = 0.1. The

constraint conditions are satisfied in five out of 100 cases, while the

other methods do not satisfy the constraint condition for p = 0.1.

This is related to the division resulting in a simpler TSP than

the original problem, making it easier to satisfy the constraint

conditions. In addition, the fact that the method with local search

for paths between clusters does not obtain the result for p = 0.1

is because the method with local search solves more TSPs than

the method with random choices of paths between clusters, which

makes the problem less likely to satisfy the constraint condition for

all TSPs.

In the case of m = n = 8, 10 shown in Figures 12B, C,

the lengths of the distances significantly differ when solving the

problem as is or when splitting the problem. This may be because

the number of cities is larger, making the problem more difficult,

but the problem becomes simpler by dividing the cities into

clusters. This is particularly evident in the results of m = n = 10.

In the results obtained by the two proposed methods, the average

value and standard deviation of the distances are larger at p = 0.2

when the constraint begins to be satisfied than those at p = 0.3.

On the other hand, when solved as is, the mean value and standard

deviation of the distances are smaller when p = 0.2 than when

p = 0.3.

4.3 “num_sweeps" dependence

Next, we show the dependence of the solution distance of

the TSP on the value of “num_sweeps," which is a parameter of

Vector Annealing and related to the Monte Carlo step of simulated

annealing. When num_sweeps becomes larger, the solution is likely

to be closer to the optimal solution. For smaller problems, a

solution close to the optimal solution can be obtained without

increasing num_sweeps too much.

Here, for each of the cases of m = n = 6, 8, and 10 without

and with splitting, respectively, the results are computed with

num_sweeps set to 10, 30, 50, 100, and 200, with the coefficient

parameter pwhich gives the shortest distance of the TSP solution in

the previous section. Note that the results when num_sweeps is 100

are the same as those in the computation of Figure 12. If more than

one parameters p give the shortest distance, the p with the highest

number of times for the shortest distance is adopted. Furthermore,

we use the p with the shortest average distance in case of the same
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number of times. The following are the specific values. p = 0.4

(Orig), p = 0.7 (Div), p = 0.6 (Lcl) form = n = 6; p = 0.2 (Orig),

p = 1.3 (Div), p = 0.3 (Lcl) form = n = 8; p = 0.2 (Orig), p = 0.8

(Div), p = 0.4 (Lcl) form = n = 10.

The results are shown in Figure 13. Each case of the number

of cities and the parameter num_sweeps has 100 computed results,

and solutions that satisfied the constraints are obtained, except

for the case where num_sweeps was set to 10 in the results for

m = n = 8, 10 without splitting.

These results show that in the case of no partitioning, the

distance becomes shorter as the number of num_sweeps increases.

The constraints are more likely to be satisfied as shown in

Figures 13B, C, in which we obtained a solution that does not

satisfy the constraint conditions in case of small num_sweeps

values, but as increasing num_sweeps, all 100 solutions satisfy

the constraint condition. In addition, since the mean value of

the distance does not converge in the results without splitting,

a shorter distance may be obtained by increasing the number

of num_sweeps.

On the other hand, in the case of splitting, the distance

of the path does not depend on num_sweeps very much.

This is because the TSPs solved in the case of splitting are

small, and thus, a solution close to the optimal solution is

obtained even if num_sweeps is small. Thus, even a large-

scale problem with many variables can be treated as multiple

small-scale problems by dividing the TSP and solved without

increasing num_sweeps.

More specific distances and computation time information are

included in Supplementary material.

5 Discussion

5.1 Limitation of proposed method

In Section 4, we demonstrated the usefulness of the proposed

method by solving benchmark problems in which the effects of

clustering are easy to see. In this section, we discuss the limitations

of the proposed method and a comparison with 2-opt, which is

often used when solving TSPs, with particular attention to problem

splitting.

In this study, we propose amethod that automatically partitions

from a given QUBOmatrix without being aware of the distribution

of cities, but only if the breaks in the clusters are so clear that

it is apparent that the cities can be clustered when one looks

at the distribution of cities. This is because even if a candidate

city for a break of clusters is found from the distance matrix

in step (3) of Figure 7, it turns out in step (4) of Figure 7 that

there is no break of clusters because that city is close to a city

outside the clusters that have been constructed so far. For example,

distributions with no structure in two dimensions, such as evenly

or randomly distributed cities, cannot be divided, and the proposed

method cannot be applied.

In addition, the proposed method cannot be used for one-

dimensional continuous distributions. For example, the proposed

method is ineffective for cities distributed in a linear, ring, or

Figure 8 pattern, etc., as the cluster breaks cannot be determined.

However, constructing clusters by increasing the number of

elements one by one, such as agglomerative hierarchical clustering,

may be effective in such cases. It is also noted that although the

city distributions solved by the numerical experiment are ring-

shaped, the proposed method is effective because the small circles

are sufficiently far from each other and can be regarded as clusters.

Next, we compare the proposed method in this article with 2-

opt concerning the size of the solution space and discuss the pros

and cons of the proposed method over 2-opt. 2-opt is a well-known

local search algorithm for TSP, where it swaps two paths for a given

circuit if the distance between them becomes shorter.

First, let us consider the difference in the size of the solution

space explored by the Ising machine and 2-opt in TSP. When the

number of cities is N, the number of feasible circuits is (N −
1)!/2. Since 2-opt only searches for feasible circuits, the number of

elements in the solution space to be searched is the same as that of

feasible circuits, (N − 1)!/2.

On the other hand, in the formulation in this article of TSPs for

the Ising machine, N2 binary variables are prepared, so the number

of elements in the solution space to be searched is 2N
2
. Of these, the

number of solutions satisfying the two-way one-hot condition isN!.

The two-way one-hot condition is rather severe, and as the number

of cities increases when solving a TSP with the Ising machine, the

constraint becomes difficult to satisfy.

The number of elements in the solution space indicates that

as N increases, the solution space explored by the Ising machine

rapidly becomes larger than the solution space explored by 2-opt.

When solving a TSP as it is, if the Ising machine’s performance

in terms of solution speed and solution quality is so high that the

solution space size can be overcome, then it can be said to have

an advantage over 2-opt. However, such a situation is not obvious.

One advantage of Ising machines would be that a globally optimal

solution can be reached if the computation time is long enough

for simulated annealing (Geman and Geman, 1984) and quantum

annealing (Morita and Nishimori, 2008).

On the other hand, if TSPs can be solved for each cluster of cities
using the proposed method, the size of the solution space will be

smaller, which may have advantages over 2-opt in terms of solution

space size. For example, in the case where m clusters exist, and n

cities exist in a cluster, the number of elements in the solution space

of a cluster is 2n
2
when solving with the Ising machine, and the

number of elements in the solution space of the problem of finding

paths between clusters is 2(2m)2 .

These solution spaces would be smaller than the original TSP,
of which the number of cities is N > m, n. The solution space of

each solution would be smallest whenm, n ≃
√
N.

However, this situation is limited to cases where cities are

distributed in clusters, and the number of cities in a cluster and the
number of clusters are not too large. If the number of clustersm or
the number of cities n in a cluster is large, e.g., 2n

2 ≫ (N − 1)!/2,

then there is no advantage to the proposed method.

In addition, although the proposedmethod uses Isingmachines
to find a path after partitioning the problem, it is possible to replace

Ising machines with 2-opt. Strictly speaking, we can claim the merit
of the proposed method only for problems with clusters where 2-

opt would result in a locally optimal path. For such problems, using

simulated or quantum annealing to find paths has the advantage of

not falling into the local optimum if the computation time is as long

as necessary.
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FIGURE 13

Dependence of the distance on the parameter num_sweeps associated with the Monte Carlo step of simulated annealing. The legend is the same as

in Figure 12, and each plot uses 100 calculations. (A) 36 cities. (B) 49 cities. (C) 100 cities.

5.2 Application to other problems

The method proposed in this study can be applied to problems

with two-way one-hot conditions other than TSP. As application

examples, we deal with the problems of ordering things, which we

call “ordering problems," and the quadratic assignment problems

(QAPs).

5.2.1 Ordering problem
The ordering problem appears, for example, when choosing the

order in which products are produced. In a factory that produces

many types of products with the same equipment, it is necessary

to change the preparation of materials and parts and the settings

of manufacturing equipment when changing the products to be

produced, and these preparation and settings take time. Since the

time required for preparation and setting changes depends on the

combination of products before and after they are manufactured, it

is necessary to determine the order in which the preparation time

is reduced to utilize the manufacturing line efficiently.

The ordering problem can be formulated as QUBO with two-

way one-hot constraints, and the objective function is almost the

same as in TSP. We define the corresponding binary variable xij ∈

{0, 1}, which means that ith manufactured product is j (xij = 1)

or not (xij = 0). The Hamiltonian has elements of Equations (10)

and (11), where cij is the preparation time it takes to manufacture

product j after manufacturing product i.

HC =
N−1
∑

i=0





N−1
∑

j=0

xij − 1





2

+
N−1
∑

j=0

(

N−1
∑

i=0

xij − 1

)2

(10)

HO =
N−2
∑

i=0

∑

j6=k

cjkxijxi+1,k (11)

Since the cost of changing the product to be manufactured can

be regarded as the distance of the TSP, the matrix of the cost of

changing the product (hereafter referred to as the cost matrix) can

be arranged in the QUBO matrix as the distance matrix of the

TSP. However, the TSP requires the order of cities to travel around,

visiting all cities to be visited, and returning to the city from which

it started. The difference is that the ordering problem produces all

the products that need to be manufactured and does not require the

first product to be manufactured again. Therefore, in the QUBO

matrix of the objective function of the ordering problem, the upper

right part of the matrix that exists in the case of TSP does not exist,

as shown in Figure 14.
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FIGURE 14

Di�erences in the structure of the objective function part of the QUBO matrix in the TSP (left) and the ordering problem (right).

Although there are differences in the objective function part

of the QUBO matrix, the ordering problem can be divided and

solved similarly to TSP. In the objective function part of the QUBO

matrix, the cost matrix to change the product appears with the first

index of the variable shifted by one, and they are all identical. When

dividing, we can choose only one of the cost matrices and divide it

as we do for the TSP (Figure 7). Based on each divided cost matrix,

the original ordering problem is solved as multiple subproblems.

The subproblem can then be solved as a TSP by arranging the

divided cost matrix in the QUBO matrix of the objective function

in block form as in the TSP. This is because, in the proposed

method for solving the TSP, the solution of the subproblem is used

to find the order of cities to visit by cutting through the path of two

neighboring cities.

Next, the first and last products in each subproblem are used

to order among the clustered product groups as a super problem.

Although the super problem of a TSP is constructed from the

distance matrix in the proposed method, the ordering problem is

not a problem in determining the cycle of manufacturing, so post-

processing is required to obtain the solution to the original ordering

problem. We can solve the ordering problem by cutting out the

most costly switching. In the solution for the original ordering

problem, the item immediately after the cutout is set as the first in

the order, and the item immediately before the cutout is set as the

last.

As for the application limits of the proposed method in the

ordering problem, a situation is similar to that of TSPs. It is

impossible to split the problem unless the break of the product

groups in the cost matrix is clear. Even if a candidate product for

a break of clusters is found from the cost matrix, it cannot be the

border of the cluster if the switching cost with the product outside

the cluster is small.

5.2.2 Quadratic assignment problem
The quadratic assignment problem (QAP) is another problem

with the two-way one-hot constraint, to which our proposed

method can be applied. QAPs ask which factory should be built

on which site to minimize the cost when building a factory on a

site. The cost is expressed as the product of the flow, representing

the amount of materials exchanged between factories, and the

distance between sites. The formulation into the QUBO has a

binary variable xij representing whether factory i is built on site

j, and the Hamiltonian has elements of Equations (12) and (13),

where fik represents the flow between factories i, k and djl represents

the distance between sites j, l.

HC =
N−1
∑

i=0





N−1
∑

j=0

xij − 1





2

+
N−1
∑

j=0

(

N−1
∑

i=0

xij − 1

)2

(12)

HO =
N−1
∑

i,j,k,l=0

∑

j6=k

fikdjlxijxkl (13)

For a TSP or an ordering problem, one of the indices of the

variables represents the order. Only one type of cost, e.g., the

distance between cities, needs to be considered in these problems.

On the other hand, QAPs are more complex than TSPs or ordering

problems because it requires the consideration of two factors:

factories and sites. In the objective function part of the QUBO

matrix of a QAP, the cost matrices, which are the products of the

distance matrix between factories and the flows, appear in blocks.

However, each block differs by a constant factor and exists where

the first and second indices of the variable are shifted unlike TSPs

and the ordering problems as shown in Figure 15A.

Nevertheless, clustering regarding distance is possible because

the cost matrices are constant multiples of the distance matrix by

the values of flows. Each block is considered a distance matrix

in the TSP, and these “distance matrices" are used to cluster

the variables. They represent the product of the distance matrix

between sites and a particular flow. Since the non-zero components

of the “distance matrices" differ only by a constant factor, we can

use a single “distance matrix" to cluster the sites by regarding them

as cities. One can partition sites into clusters, which correspond to

the second index of variables.

In TSPs and the ordering problems, only one of the two indices

is clustered. In contrast, in QAPs, there are cases where clustering is

possible for only one of the two indices (top panel) and cases where

clustering is possible for two indices (bottom panel). Clustering is

also possible for flows by reordering the indices (xij → xji). As in

the case of clustering the sites, the products of the flowmatrix and a

distance appear in the objective function part of the QUBO matrix

in the form of a block, so the next step is to cluster the factories by

considering constant multiple of the flow matrix as the “distance
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FIGURE 15

Structures of the QUBO matrix of a QAP and how to post-process it using these properties. (A) The objective function part of the QUBO matrix of a

QAP. (B) In QAPs, there are cases where clustering is possible for only one of the two indices (top panel) and cases where clustering is possible for

two indices (bottom panel). (C) Unlike TSPs and the ordering problems, the variables for QAPs have two meaningful indices to consider, so it would

be fruitful to search for a better solution by switching the indices after solving the problem as TSP.

matrix." If only one of the indices can be clustered, the clustered

index should be the second.

Suppose clustering is possible concerning distance or flow

(Figure 15B), there may be a possibility that the solution obtained

by rearranging the index of clusters and dividing it into clusters as a

TSP may be a good solution for QAPs. Here, we propose a method

to solve the problem as a TSP, although it is a QAP problem. Using

the “distance matrix" used for the clustering and considering the

factories or sites as cities in TSPs, the order of the indices of the

variables in the clusters is determined by solving the TSP for each

cluster. Once the order is determined for each cluster, the order

between clusters is determined by taking two adjacent factories

or sites in order in the TSP solution for each cluster, defining

the distance between the clusters by using the original “distance

matrix," and solving the TSP. The order of the factories of sites in

the clusters is then interleaved to solve the original problem.

However, unlike TSPs, QAPs have two indices to consider, so

it may be better to check the post-processed solutions as solutions

rather than just using the solution solved as a TSP. The obtained

solution is cycled with the second index, and multiple solutions

are compared. For example, if the solution that x0i0 = x1i1 =
· · · = xN−1,iN−1 = 1 and the other variables xij have the value 0

are obtained, one need to consider the solutions with the first index

shifted, which are cycled from x1i0 = x2i1 = · · · = xN−1,iN−2 =
x0,iN−1 = 1, others = 0 to xN−1,i0 = x0i1 = · · · = xN−2,iN−1 =
1, others = 0, which is shown as the left part of Figure 15C. After

comparing the solution quality of all solutions, the best solution

should be considered as the solution. At this time, it is also essential

to cluster and redefine the other index that is not clustered in the

TSP, if clustering is possible (the right part of Figure 15C). This is

because by clustering the other index, we can expect to increase the

number of elements for which the product of distance and flow is

smaller.

However, the proposed method’s effectiveness is considered

evenmore limited inQAP than in TSP.When the proposedmethod

is applied to TSP, all the indices are equivalent in terms of order, so it

is effective only if the distribution of cities can be clustered. On the

other hand, in QAP, there are two perspectives, factories and site,

and even if the proposed method is optimized with respect to the

site using the TSP approach, the optimization does not necessarily

work well concerning flow.

6 Summary

In this article, we have proposed a method of problem

partitioning from the QUBO input of a traveling salesman problem

(TSP) with the two-way one-hot constraint, in which even users

unfamiliar with the Ising machines, who will likely let the Ising

machine solve the problem as it is, can take advantage of the

problem partitioning. Using the objective function part of the

QUBO matrix of the TSP, which can be brought out because

the two-way one-hot constraint has a characteristic structure in a

QUBO matrix, we partition the cities into clusters and solve TSPs

between cities in each cluster (subproblems) and a TSP between

clusters (super problem). It is found that solving the TSP between
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cities in clusters and the TSP between clusters provides a better

solution than solving the problem as it is, especially for TSPs that

are so large that the Ising machine itself cannot provide an optimal

solution. Furthermore, when solving TSPs between clusters, it is

also found that determining the cities that serve as joint cities

between clusters by local search yields a better solution than when

the bond cities are chosen at random. Our proposed method can

be also applied to the problem of ordering things and the quadratic

assignment problem, which have the two-way one-hot conditions.
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