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Introduction: Model predictive control (MPC) is an advanced control strategy
which can achieve fast reference tracking response and deal with process
constraints, time delay and multivariable problems. However, thermal
processes in coal-fired power plants are usually difficult to model accurately,
which limits the application of MPC to thermal power plants.

Methods: To solve the problem, this paper proposes a process-model-free
method for MPC via a reference model (RM)-based controller, i.e., a desired
dynamic equational (DDE) proportional-integral-derivative (PID) controller
(DDE-PID).

Results and Discussion: The DDE-PID can provide the designmodel and enhance
the disturbance rejection ability for MPC. Simulations and results of field tests on a
coal-fired unit show the superiorities of the proposed controller in reference
tracking, disturbance rejection and robustness, which indicates the promising
prospect of the field application of the MPC with DDE-PID, or MPC-DDE in short,
to thermal power plants.
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1 Introduction

Model predictive control (MPC), originally known as model predictive heuristic control
(MPHC), was first proposed by Richalet et al. (1976) and has been widely applied to
industrial process control because of its ability to handle multivariable processes and
constraints of inputs and states (Dughman and Rossiter, 2020). It is designed based on
three elements: model prediction, receding horizon optimization and feedback control. Late
last century, the embryonic forms of MPC appeared in industrial process control, including
model algorithm control (MAC) (Richalet et al., 1978), dynamic matrix control (DMC)
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(Cutler and Ramaker, 1980), quadratic DMC (QDMC) (García
and Morshedi, 1986), shell multivariable optimizing control
(SMOC) (Marquis and Broustail, 1988), and so forth.
However, these original MPCs has large amount of
computation, which brings challenges to the industrial control
systems. To reduce the computation of the predictive control,
some advanced MPCs, such as generalized predictive control
(GPC) (Clarke et al., 1987a, 1987b; Forouz et al., 2021), non-
linear MPC (NMPC) (Ellis et al., 2014; Mazaeda et al., 2019) and
economic MPC (EMPC) (Zhang Q. et al., 2018; Bürger et al.,
2021), were developed to handle with the non-linearity in
practical processes and obtain optimal performance in
industrial process control. As is known to all, MPC can
achieve satisfactory tracking performance because it utilizes
the accurate process model to predict the future response of a
plant (Qin and Badgwell, 2003), which means that its control
performance is tied to the accuracy of the established process
model (Ji et al., 2013).

It has been pointed out by the researcher from Cambridge
University that it is rarely possible to find process models which
are 100% accurate in large-scale industrial systems (Kähm, 2019).
In terms of the modeling of the process, parameters within the
model can be uncertain (Sirohi and Choi, 1996; Kalmuk et al.,
2017) or the model might have wrong structure which is usually
called model mismatch (Badwe et al., 2010). Uncertainty in the
process model can have significant effects on the control
performance of the MPC. The thermal power plant is one of
the typical large-scale industrial systems (Wu et al., 2021).
Processes of large-scale thermal power plants are difficult to
model accurately (Sun and You, 2021), which limits the
application of MPC to coal-fired units. Because of the
continuously increasing power demand and penetration of
renewable energy in the electricity market, the unit is usually
under the deep peak-shaving operation, which means that its
working condition is changing frequently in a wide range (Qu
and Lyu, 2020). As a result, the mathematical descriptions of
thermal processes are usually varying, which brings uncertainties
to the control system. For example, superheated steam
temperature (SST) (Shi et al., 2020), regarded as a vital
parameter in the daily operation for a power plant, is difficult
to model accurately for the reason that.

1. Its dynamic characteristics are significantly changing with the
operating condition of the unit (Fan et al., 1997).

2. It is difficult to model mechanistically (Zhang et al., 2005).
3. Its accuracy of system identification is unable to be guaranteed

(Wu et al., 2019).

To handle with the uncertainties of the process model of the
thermal power plant, the robust MPC (Campo and Morari, 1987;
Kothare et al., 1996) was proposed. However, its algorithm is
complex which is difficult to implement on the distributed
control system (DCS) widely used in thermal power plants.
Therefore, the MPC is usually combined with the PI or PID
controllers (Khan et al., 2017; Zhu et al., 2021; Zhang et al., 2022)
to eliminate the dependency on the process model for possible
application of MPC to the thermal power plant. The MPC-PID
hierarchical control strategy were applied to several subsystems

in the thermal power plant, such as the turbine-generator power
system (Chen et al., 2020), the selective catalytic reduction
system (Zhang K. et al., 2018), the distillation system (Zhu
and Butoyi, 2002), and so forth. However, the closed-loop
identification of the PID controller is time-consuming and
costs large amount of computations (Somefun et al., 2021).
Besides, processes in thermal power plants are affected by
various disturbances so that the test data contain the
information of the disturbance and measurement noise, which
may deteriorate the accuracy of the identification (Wu et al.,
2022a). As a result, an extended state observer (ESO)-based
MPC strategy was proposed to avoid the closed-loop
identification and handle with uncertain disturbances (Chen
et al., 2016; Ren et al., 2021; Suhail et al., 2021). Nevertheless,
when the coal-fired unit is running, it is impractical to test
whether the plant has been modified as an integral process by the
ESO (Sun et al., 2018).

A reference model (RM)-based PID controller—desired
dynamic equational (DDE)-PID, proposed by authors previously
(Shi et al., 2022a; Wang et al., 2008), can be considered as a viable
alternative of traditional PID and ESO in the MPC-based
hierarchical structure. Its core idea is that parameters of DDE-
PID are evaluated based on the coefficients of the desired dynamic
equation. If the DDE-PI or PID is tuned appropriately, the closed-
loop output can accurately track the response of the typical first- or
second-order system. Up to now, the advantages of DDE-PI or PID,
such as fast and moderate reference tracking performance, strong
disturbance rejection ability, and simple tuning procedure, have
been validated by both simulations (Wang et al., 2009; Hu et al.,
2010; Xue et al., 2010; Zhang et al., 2010; Makeximu et al., 2015;
Wang et al., 2018) and field tests on the coal-fired power plant (Shi
et al., 2022b; Shi et al., 2022c).

Aiming at aforementioned problems and keeping simplicity into
account, this paper develops a hierarchical control strategy based on
MPC and DDE-PID (abbreviated as MPC-DDE). DDE-PID
provides its desired dynamic equation as a design model for the
MPC without using accurate process-model and identification. The
followings are the main contributions of this paper.

1. A hierarchical control strategy MPC-DDE is designed to
implement the design of MPC without using the accurate
process-model and identification.

2. Superiorities of the proposed MPC-DDE controller are verified
by both simulation examples and the non-linear model of a
fluidized-bed combustor (FBC) unit under variable working
condition.

3. The proposed hierarchical control strategy is applied to the flow
control of the secondary air in a 330 MW coal-fired power plant.

The rest of this article is organized as follows: Combined with
the problem formulations in Section 2, the principles of MPC-DDE
are detailed in Section 3. In Section 4, its practical tuning procedure
is presented. Then, in Section 5, the control performance of MPC-
DDE is demonstrated by several typical thermal process models and
a non-linear FBC unit model. In Section 6, a field test on a coal-fired
power plant is carried out to further demonstrate the superiorities of
the proposed synthetic controller. Finally, concluding remarks are
presented in the last section.
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2 The current MPC-Based hierarchical
control strategies

MPC has good control performance, especially in reference
tracking, but it requires high accuracy of the established process
model. If the process model and the established model are
mismatched, the control quality of MPC will be sharply
deteriorated (Zhu et al., 2021). However, thermal processes
have strong non-linearities and various uncertain disturbances,
which makes it difficult to model accurately. Moreover, basic
controllers which are currently applied to the control system of
the coal-fired power plant, such as PID and active disturbance
rejection controller (ADRC) (Han, 2009; Wu et al., 2021), are
unable to optimize the control signal according to the operating
condition of the unit. As a result, their response speeds are
limited.

Thermal MPC control strategies are usually designed based
on the hierarchical structure as shown in Figure 1 (Qin and
Badgwell, 2003). Using this structure, MPC will be no longer
designed based on the process model. Moreover, the basic

controller will obtain the ability to optimize the control
signal according to the working condition of the large-scale
thermal equipment. In Figure 1, FC, PC, TC, and LC are denoted
as the flow control, the pressure control, the temperature
control and the level control, respectively.

According to Reference (Qin and Badgwell, 2003), it can be
learnt about this structure as follows. At the top of the structure, a
plant-wide optimizer determines optimal steady-state settings for
each unit in the plant, which may be sent to local optimizers at
each unit. The local optimizers compute optimal economic
steady states and pass them to the MPC for implementation.
The MPC must move the plant from one constrained steady state
to another while minimizing constraint violations along the way
by using a PID controller.

In the hierarchical structure illustrated in Figure 1, MPC is
designed based on the identified closed-loop model with the
PID control. The MPC-PID hierarchical structure can be
simplified as illustrated in Figure 2. If the PID controller is
well-tuned, the identified model of the closed-loop PID-based
system can be used as the design model of the MPC without
using the process-model. Nevertheless, the closed-loop
identification is not only complex but also time-consuming.

In Figure 2, r, u, and y are denoted as the set point, the control
signal and the output respectively. To eliminate the dependency on
the identification, an MPC-ESO hierarchical control strategy was
proposed in Reference (Chen et al., 2016; Ren et al., 2021), which is
shown as Figure 3.

The ESO can compensate the process as a modified plant
whose transfer function model can be approximated as,

GMP s( ) ≈ 1
s2

(1)

where GMP(s) refers to the transfer function model of the modified
plant. As a result, the MPC-ESO can avoid the closed-loop
identification. However, according to Eq. 1, the modified plant is
an open-loop unstable system. When the thermal unit is running, it
is difficult to test whether the plant has been full-compensated by
ESO because the modified process model is an integral system which
is open-loop unstable.

Therefore, this paper proposes the MPC-DDE control
strategy in order to solve the aforementioned problems and

FIGURE 1
MPC-based hierarchical control structure.

FIGURE 2
The structure of MPC-PID hierarchical control strategy.

FIGURE 3
The structure of MPC-ESO hierarchical control strategy.
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implement the field application of MPC to the in-service thermal
power plant.

3 MPC-DDE

3.1 The core idea of MPC-DDE

The structure of MPC-DDE is illustrated in Figure 4, where umpc,
d and b are denoted as the output of MPC, the disturbances, and the
feedforward coefficient of DDE-PID, respectively. Besides, Gpid(s)
and Gp(s) are defined as the transfer functions of the PID controller
and the process, respectively. Note that the output of the MPC, umpc,
can be regarded as the set point of DDE-PID as well.

From Figure 4, it is obvious that the proposed MPC-DDE has
two layers: the dynamic constraint control layer (upper layer) and
the basic dynamic control layer (lower layer). The former one
contains MPC while the latter one contains DDE-PID.

First, we concern the function of DDE-PID in the hierarchical
control structure. According to Reference (Shi et al., 2022c), if
parameters of DDE-PID are tuned appropriately, the closed-loop
output can accurately track the response of the RM which is
depicted as,

HRM s( ) � ωd
2

s + ωd( )2 (2)

where ωd represents the desired closed-loop bandwidth and HRM(s)
is denoted as the transfer function of the RM. If the process has the
pure time delay, HRM(s) should be chosen as Eq. 3 since the delay is
unavoidable (Luo et al., 2015).

HRM s( ) � ωd
2

s + ωd( )2 e
−τs (3)

where τ is denoted as the delay time. When DDE-PID is well-tuned,
it becomes

Y s( )
UMPC s( ) ≈ HRM s( ) (4)

where Y(s) and UMPC(s) are denoted as transfer functions of the
closed-loop system output and umpc, respectively. From Eqs 2–4, it is
easy to learn that the desired dynamic equation is a strong
assumption. When the closed-loop system output of the DDE-
PID tracks the response of Eq. 2 or Eq. 3, this assumption is
reasonable. According to Reference (Shi et al., 2022c), if the
following criteria are satisfied, the closed-loop output of the
DDE-PID tracks the desired dynamic response accurately.

1) The error of the integral absolute error (IAE) between the closed-
loop system output and the desired dynamic response is no larger
than 10%;

2) The overshoot of the closed-loop output should be lower
than 1%;

3) The closed-loop output has no obvious oscillation;
4) The actuator should be unsaturated.

Therefore, MPC can be designed based on the RMwithout using
accurate process model or closed-loop identification. Besides, DDE-
PID originates from a non-linear robust controller with a
disturbance observer—Tornambè controller (TC) (Tornambè and
Valigi, 1994). Thus, the DDE-PID can assist MPC to reject
unmeasured external disturbances in thermal processes, and
provide strong robustness.

Above all, the design intent of MPC-DDE is summarized as that
the DDE-PID provides a design model for MPC when the accurate
process model is unknown or difficult to obtain and enhances the
ability of MPC to reject unmeasured disturbances in thermal
processes.

3.2 The design principles of MPC-DDE

In this subsection, the design principles of MPC-DDE are
presented. First, DDE-PID in the lower layer is designed.
Consider a thermal process whose transfer function model is
generally depicted as,

FIGURE 4
The structure of MPC-DDE.
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Gp s( ) � H
a0 + a1s +/ + am−n−1sm−n−1 + sm−n

b0 + b1s +/ + bm−1sm−1 + sm
e−τs (5)

where m, n and H are respectively denoted as the order of the
denominator, the relative degree and the unknown high-
frequency gain. Moreover, ai (i = 0, 1, /, m—n–1) and bj
(j = 0, 1, /, m − 1) are defined as coefficients of the
numerator and the denominator, respectively, which are
usually unknown. In terms of the general thermal processes,
following assumptions are proposed.

1. Its relative degree n is known;
2. It is a minimum-phase process;
3. Its sign of the high-frequency gain H is known;
4. Its denominator and the numerator are relatively prime, and the

uncontrollable and unobservable modes are asymptotically
stable.

Then, the general thermal process can be written in normalized
state-space form as,

_xi � xi+1, i � 1,/, n − 1( )
_xn � −∑n−1

i�0 λixi+1 −∑m−n−1
i�0 ζ ixi+1 +Hu

_wi � wi+1, i � 1,/, m − n − 1( )
y � x1

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (6)

where λi (i = 0, 1, /, n − 1) and ζi (i = 0, 1, /, m − n − 1) are
unknwon parameters while xi (i = 1, 2,/, n − 1) and wi (i = 1, 2,/,
m − n − 1) are state variables and uncertainties, respectively. Define
an extended state f as,

f x,w, u( ) � −∑n−1
i�0 λixi+1 −∑m−n−1

i�0 ζ ixi+1 + H − l( )u (7)

where l is the estimated value of H. Then, in Eq. 6, _xn can be
rewritten as,

_xn � f + lu (8)
If n = 2, which means that the process can be considered as a

general second-order system, the state-space expression of the
process is depicted as,

_x1 � x2

_x2 � f + lu
y � x1

⎧⎪⎨⎪⎩ (9)

Correspondingly, to approach the closed-loop desired dynamic
equation depicted as,

€y + 2ωd _y + ωd
2y � ωd

2umpc (10)
the control law should be designed. According to Eq. 9, €y � f + lu,
_y � _x1 � x2 and y � x1, therefore the desired dynamic equation can
be rewritten as,

f + lu + 2ωdx2 + ωd
2x1 � ωd

2umpc (11)

Therefore, the control law can be derived as,

u � ωd
2 umpc − x1( ) − 2ωdx2 − f

l
(12)

However, f is usually uncertain in practical processes. As a result,
the control law should be rewritten as,

u � ωd
2 umpc − x1( ) − 2ωdx2 − f̂

l
(13)

where f̂ represents the estimation of f which can be estimated by
following disturbance observer algorithm,

_ξ � −kξ − k2x2 − klu
f̂ � ξ + kx2

{ (14)

where k and ξ are defined as the gain and the intermediate variable of
the disturbance observer, respectively. According to the disturbance
observer algorithm, it is easy to derived that,

f̂ � k

s + k
f (15)

Therefore, when k → ∞, f̂ → f. In this case, the closed-loop
desired dynamic equation is approached.

Combined with Eq. 13, the control law can be rewritten as,

u � −ξ + kx2

l
− ωd

2 umpc − x1( ) + 2ωdx2

l
(16)

Based on Eq. 14 and Eq. 16, the derivative of ξ can be derived as,

_ξ � k ωd
2 umpc − x1( ) + 2ωdx2[ ] (17)

By integrating both sides of Eq. 17, it is evident that,

ξ � k ωd
2 ∫ x1 − umpc( )dt + 2ωdx1[ ] (18)

Combined with Eq. 13, the control law is derived as,

u � ωd
2 + 2kωd

l
e + kωd

2

l
∫ edt + k + 2ωd

l
_e − 2kωd

l

umpc � kpe + ki ∫ edt + kd _e − bumpc

(19)

where e = umpc—x1 while kp, ki and kd are denoted as the
proportional, integral and derivative gains, respectively. From Eq.
19, it is easy to learn that DDE-PID is a type of two-degree-of-
freedom (TDOF) PID controller.

Second, MPC in the upper layer is designed. The simplest MPC
controller—linear MPC is designed since only simple controllers
can be implemented on the current DCS of the coal-fired power
plant in China. This brings the limitation that the MPC of the
proposed MPC-DDE can only be the simplest one for the possible
application of the proposed hierarchical control strategy to the
thermal power plant. The design model of the MPC is known as the
RM of DDE-PID which can be described in the following state-
space form,

_x � Asx + Bsumpc

y � Cx
{ (20)

where,

As � 0 1
−ωd

2 −2ωd
[ ] (21)

Bs � 0 ωd
2[ ]T (22)

C � 1 0[ ] (23)

Discretize Eq. 20, we have,
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x κ + 1( ) � Ax κ( ) + Bumpc κ( )
y κ( ) � Cx κ( ){ (24)

where κ represents the current moment. Moreover, A = I + AsΔT
and B = BsΔT where ΔT refers to the sample time of the industrial
control platform. Define p and mp as the prediction horizon and the
control horizon of theMPC, respectively. Then, theMPC is designed
to optimize the following quadratic problem depicted as,

J κ( ) � ∑p

i�1 y κ + i|κ( ) − r κ + 1( )���� ����2Q0
+∑m

i�1 Δumpc κ + i − 1( )���� ����2R0

s.t. x κ + 1( ) � Ax κ( ) + Bumpc κ( )
y κ( ) � Cx κ( )

r min ≤ umpc ≤ r max

Δr min ≤Δumpc ≤Δr max

y min ≤y≤ymax

(25)
Another aspect should be addressed that although DDE-PID is

proposed in continuous time domain, its implementation on DCS is
discretized. The sample time of the discrete DDE-PID is the same as
that of the DCS. As a result, in this paper, the sample time of the
MPC is set the same as that of the DCS in order to guarantee the
simultaneous control actions of DDE-PID and MPC.

4 Tuning procedure

In this section, the tuning procedure of the proposed MPC-DDE is
summarized. Since disturbances in thermal processes of the coal-fired
power plant are usually unmeasured,MPC is unable to handlewith them.
As a result, DDE-PID determines the disturbance rejection performance
while MPC determines the reference tracking performance.

First, the tuning procedure of DDE-PID has been previously
proposed by Shi et al. (2022c), and its effectiveness has been
validated by a field test on a high-pressure heater of a 600 MW
thermal unit. Therefore, it will not be detailed in this paper.
Moreover, it was suggested that k = 10ωd to obtain better control
performance and avoid the noise amplification (Dorf and Bishop,

2017; Shi et al., 2022c). Note that the tuning of DDE-PID in the
proposed hierarchical control structure of MPC-DDE is based on
the previously proposed method, and that the actuator constraint is
considered when DDE-PID is being tuned (Shi et al., 2022c).

Second, the tuning of MPC is analyzed. In terms of the coal-fired
unit, its safe and stable operation is cardinal. To avoid the non-
convergence of the closed-loop system, let mp = 1 in this paper
(Maurath et al., 1988; Zhang and Qian, 2007), which can also
simplify the tuning of MPC. Hence only the prediction horizon p
is the tunable parameter of MPC. The simulation of a simple
example is carried out to illustrate the influence of the prediction
horizon on the control performance of MPC-DDE. Consider a
simple plant whose transfer function model is depicted as,

Gp1 s( ) � 1
s + 1( ) 0.2s + 1( ) (26)

Parameters of DDE-PID are set as ωd = 1, k = 10, and l = 1, and
MPC is designed based on the RM of DDE-PID. Figure 5 shows the
influence of p on the control performance of MPC-DDE.

From Figure 5, with the augment of p, tracking performance will be
moremoderate, the overshoot will be smaller and the response speed will
be slower. This is because a larger prediction horizon means wider
predictive range and higher computations. As a result, there should be a
compromise between the response speed and the overshoot.

Above all, referring to (Shi et al., 2022c), the step-by-step tuning
procedure of MPC-DDE is summarized as follows.

Step 1: Select a small ωd;

Step 2: Let k = 10ωd and l = l0. Note that l0 is denoted as the initial
value of l whose evaluation has been mentioned in (Shi et al., 2022c);

Step 3: Judge whether the closed-loop output of DDE-PID tracks
the response of the RM accurately. If tracks, proceed to Step 4. If not,
reduce l and continue the judgement;

Step 4: Judge whether the requirements of disturbance rejection are
satisfied. If satisfied, proceed to the next step. If not, augment ωd and go
back to Step 2;

Step 5: Connect the DDE-PID with MPC and set the design model
of MPC as the RM of DDE-PID.

Step 6: Let p = mp = 1;

Step 7: Judge whether the requirements of tracking performance
are satisfied. If satisfied, terminate the tuning procedure. If not,
augment p and continue the judgement.

Based on Steps 1–7, the tuning procedure of MPC-DDE can be
intuitively summarized as a flow chart illustrated in Supplementary
Image S1.

5 Numerical simulations

To validate its effectiveness, the proposed MPC-DDE is
designed for six typical transfer function models and a classical

FIGURE 5
The influence of the prediction horizon on the control
performance of MPC-DDE.
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non-linear model of the FBC unit in this section. In this paper, two
widely-recognized PID applied in thermal process control,
Skogestad internal model control (SIMC)-PID (Skogestad, 2003)
and approximated maximum-sensitivity integral gain optimization
(AMIGO)-PID (Åström and Hägglund, 2006), are selected as
comparative controllers. Moreover, MPC-DDE has the same p
and mp as MPC on the one hand, and on the other hand it has
the same k, l and ωd as DDE-PID.

5.1 Application of MPC-DDE on linear
transfer function models

In this subsection, six typical transfer functions which are
depicted as Eqs. 26–31 are regarded as the controlled plants.

These transfer function models can describe most types of
thermal processes in coal-fired units. For example, the simple
process (Gp1), the high-order process (Gp2, Gp3), the time-delay
process (Gp4), and the integral process (Gp5) exist in the subsystems
of the low-pressure heater, the SST, the high-pressure heater and the
drum, respectively (Wu et al., 2021).

Gp2 s( ) � 2 15s + 1( )
20s + 1( ) s + 1( ) 0.1s + 1( )2 (27)

Gp3 s( ) � 1
s + 1( ) 0.2s + 1( ) 0.04s + 1( ) 0.008s + 1( ) (28)

Gp4 s( ) � e−s

20s + 1( ) 2s + 1( ) (29)

Gp5 s( ) � 0.17s + 1( )2
s s + 1( )2 0.028s + 1( ) (30)

TABLE 1 Parameters of different controllers.

Gp(s) SIMC {kp, Ti, Td} AMIGO {kp, Ti, Td, b} MPC {p, mp} DDE{ωd, k, l} MPC-DDE {p, mp, ωd, k, l}

Gp1(s) {5, 0.8, 0.1} {5.15, 0.44, 0.05,5.15} {20, 1} {11.04, 110.4, 10.22} {20, 1, 11.04, 110.4, 10.22}

Gp2(s) {6.67, 0.4, 0.15} {2.23, 0.53, 0.07, 2.23} {40, 1} {5.35, 53.5, 7.09} {40, 1, 5.35, 53.5, 7.09}

Gp3(s) {17.9, 0.22, 0.22} {3.54, 0.54, 0.07, 3.54} {50, 1} {4, 40, 4.92} {50, 1, 4, 40, 4.92}

Gp4(s) {10, 8, 2} {4.93, 8.59, 0.97, 4.93} {80, 1} {0.355, 3.55, 0.12} {80, 1, 0.355, 3.55, 0.12}

Gp5(s) {1.4, 2.86, 1.33} {0.45, 13.52, 0.08, 0} {100, 1} {2, 20, 0.86} {100, 1, 2, 20, 0.86}

Gp6(s) {8.93, 0.8, 0.8} N/A* {50, 1} {4, 40, 1.53} {50, 1, 4, 40, 1.53}

(*Note: “N/A” means “not applicable”.)

FIGURE 6
Control performance of different controllers: (A,B) Gp1; (C,D) Gp2.
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FIGURE 7
Control performance of different controllers: (A,B) Gp3; (C,D) Gp4.

FIGURE 8
Control performance of different controllers: (A,B) Gp5; (C,D) Gp6.
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Gp6 s( ) � 4
4s − 1( ) s + 1( ) (31)

Based on Eqs. 26–31, Table 1 lists parameters of different
controllers. In Table 1, Ti and Td are denoted respectively as
the integral time and the derivative time, which means that the
PID controllers of SIMC-PID and AMIGO-PID have the
form of,

Gpid s( ) � kp 1 + 1
Tis

+ Tds( ) (32)

Based on Table 1 and Figures 6–8 illustrate the control
performance of different controllers. Note that the set point has a
unit change at 2s and a step disturbance is added when the output is
stable.

From Figures 6–8, it is clear that.

1. Compared with SIMC-PID and AMIGO-PID, the proposed
hierarchical controller has more moderate reference tracking
performance and better disturbance rejection performance.
This is because the MPC can provide an optimal set-point for
DDE-PID at every moment. Therefore, the DDE-PID in MPC-
DDE can regulate the control signal actively.

2. In contrast to normal MPC, MPC-DDE has stronger ability of
disturbance rejection. Particularly, MPC is unable to reject the
disturbance for the process with an integrator. During the
simulation, the step disturbance is considered as unmeasurable
disturbance. MPC has no ability to reject the unmeasurable
disturbances while DDE-PID can handle with these
disturbances because it has the ability of the disturbance
observer designed as Eq. 14.

3. The reference tracking performance of DDE-PID will be
improved by adding an MPC because the MPC can update
the set point of the DDE-PID according to the operating
condition.

Another aspect should be addressed that the premise of
the design of the proposed MPC-DDE is that the output of
the DDE-PID can track the desired dynamic response
accurately. However, the results in Figures 6–8 is unable to
demonstrate that DDE-PID and MPC-DDE are suitable for
all processes. According to Reference (Wang, 2010), if the
process has large relative delay (the ratio between time delay
and time constant), it is difficult to let the output of the DDE-
PID track the desired dynamic response accurately. As a result,
MPC-DDE is not suitable for the processes with large relative
delay.

To evaluate the control performance of different controllers
quantitatively, dynamic indices such as the overshoot σ, the settling
time Ts and the integral absolute error (IAE) between the set point
and output are calculated. Table 2 lists dynamic indices of different
controllers for all processes. In this paper, IAEsp represents IAE of
reference tracking while IAEud represents that of disturbance
rejection.

From Table 2, in terms of most transfer function models,
compared with SIMC-PID, AMIGO-PID, MPC, and DDE-PID,
the proposed hierarchical control strategy has the shortest
settling time, smallest IAEsp and IAEud, which means that MPC-
DDE has advantages in both reference tracking and disturbance
rejection. Besides, the overshoot of MPC-DDE is acceptable
although it is usually larger than that of DDE-PID.

Robustness tests are important for validation of controllers.
When the coal-fired unit is under variable working condition
operation, the controllers must be robust enough to handle
with uncertainties caused by the characteristics of the thermal
processes. To test the robustness of a controller, Monte Carlo
simulation is an effective method because it can intuitively indicate
that the closed-loop system with which controller will obtain
stronger robustness and better dynamic performance (Ray and

TABLE 2 Dynamic indices of different controllers for all transfer function
models.

Gp(s) Controller σ (%) Ts (s) IAEsp IAEud

Gp1(s) SIMC 12.75 2.01 0.391 0.160

AMIGO 5.56 1.57 0.574 0.099

MPC 2.07 0.51 0.152 1.115

DDE 0 0.51 0.182 0.001

MPC-DDE 1.07 0.27 0.112 0.001

Gp2(s) SIMC 25.07 1.33 0.347 0.070

AMIGO 4.45 2.23 0.751 0.268

MPC 0.30 0.64 0.288 2.200

DDE 0 1.06 0.377 0.005

MPC-DDE 1.17 0.57 0.231 0.007

Gp3(s) SIMC 42.23 2.37 0.445 0.021

AMIGO 6.04 2.10 0.768 0.174

MPC 0.33 0.82 0.351 1.382

DDE 0 1.40 0.508 0.008

MPC-DDE 1.71 0.71 0.304 0.010

Gp4(s) SIMC 12.04 20.06 3.379 0.832

AMIGO 1.98 21.50 10.700 1.848

MPC 0 14.15 5.640 5.848

DDE 0.62 13.07 5.994 0.272

MPC-DDE 0 20.49 4.612 0.323

Gp5(s) SIMC 36.34 15.26 3.133 2.724

AMIGO 31.06 28.28 4.971 29.134

MPC 4.03 4.27 1.283 70.858

DDE 0 2.91 1.000 0.011

MPC-DDE 0.12 2.02 0.710 0.014

Gp6(s) SIMC 42.14 8.00 1.448 0.025

MPC 3.77 1.53 0.419 1.067

DDE 0 1.45 1.499 4 × 10−5

MPC-DDE 0.43 0.70 0.285 5 × 10−5
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Stengel, 1993). In this subsection, Monte Carlo trials are carried
out 1000 times for each transfer function model to test the
robustness of different controllers. Note that coefficients of Eqs.
26–31 are perturbed within a range of ±10%. Figure 9 shows results
of Monte Carlo trials.

Note that IAE refers to the sum of IAEsp and IAEud. In terms of
the results of Monte Carlo trails, if the scatters of the controller are
more intensive, the controller has stronger ability to handle with the
perturbation of the coefficients of the plant-model, which means
that it has stronger robustness; if the scatters of the controller are
closer to the origin, the controller has smaller overshoot, shorter
settling time and smaller IAE, which means that it has better
dynamic performance.

From Figure 9, it is easy to learn that.

1. Compared with those of MPC, SIMC-PID and AMIGO-PID,
scatters ofMPC-DDE are more intensive and nearer to the origin,
which means that the proposed controller can achieve better
control performance with stronger robustness.

2. For most processes, DDE-PID has stronger robustness than
MPC-DDE. However, its dynamic performance is worse than
that of the proposed synthesis controller.

According to aforementioned phenomena, following comments
are summarized to explain them.

1. According to Eq. 13 and Eq. 14, the DDE-PID can be equivalent
to the control structure with the state feedback and the

disturbance observer. Therefore, it has stronger ability to
handle with model uncertainties and stronger robustness than
SIMC-PID and AMIGO-PID.

2. Since the DDE-PID has strong ability to handle with
perturbations of plant-models, the design model of the MPC
in MPC-DDE has little variations. As a result, the proposed
MPC-DDE has stronger robustness than the traditional MPC.

Based on all these simulations, generally speaking, MPC-DDE
can not only obtain satisfactory tracking and disturbance rejection
performance but also has strong robustness.

5.2 Application of MPC-DDE on linear
transfer function models

The FBC unit has been widely applied to modern coal-fired
power plants because of its low pollutant emission, strong fuel
adaptability, strong load regulation and high combustion
efficiency. Nevertheless, requirements of economy and safety are
usually strict when the large-scale unit is operating under variable
working condition, which bring challenges to the controller design
of the FBC unit. To enhance the performance of FBC unit under the
deep peak-regulating operation, the proposed hierarchical controller
is designed for the power loop of an FBC unit in this section.

As for the real FBC unit, it is a complex system which contains
subsystems of primary air, secondary air, SST, etc. In this paper, the
MPC-DDE is designed for the non-linear model of an FBC unit

FIGURE 9
Results of Monte Carlo trials of all perturbed systems with different controllers: (A) Gp1; (B) Gp2; (C) Gp3; (D) Gp4; (E) Gp5; (F) Gp6.
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which was built based on several dynamic equations (Ikonen
and Najim, 2001). This model has been widely recognized (Sun
et al., 2015; Wu et al., 2020) and its expression is depicted as
follows:

dWc t( )
dt

� 1−V( )kcQc t( )−QB t( )
dCB t( )
dt

� 1
VB

C1F1 t( )−QB t( )XC −CB t( )F1 t( )[ ]
dTB t( )
dt

� 1
cIWI

HCQB t( )+c1F1 t( )T1 −αBtABt TB t( )−TBt[ ]−cFF1 t( )TB t( ){ }
dCF t( )
dt

� 1
VF

CB t( )F1 t( )+C2 t( )F2 t( )T1 −VQc t( )XV −CF t( ) F1 t( )+F2 t( )[ ]{ }

dTF t( )
dt

� 1
cFWF

� HVVQc t( )+cFF1 t( )TB t( )+c2F2 t( )T2 t( )−αFtAFt TF t( )−TFt[ ]
+c1 F1 t( )+F2 t( )[ ]TF t( )

⎧⎨⎩ ⎫⎬⎭
dP t( )
dt

� 1
τmix

Pc t( )−P t( )[ ]

QB t( )�Wc t( )CB t( )
tcC1

Pc t( )�Hc t( )QB t( )+HVVQc t( )

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(33)

Note that definitions and values of all parameters in (33) are
presented in the appendix of (Ikonen and Najim, 2001).
Supplementary Table S1 lists five different steady-state operating
conditions of the FBC unit, which are denoted as Operating
Condition A, B, C, D, and E.

In Supplementary Table S1, Qc, F1, P, and TB are defined as the
fuel feed, the primary air flow, the output power and the bed
temperature, respectively.

5.2.1 Control Difficulties
Components of the FBC unit are connected by pipes, which

would form strong non-linearities. As a result, the dynamic
characteristics of FBC unit has significant change at different
operating points. Supplementary Image S2 illustrates open-loop
responses of the FBC unit under different steady-state working
conditions.

From Supplementary Image S2, it is obvious that the open-
loop response of the FBC unit varies significantly at different
steady-state operating points. Therefore, its dynamic
characteristic is changing when the FBC unit is operating
under variable working condition.

Based on Supplementary Table S1 and Supplementary Image S2,
the FBC unit can be simplified as a two-input-two-output (TITO)
system which is depicted as,

P
TB

[ ] � G11 s( ) G12 s( )
G22 s( ) G22 s( )[ ] Qc

F1
[ ] (34)

where G11(s), G12(s), G21(s), and G22(s) are denoted as transfer
functions of the TITO system. Vinnicombe gap, defined as vg, is
usually calculated to evaluate the non-linearity of the FBC unit
quantitatively (Tan et al., 2005). It is known as a measurement of the
distance between two linear-time-invariant (LTI) systems (Yuan
et al., 2019), which is defined as,

vg G1, G2( ) � max �vg G1, G2( ), �vg G2, G1( )[ ] (35)

where G1 and G2 are denoted as transfer functions linearized around
two different working conditions. Besides, �vg is defined as the direct
gap which is depicted as,

�vg G1, G2( ) � inf
Λ∈H∞

P1

Q1
[ ] − P2

Q2
[ ]Λ

��������
�������� (36)

where G1 = Q1P1
−1 and G2 = Q2P2

−1 and Λ is a matrix parameter
which has H∞ norm. Note that the direct gap is constrained in the
range of (0, 1). In this section, G1 is considered as the nominal
transfer function matrix of the FBC unit which is linearized around
the operating condition A. Note that all transfer function matrices
are identified using the System Identification Toolbox of MATLAB.
Supplementary Image S3 illustrates the gap measurement of
different operating points.

Higher value of gap means stronger non-linearity and vice versa.
From Supplementary Image S3, it is evident that the gap is large
when the load is high. Therefore, we can learn that the dynamic
characteristics of the FBC unit will change significantly when the
load is regulated frequently in a large scale.

Since the FBC unit is a TITO system, couplings may exist
between its control loops. The frequency-dependent relative gain
array (RGA) is a tool to measure the coupling degree between
different loops of the multiple-input-multiple-output (MIMO)
system. Supplementary Image S4 shows the frequency-dependent
RGA of the FBC unit under all operating conditions.

According to Supplementary Image S4, it is obvious that the
FBC unit is diagonally dominant, which results in that decentralized
controllers can be designed to control this TITO system.

5.2.2 MPC-DDE design for the power loop of the
FBC unit

As mentioned in Section 5.2.1, since the coupling degree is weak
between two loops of the FBC unit, decentralized controllers can be
designed to control this TITO system. In this subsection, we only
focus on the MPC-DDE design for the power loop of the FBC unit.
In addition, the proportional-integral controller with fixed
parameters (Wu et al., 2020) is designed for the bed temperature
loop. Figure 10 shows the control structure of FBC unit with
MPC-DDE.

In Figure 10, rp and rtb are denoted as set points of P and TB.
Moreover, f(x) refers to the functional relationship between rp and
rtb. Note that the PI controller is designed as −0.01 (1 + 0.001/s) in
(Wu et al., 2020).

In this paper, the operating condition A, whose steady-state
power is 24.39 MW, is chosen as the nominal working condition.
According to Reference (Wu et al., 2020), its G11(s) is identified as,

G11A s( ) � 7.2725
393.9242s + 1( ) 0.04837s + 1( )e

−20.5025s (37)

Based on Supplementary Image S2, we can learn that
the identified transfer function depicted as Eq. 34 can be
used for preliminary simulation. Similarly with Section 5.1,
SIMC-PID, AMIGO-PID, MPC, and DDE-PID are selected as
comparative controllers as well. Supplementary Table S2 lists
parameters of different controllers for the power loop of the
FBC unit.

Using parameters listed in Supplementary Table S2, Figure 11
illustrates the control performance of the power loop of the FBC unit
with different controllers under the nominal operating condition.
During the simulation, the set point has a unit change at 100s while a
unit step disturbance is added at 1000s.
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According to Figure 11, in terms of reference tracking, the
proposed MPC-DDE is better than SIMC-PID, AMIGO-PID, and
DDE-PID; as for disturbance rejection, the MPC-DDE has better
control performance than other comparative controllers.
Although MPC has more moderate tracking performance than
DDE-PID, its dynamic deviation caused by the disturbance is
larger.

To quantitatively evaluate the control performance of different
controllers, dynamic indices are calculated in Supplementary
Table S3.

Compared with SIMC-PID, AMIGO-PID and DDE-PID, the
MPC-DDE has better tracking and disturbance rejection

performance. Moreover, MPC shows its superiority in reference
tracking, but its ability to reject disturbance is weak.

To test robustness of different controllers, Monte Carlo trails are
carried out 1000 times and coefficients of Eq. 37 are perturbed
within a range of ±10%. Figure 12 illustrates results of Monte Carlo
trials.

From Figure 12, evidently, scatter points of MPC-DDE are
more intensive than those of SIMC-PID, AMIGO-PID and
MPC, which means that the robustness of the proposed
hierarchical control strategy is stronger than these
controllers. Although DDE-PID has stronger robustness, its
dynamic performance is worse than that of MPC-DDE. Based

FIGURE 10
Control structure of FBC unit with MPC-DDE.

FIGURE 11
Control performance of the power loop of the FBC unit with different controllers under the operating condition A.
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on results of Monte Carlo trials, it can be concluded that MPC-
DDE may achieve better control performance than other
comparative controllers when the FBC unit is under variable
working condition operation.

5.2.3 Simulation results
First, it is assumed that the working condition of the FBC unit is

changing frequently between the operating condition A and the
operating condition E. Therefore, the set point of power is varying

FIGURE 12
Records of σ, Ts and IAE of different controllers for the perturbed power loop.

FIGURE 13
Variations of the output power when the FBC unit is under variable working condition.
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with the load command as well. Figure 13 shows the variation of
power when the FBC unit is operating under variable working
condition. Note that the set point of power is changing with a
rate limit of ±0.01 MW/s. Additionally, the variation of the fuel feed
Qc is illustrated in Figure 14.

From Figure 13, it can be concluded that the reference tracking
performance of MPC-DDE is better than that of SIMC-PID,
AMIGO-PID and DDE-PID. Although MPC can track the set
point with no overshoot, it needs longer time to track the set
point than the proposed hierarchical controller.

To evaluate the tracking performance of different controllers
under the variable working condition, IAEsp is evaluated from 0s to
30000s for each controller in Table 3. According to Table 3, it is
obvious that MPC-DDE has the second smallest IAEsp, which shows
its superiority in reference tracking when the FBC unit is under
variable working condition operation.

Second, to test the ability of different controllers to reject disturbances,
three external disturbances are addedwhen the FBCunit is working under
the operating conditionA. Figure 15 shows disturbances caused by the fuel
feed, the primary air flow and the coal quality.

In Figure 15, dQc and dF1 are denoted as disturbances caused by
the fuel feed and the primary air. In addition, kc refers to the
coefficient of coal quality and its nominal value is 1. Figure 16

illustrates the disturbance rejection performance of different
controllers when the FBC unit is operating under the nominal
working condition.

According to Figure 16, compared with other comparative
controllers, the proposed MPC-DDE can reject external
disturbances caused by Qc, F1 and kc effectively, which shows its
advantages in external disturbance rejection. Besides, the IAEud of
different controllers is evaluated in Table 4. Particularly, IAEud1,
IAEud2 and IAEud3 are recorded to evaluate dynamic deviations of
different controllers caused by disturbances of Qc, F1 and kc,
respectively.

Based on Table 4, we can learn that the proposed synthesis
controller has smallest IAEud1, IAEud2, and IAEud3. Therefore, MPC-
DDE has strong ability to reject external disturbances caused by the
fuel feed, the primary air flow and the coal quality. Based on Table 4,
it is easy to learn that the proposed control strategy has the smallest
IAEud1, IAEud2, and IAEud3. Therefore, MPC-DDE has strong ability
to reject external disturbances caused by the fuel feed, the primary
air flow and the coal quality.

Based on Table 4, it is easy to learn that the proposed control
strategy has the smallest IAEud1, IAEud2, and IAEud3. Therefore,
MPC-DDE has strong ability to reject external disturbances caused
by the fuel feed, the primary air flow and the coal quality.

Third, another aspect should be addressed is that the measurement
noise usually exists in practical thermal systems, which may lead to the
oscillation of control signal. Hence it is necessary to test whether control
signals of controllers are sensitive to the measurement noise.
Supplementary Image S5 and Supplementary Image S6 show the
output power and control signals, respectively, of different
controllers with the measurement noise.

FIGURE 14
Variations of the fuel feed when the FBC unit is under variable working condition.

TABLE 3 IAEsp of different controllers under variable working condition
operation.

SIMC AMIGO MPC DDE MPC-DDE

295.75 845.91 179.78 546.43 198.32
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From Supplementary Image S6, it is obvious that the control signal of
MPC-DDE is less sensitive to themeasurement noise than those ofMPC,
SIMC-PID,AMIGO-PID andDDE-PID. Besides, to further demonstrate

the superiority of the proposed hierarchical controller when the
measurement noise exists, root mean square (RMS) values of control
signals of different controllers are calculated in Supplementary Table S4.

FIGURE 15
External disturbances in the FBC unit.

FIGURE 16
Disturbance rejection performance of different controllers when the FBC unit is operating under the nominal working condition.
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Supplementary Image S6 Variations of fuel feed of different
controllers with the measurement noise.

According to Supplementary Table S4, the proposed MPC-DDE
has the smallest RMS value. As a result, MPC-DDE can guarantee
the safety and longevity of the actuator.

6 Field application on the secondary air
system of a thermal power plant

Motivated by encouraging results of simulations, a field test is
carried out based on the proposed MPC-DDE as described in this
section. Note that the MPC-DDE is applied to the secondary air
system in a 330 MW in-service unit of Shenxi Power Plant, which is
located in Shenyang, Liaoning Province, China.

6.1 Process description

The secondary air system is one of the most important
components of the coal-fired unit, which determines the
combustion efficiency of the furnace and the pollutant of the
NOx of the unit (Wu et al., 2018). In terms of a real unit, the
secondary air is controlled by regulating the blade position of the
blower, and it influences the oxygen for the combustion. The
command of the secondary air is real-time computed by the
load, the main steam pressure and the fuel feed of the unit in

order to reach the highest combustion efficiency (Ding et al., 2016).
As a result, the secondary air should track its command as accurate
as possible.

The structure of the secondary air system is illustrated in
Figure 17, which shows that the air flow is controlled by two
blowers. For the design of the control system, only one controller
is used to control the blowers of the both sides (Wu et al., 2022b). In
this section, MPC-DDE is designed based on the aforementioned
control strategy as well.

6.2 Results of the field tests

The field test was carried out on 11 August 2022. During the
tests, the load of the unit was varying in the range from 140 to
175 MW. Note that the original controller is the PI controller,
which is tuned by the experienced thermal engineers. It is
denoted as PIf in this section. Moreover, as for MPC-DDE,
DDE-PI was designed. Considering the safe operation of the
unit, the open-loop step tests are not allowed. Consequently, the
MPC is unable to be designed based on the identified process
model. Table 5 lists parameters of different controllers for the
field tests.

Based on parameters listed in Table 5 and Figures 18–20
illustrate the field test result of different controllers. Note that the
result of PIf was obtained by searching the historical running data of
the unit. Besides, the air blower-A and the air blower-B are denoted
as “MV1” and “MV2”, respectively.

From results of the field tests, it is obvious that the blade
positions of the blowers have the significant dead zone with an

TABLE 4 IAEud of different controllers.

Controller IAEud1 IAEud2 IAEud3

SIMC 622.12 85.23 759.05

AMIGO 465.33 78.62 778.71

MPC 980.12 73.49 510.37

DDE 6.41 1.23 7.84

MPC-DDE 2.99 0.58 2.25

FIGURE 17
The structure of the secondary air system.

TABLE 5 Parameters of different controllers for the field tests.

Controller Parameters

PIf kp = 0.02, Ti = 8

DDE ωd = 1/50, k = 1/5, l = 2

MPC-DDE p = 30, mp = 1, ωd = 1/50, k = 1/5, l = 2
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FIGURE 19
Field test results of DDE-PI (Date: August 11, 2022; Time span: 10:01:38 a.m. to 11:01:38 a.m.; Legend: the command of the secondary air, the
feedback of the secondary air, the feedback of MV1, the command of MV1, the feedback of MV2, the command of MV2).

FIGURE 18
Field test results of PIf (Date: July 10-11, 2022; Time span: 11:21:39 p.m. to 0:21:39 a.m.; Legend: the command of the secondary air, the
feedback of the secondary air, the feedback of MV1, the command of MV1, the feedback of MV2, the command of MV2).
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amplitude of 3%. That is, because of the under-developed field
measurement devices of the blade position, which is unavoidable.
When the actions of the blade are frequent and large, the
feedbacks of MV1 and MV2 are able to be approximately
linearized. According to Figure 19, it is easy to learn the
secondary air of DDE-PI can track its desired dynamic
response. Therefore, MPC can be designed on the RM of
DDE-PI. From Figures 18–20, it is evident that the reference
tracking performance is large improved when MPC-DDE comes
into service. However, control signals of MPC-DDE changes
frequently.

To evaluate the control performance of different controllers
quantitatively, dynamic indices are calculated. Since the
command of the secondary air is changing with the working
condition, the overshoot and the settling time are inappropriate
to evaluate the control performance. Based on the suggestion in
(Wu et al., 2022b), IAEsp and the average IAEsp are calculated in
Table 6.

Denote IAEsp as the average IAEsp. From Table 6, it can be
concluded that MPC-DDE experienced wider load range and
command range than PIf and DDE-PI. Moreover, dynamic
indices of MPC-DDE are smaller than those of PIf and DDE-
PI, which shows its superiorities in reference tracking

7 Conclusion

This paper proposed a hierarchical controller—MPC-DDE
to provide a process-model-free method for MPC to implement
its application to the thermal power plant. According to the
design, simulations and field tests, some concluding remarks
about MPC-DDE are summarized as follows.

1. Based on the numerical simulation results, the proposed
MPC-DDE has better disturbance rejection performance
than the traditional MPC and faster reference tracking
speed than the conventional DDE-PID.

2. If the DDE-PID is well-tuned, the MPC can be designed
based on the RM of the DDE-PID without using the accurate
process model and identifications; besides, DDE-PID can
assist MPC to handle with unmeasured disturbances in
thermal processes;

3. According to the field test results in Section 6.2, the average
IAEsp of the secondary air of the thermal power plant
decreases from 12.97 to 6.18, which means that the
deviation between the secondary air and its set point can
be largely reduced by the proposed control strategy. This

TABLE 6 Parameters of different controllers for the field tests.

Controller Load
(MW)

Command
(t/h)

IAEsp IAEsp
(s−1)

PIf [141.8, 164.7] [634.1, 753.2] 46691.34 12.97

DDE [144.5, 161.0] [634.5, 745.8] 32033.66 8.90

MPC-DDE [146.0, 172.1] [657.3, 781.6] 22269.19 6.18

FIGURE 20
Field test results of MPC-DDE (Date: August 11, 2022; Time span: 2:23:45 p.m. to 3:23:45 p.m.; Legend: the command of the secondary air,

the feedback of the secondary air, the feedback of MV1, the command of MV1, the feedback of MV2, the command of MV2).
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successful application of MPC-DDE to the secondary air
system of a coal-fired unit indicates its promising prospect
in the future thermal power industry with the increasing
demand to integrate more renewables into the grid.

Our future work will focus on.

1. The development of an auto-tuning toolbox forMPC-DDE based
on the proposed tuning procedure;

2. MPC-DDE design for multi-input-multi-output (MIMO)
systems;

3. The hierarchical control design of DDE-PID combined with
other model-based control strategies, such as H∞ controller,
linear quadratic regulator (LQR), and so forth because the
DDE-PID provides its RM as their design model;

4. The hierarchical control design of MPC combined with other
RM-based controllers, such as TC and linear ADRC
(LADRC).

5. The practical implementation of the MPC with implicit solution
on the DCS.

6. The relationship between the constraints of the MPC of the
proposed MPC-DDE and the actuator constraints.
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