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Enhancing students’ critical thinking (CT) skills is an essential goal of higher education.
This article presents a systematic approach to conceptualizing and measuring CT.
CT generally comprises the following mental processes: identifying, evaluating, and
analyzing a problem; interpreting information; synthesizing evidence; and reporting a
conclusion. We further posit that CT also involves dealing with dilemmas involving
ambiguity or conflicts among principles and contradictory information. We argue that
performance assessment provides the most realistic—and most credible—approach
to measuring CT. From this conceptualization and construct definition, we describe
one possible framework for building performance assessments of CT with attention
to extended performance tasks within the assessment system. The framework is a
product of an ongoing, collaborative effort, the International Performance Assessment of
Learning (iPAL). The framework comprises four main aspects: (1) The storyline describes
a carefully curated version of a complex, real-world situation. (2) The challenge frames
the task to be accomplished (3). A portfolio of documents in a range of formats is drawn
from multiple sources chosen to have specific characteristics. (4) The scoring rubric
comprises a set of scales each linked to a facet of the construct. We discuss a number
of use cases, as well as the challenges that arise with the use and valid interpretation
of performance assessments. The final section presents elements of the iPAL research
program that involve various refinements and extensions of the assessment framework,
a number of empirical studies, along with linkages to current work in online reading and
information processing.

Keywords: critical thinking, performance assessment, assessment framework, scoring rubric, evidence-centered
design, 21st century skills, higher education

INTRODUCTION

In their mission statements, most colleges declare that a principal goal is to develop students’
higher-order cognitive skills such as critical thinking (CT) and reasoning (e.g., Shavelson,
2010; Hyytinen et al., 2019). The importance of CT is echoed by business leaders (Association
of American Colleges and Universities [AACU], 2018), as well as by college faculty (for
curricular analyses in Germany, see e.g., Zlatkin-Troitschanskaia et al., 2018). Indeed, in the
2019 administration of the Faculty Survey of Student Engagement (FSSE), 93% of faculty
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reported that they “very much” or “quite a bit” structure their
courses to support student development with respect to thinking
critically and analytically. In a listing of 21st century skills, CT
was the most highly ranked among FSSE respondents (Indiana
University, 2019). Nevertheless, there is considerable evidence
that many college students do not develop these skills to a
satisfactory standard (Arum and Roksa, 2011; Shavelson et al.,
2019; Zlatkin-Troitschanskaia et al., 2019). This state of affairs
represents a serious challenge to higher education – and to
society at large.

In view of the importance of CT, as well as evidence
of substantial variation in its development during college,
its proper measurement is essential to tracking progress in
skill development and to providing useful feedback to both
teachers and learners. Feedback can help focus students’ attention
on key skill areas in need of improvement, and provide
insight to teachers on choices of pedagogical strategies and
time allocation. Moreover, comparative studies at the program
and institutional level can inform higher education leaders
and policy makers.

The conceptualization and definition of CT presented here
is closely related to models of information processing and
online reasoning, the skills that are the focus of this special
issue. These two skills are especially germane to the learning
environments that college students experience today when much
of their academic work is done online. Ideally, students should
be capable of more than naïve Internet search, followed by copy-
and-paste (e.g., McGrew et al., 2017); rather, for example, they
should be able to critically evaluate both sources of evidence
and the quality of the evidence itself in light of a given purpose
(Leu et al., 2020).

In this paper, we present a systematic approach to
conceptualizing CT. From that conceptualization and construct
definition, we present one possible framework for building
performance assessments of CT with particular attention to
extended performance tasks within the test environment. The
penultimate section discusses some of the challenges that arise
with the use and valid interpretation of performance assessment
scores. We conclude the paper with a section on future
perspectives in an emerging field of research – the iPAL program.

CONCEPTUAL FOUNDATIONS,
DEFINITION AND MEASUREMENT OF
CRITICAL THINKING

In this section, we briefly review the concept of CT and its
definition. In accordance with the principles of evidence-centered
design (ECD; Mislevy et al., 2003), the conceptualization drives
the measurement of the construct; that is, implementation of
ECD directly links aspects of the assessment framework to
specific facets of the construct. We then argue that performance
assessments designed in accordance with such an assessment
framework provide the most realistic—and most credible—
approach to measuring CT. The section concludes with a
sketch of an approach to CT measurement grounded in
performance assessment.

Concept and Definition of Critical
Thinking
Taxonomies of 21st century skills (Pellegrino and Hilton, 2012)
abound, and it is neither surprising that CT appears in most
taxonomies of learning, nor that there are many different
approaches to defining and operationalizing the construct of CT.
There is, however, general agreement that CT is a multifaceted
construct (Liu et al., 2014). Liu et al. (2014) identified five key
facets of CT: (i) evaluating evidence and the use of evidence;
(ii) analyzing arguments; (iii) understanding implications and
consequences; (iv) developing sound arguments; and (v)
understanding causation and explanation.

There is empirical support for these facets from college
faculty. A 2016–2017 survey conducted by the Higher Education
Research Institute (HERI) at the University of California, Los
Angeles found that a substantial majority of faculty respondents
“frequently” encouraged students to: (i) evaluate the quality
or reliability of the information they receive; (ii) recognize
biases that affect their thinking; (iii) analyze multiple sources of
information before coming to a conclusion; and (iv) support their
opinions with a logical argument (Stolzenberg et al., 2019).

There is general agreement that CT involves the following
mental processes: identifying, evaluating, and analyzing a
problem; interpreting information; synthesizing evidence;
and reporting a conclusion (e.g., Erwin and Sebrell, 2003;
Kosslyn and Nelson, 2017; Shavelson et al., 2018). We further
suggest that CT includes dealing with dilemmas of ambiguity
or conflict among principles and contradictory information
(Oser and Biedermann, 2020).

Importantly, Oser and Biedermann (2020) posit that CT can
be manifested at three levels. The first level, Critical Analysis,
is the most complex of the three levels. Critical Analysis
requires both knowledge in a specific discipline (conceptual)
and procedural analytical (deduction, inclusion, etc.) knowledge.
The second level is Critical Reflection, which involves more
generic skills “. . . necessary for every responsible member of a
society” (p. 90). It is “a basic attitude that must be taken into
consideration if (new) information is questioned to be true or
false, reliable or not reliable, moral or immoral etc.” (p. 90). To
engage in Critical Reflection, one needs not only apply analytic
reasoning, but also adopt a reflective stance toward the political,
social, and other consequences of choosing a course of action. It
also involves analyzing the potential motives of various actors
involved in the dilemma of interest. The third level, Critical
Alertness, involves questioning one’s own or others’ thinking from
a skeptical point of view.

Wheeler and Haertel (1993) categorized higher-order skills,
such as CT, into two types: (i) when solving problems and
making decisions in professional and everyday life, for instance,
related to civic affairs and the environment; and (ii) in situations
where various mental processes (e.g., comparing, evaluating, and
justifying) are developed through formal instruction, usually
in a discipline. Hence, in both settings, individuals must
confront situations that typically involve a problematic event,
contradictory information, and possibly conflicting principles.
Indeed, there is an ongoing debate concerning whether CT
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should be evaluated using generic or discipline-based assessments
(Nagel et al., 2020). Whether CT skills are conceptualized as
generic or discipline-specific has implications for how they are
assessed and how they are incorporated into the classroom.

In the iPAL project, CT is characterized as a multifaceted
construct that comprises conceptualizing, analyzing, drawing
inferences or synthesizing information, evaluating claims, and
applying the results of these reasoning processes to various
purposes (e.g., solve a problem, decide on a course of action,
find an answer to a given question or reach a conclusion)
(Shavelson et al., 2019). In the course of carrying out a CT task,
an individual typically engages in activities such as specifying
or clarifying a problem; deciding what information is relevant
to the problem; evaluating the trustworthiness of information;
avoiding judgmental errors based on “fast thinking”; avoiding
biases and stereotypes; recognizing different perspectives and
how they can reframe a situation; considering the consequences
of alternative courses of actions; and communicating clearly and
concisely decisions and actions. The order in which activities are
carried out can vary among individuals and the processes can be
non-linear and reciprocal.

In this article, we focus on generic CT skills. The importance
of these skills derives not only from their utility in academic
and professional settings, but also the many situations involving
challenging moral and ethical issues – often framed in terms
of conflicting principles and/or interests – to which individuals
have to apply these skills (Kegan, 1994; Tessier-Lavigne, 2020).
Conflicts and dilemmas are ubiquitous in the contexts in which
adults find themselves: work, family, civil society. Moreover,
to remain viable in the global economic environment – one
characterized by increased competition and advances in second
generation artificial intelligence (AI) – today’s college students
will need to continually develop and leverage their CT skills.
Ideally, colleges offer a supportive environment in which students
can develop and practice effective approaches to reasoning about
and acting in learning, professional and everyday situations.

Measurement of Critical Thinking
Critical thinking is a multifaceted construct that poses many
challenges to those who would develop relevant and valid
assessments. For those interested in current approaches to the
measurement of CT that are not the focus of this paper,
consult Zlatkin-Troitschanskaia et al. (2018).

In this paper, we have singled out performance assessment
as it offers important advantages to measuring CT. Extant tests
of CT typically employ response formats such as forced-choice
or short-answer, and scenario-based tasks (for an overview,
see Liu et al., 2014). They all suffer from moderate to severe
construct underrepresentation; that is, they fail to capture
important facets of the CT construct such as perspective
taking and communication. High fidelity performance tasks
are viewed as more authentic in that they provide a problem
context and require responses that are more similar to what
individuals confront in the real world than what is offered by
traditional multiple-choice items (Messick, 1994; Braun, 2019).
This greater verisimilitude promises higher levels of construct
representation and lower levels of construct-irrelevant variance.

Such performance tasks have the capacity to measure facets
of CT that are imperfectly assessed, if at all, using traditional
assessments (Lane and Stone, 2006; Braun, 2019; Shavelson
et al., 2019). However, these assertions must be empirically
validated, and the measures should be subjected to psychometric
analyses. Evidence of the reliability, validity, and interpretative
challenges of performance assessment (PA) are extensively
detailed in Davey et al. (2015).

We adopt the following definition of performance assessment:

A performance assessment (sometimes called a work
sample when assessing job performance) . . . is an
activity or set of activities that requires test takers,
either individually or in groups, to generate products or
performances in response to a complex, most often real-
world task. These products and performances provide
observable evidence bearing on test takers’ knowledge,
skills, and abilities—their competencies—in completing
the assessment (Davey et al., 2015, p. 10).

A performance assessment typically includes an extended
performance task and short constructed-response and selected-
response (i.e., multiple-choice) tasks (for examples, see Zlatkin-
Troitschanskaia and Shavelson, 2019). In this paper, we refer to
both individual performance- and constructed-response tasks as
performance tasks (PT) (For an example, see Table 1 in section
“iPAL Assessment Framework”).

AN APPROACH TO PERFORMANCE
ASSESSMENT OF CRITICAL THINKING:
THE IPAL PROGRAM

The approach to CT presented here is the result of ongoing
work undertaken by the International Performance Assessment
of Learning collaborative (iPAL1). iPAL is an international
consortium of volunteers, primarily from academia, who have
come together to address the dearth in higher education of
research and practice in measuring CT with performance tasks
(Shavelson et al., 2018). In this section, we present iPAL’s
assessment framework as the basis of measuring CT, with
examples along the way.

iPAL Background
The iPAL assessment framework builds on the Council of Aid to
Education’s Collegiate Learning Assessment (CLA). The CLA was
designed to measure cross-disciplinary, generic competencies,
such as CT, analytic reasoning, problem solving, and written
communication (Klein et al., 2007; Shavelson, 2010). Ideally,
each PA contained an extended PT (e.g., examining a range of
evidential materials related to the crash of an aircraft) and two
short PT’s: one in which students either critique an argument or
provide a solution in response to a real-world societal issue.

Motivated by considerations of adequate reliability, in 2012,
the CLA was later modified to create the CLA+. The CLA+

includes two subtests: a PT and a 25-item Selected Response

1https://www.ipal-rd.com/

Frontiers in Education | www.frontiersin.org 3 September 2020 | Volume 5 | Article 156

https://www.ipal-rd.com/
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/
https://www.frontiersin.org/journals/education#articles


feduc-05-00156 September 26, 2020 Time: 10:38 # 4

Braun et al. Performance Assessment of Critical Thinking

TABLE 1 | The iPAL assessment framework.

Aspect Description Refugee crisis exemplar

Storyline The storyline describes a curated version of a real-world situation. With regional economic, health, crime and political challenges, there is an
increasing demand for migrant entry into the country of Dorado in Central
America. The question of whether it is safe to increase immigration (and
add to the number of Reception Centers) has come before the country’s
Homeland Commission. A related question is whether Reception Centers
have become local “hotspots” for crime.

Challenge The challenge frames the tasks the respondent must carry out based on
the dilemma or problem (potentially including moral or ethical aspects)
presented in the storyline.
The challenge should be sufficiently complex so that its resolution requires
the respondent: (i) To apply multiple aspects of reasoning and judgment,
and (ii) To consider the trade-offs that occur when adopting one potential
solution over another – or deciding among competing principles.

(1a) Enumerate the pros and cons, if any, for accepting more refugees.
(1b) Identify the documents and evidence in them to justify the list of pros
and cons.
(2a) Elaborate and recommend a concrete course of action: stem the flow
of refugees at the border, control the flow of refugees (perhaps admitting
certain types only like doctors and scientists), or take in a quota decided
upon by the inter-governmental agreements.
(2b) Identify the documents and evidence in them that lead to the
recommendation.
(3) Provide a set of recommendations on how the country can address
challenges of the poor conditions to which refugees are now exposed, as
well as dealing with crime rates in or near Reception Centers.
(4) Suggest what additional information, if any, you would like to have to
increase your confidence in the recommendation.

Documents The storyline is augmented by a portfolio of documents in a range of
formats (e.g., government reports, newspaper articles, web blogs,
YouTube videos).
Documents are collected or developed purposively to represent different
sources of information and multiple perspectives.
They vary with respect to the trustworthiness of the information; the
relevance of the information; and the extent to which the information
provided provokes the respondent to make judgmental errors or show
bias.

(1) A letter from the Director of the Valparaiso Metropolitan Reception
Center titled “Need for Reception Centers in Crisis Situations.”
(2) Three tables displaying crime statistics and demographic data provided
by the Doradian Bureau of Statistics, presented separately for El
Doradians and “foreigners.”
(3) An interview regarding the integration of migrants with a professor
who is an expert on migration.
(4) A newspaper article titled “Crimes committed by foreigners are on the
rise.”
(5) An excerpt from a 2016 government report titled “Immigration and
security: current status and future predictions.”
(6) Excerpt from the United Nation’s “Universal Declaration of Human
Rights.”
(7) Extract from an OECD Migration Report.

Scoring
rubric

The scoring rubric comprises six dimensions.
The first three dimensions involve comparing, evaluating, and justifying
the characteristics of the information provided in the document collection
regarding:
(1) Trustworthiness of the information—dealing primarily with the
information source, its context, its (hidden) motivation, and its potential
conflicts with other evidence.
(2) Relevance of the information as it pertains to the problem in the
storyline.
(3) Bias in information due to susceptibility to bias or proneness to use
faulty heuristics in judgment and decision-making.
The last three dimensions pertain to tacit and explicit response processes:
(4) Analysis of different perspectives at play, addresses questions about
the source of (hidden) motivation, control, expertise, and legitimacy (Mejía
et al., 2019).
(5) Demonstrating an openness to the consequences of prioritizing
certain perspectives in the source provided —including any course of
action suggested by the materials.
(6) Formulating and communicating a coherent argument for the
position taken, drawing from the five dimensions above.

Refugee Crisis: Trustworthiness, Relevance, Bias, and Ethical
Considerations in Documents
Document 1: A letter from the Director of the private reception center
(both relevant and irrelevant, baseline heuristic).
Document 2: Doradian Bureau of Statistics – Crime statistics (relevant,
representative and baseline heuristics).
Document 3: An interview with a professor who is an expert on
immigration (relevant/focuses on the key factors influencing on the
success of integration).
Document 4: Newspaper story (irrelevant, biased/fake news).
Document 5: Government report (relevant).
Document 6: The United Nations, The Universal Declaration of Human
Rights (relevant).
Document 7: A graph/table from an OECD report with data bearing on
increase in refugees and non-refugees and crime (irrelevant, biased).

Question (SRQ) section. The PT presents a document or problem
statement and an assignment based on that document which
elicits an open-ended response. The CLA+ added the SRQ
section (which is not linked substantively to the PT scenario)
to increase the number of student responses to obtain more
reliable estimates of performance at the student-level than could
be achieved with a single PT (Zahner, 2013; Davey et al., 2015).

iPAL Assessment Framework
Methodological Foundations
The iPAL framework evolved from the Collegiate Learning
Assessment developed by Klein et al. (2007). It was also informed
by the results from the AHELO pilot study (Organisation
for Economic Co-operation and Development [OECD], 2012,
2013), as well as the KoKoHs research program in Germany
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(for an overview see, Zlatkin-Troitschanskaia et al., 2017,
2020). The ongoing refinement of the iPAL framework has
been guided in part by the principles of Evidence Centered
Design (ECD) (Mislevy et al., 2003; Mislevy and Haertel, 2006;
Haertel and Fujii, 2017).

In educational measurement, an assessment framework plays
a critical intermediary role between the theoretical formulation of
the construct and the development of the assessment instrument
containing tasks (or items) intended to elicit evidence with
respect to that construct (Mislevy et al., 2003). Builders of
the assessment framework draw on the construct theory and
operationalize it in a way that provides explicit guidance
to PT’s developers. Thus, the framework should reflect the
relevant facets of the construct, where relevance is determined
by substantive theory or an appropriate alternative such
as behavioral samples from real-world situations of interest
(criterion-sampling; McClelland, 1973), as well as the intended
use(s) (for an example, see Shavelson et al., 2019). By following
the requirements and guidelines embodied in the framework,
instrument developers strengthen the claim of construct validity
for the instrument (Messick, 1994).

An assessment framework can be specified at different levels
of granularity: an assessment battery (“omnibus” assessment, for
an example see below), a single performance task, or a specific
component of an assessment (Shavelson, 2010; Davey et al., 2015).
In the iPAL program, a performance assessment comprises one
or more extended performance tasks and additional selected-
response and short constructed-response items. The focus of
the framework specified below is on a single PT intended to
elicit evidence with respect to some facets of CT, such as the
evaluation of the trustworthiness of the documents provided and
the capacity to address conflicts of principles.

From the ECD perspective, an assessment is an instrument
for generating information to support an evidentiary argument
and, therefore, the intended inferences (claims) must guide
each stage of the design process. The construct of interest is
operationalized through the Student Model, which represents
the target knowledge, skills, and abilities, as well as the
relationships among them. The student model should also
make explicit the assumptions regarding student competencies
in foundational skills or content knowledge. The Task Model
specifies the features of the problems or items posed to the
respondent, with the goal of eliciting the evidence desired. The
assessment framework also describes the collection of task models
comprising the instrument, with considerations of construct
validity, various psychometric characteristics (e.g., reliability) and
practical constraints (e.g., testing time and cost). The student
model provides grounds for evidence of validity, especially
cognitive validity; namely, that the students are thinking critically
in responding to the task(s).

In the present context, the target construct (CT) is
the competence of individuals to think critically, which
entails solving complex, real-world problems, and clearly
communicating their conclusions or recommendations for action
based on trustworthy, relevant and unbiased information. The
situations, drawn from actual events, are challenging and
may arise in many possible settings. In contrast to more

reductionist approaches to assessment development, the iPAL
approach and framework rests on the assumption that properly
addressing these situational demands requires the application of
a constellation of CT skills appropriate to the particular task
presented (e.g., Shavelson, 2010, 2013). For a PT, the assessment
framework must also specify the rubric by which the responses
will be evaluated. The rubric must be properly linked to the target
construct so that the resulting score profile constitutes evidence
that is both relevant and interpretable in terms of the student
model (for an example, see Zlatkin-Troitschanskaia et al., 2019).

iPAL Task Framework
The iPAL ‘omnibus’ framework comprises four main aspects:
A storyline, a challenge, a document library, and a scoring
rubric. Table 1 displays these aspects, brief descriptions of
each, and the corresponding examples drawn from an iPAL
performance assessment (Version adapted from original in
Hyytinen and Toom, 2019). Storylines are drawn from various
domains; for example, the worlds of business, public policy,
civics, medicine, and family. They often involve moral and/or
ethical considerations. Deriving an appropriate storyline from
a real-world situation requires careful consideration of which
features are to be kept in toto, which adapted for purposes of
the assessment, and which to be discarded. Framing the challenge
demands care in wording so that there is minimal ambiguity
in what is required of the respondent. The difficulty of the
challenge depends, in large part, on the nature and extent of
the information provided in the document library, the amount
of scaffolding included, as well as the scope of the required
response. The amount of information and the scope of the
challenge should be commensurate with the amount of time
available. As is evident from the table, the characteristics of
the documents in the library are intended to elicit responses
related to facets of CT. For example, with regard to bias, the
information provided is intended to play to judgmental errors
due to fast thinking and/or motivational reasoning. Ideally, the
situation should accommodate multiple solutions of varying
degrees of merit.

The dimensions of the scoring rubric are derived from the
Task Model and Student Model (Mislevy et al., 2003) and
signal which features are to be extracted from the response
and indicate how they are to be evaluated. There should be
a direct link between the evaluation of the evidence and the
claims that are made with respect to the key features of the
task model and student model. More specifically, the task model
specifies the various manipulations embodied in the PA and so
informs scoring, while the student model specifies the capacities
students employ in more or less effectively responding to the
tasks. The score scales for each of the five facets of CT (see
section “Concept and Definition of Critical Thinking”) can be
specified using appropriate behavioral anchors (for examples,
see Zlatkin-Troitschanskaia and Shavelson, 2019). Of particular
importance is the evaluation of the response with respect to
the last dimension of the scoring rubric; namely, the overall
coherence and persuasiveness of the argument, building on
the explicit or implicit characteristics related to the first five
dimensions. The scoring process must be monitored carefully to
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ensure that (trained) raters are judging each response based on
the same types of features and evaluation criteria (Braun, 2019)
as indicated by interrater agreement coefficients.

The scoring rubric of the iPAL omnibus framework can be
modified for specific tasks (Lane and Stone, 2006). This generic
rubric helps ensure consistency across rubrics for different
storylines. For example, Zlatkin-Troitschanskaia et al. (2019,
p. 473) used the following scoring scheme:

Based on our construct definition of CT and its four
dimensions: (D1-Info) recognizing and evaluating
information, (D2-Decision) recognizing and evaluating
arguments and making decisions, (D3-Conseq)
recognizing and evaluating the consequences of decisions,
and (D4-Writing), we developed a corresponding analytic
dimensional scoring . . . The students’ performance is
evaluated along the four dimensions, which in turn are
subdivided into a total of 23 indicators as (sub)categories of
CT . . . For each dimension, we sought detailed evidence in
students’ responses for the indicators and scored them on
a six-point Likert-type scale. In order to reduce judgment
distortions, an elaborate procedure of ‘behaviorally
anchored rating scales’ (Smith and Kendall, 1963) was
applied by assigning concrete behavioral expectations to
certain scale points (Bernardin et al., 1976). To this end,
we defined the scale levels by short descriptions of typical
behavior and anchored them with concrete examples. . . .
We trained four raters in 1 day using a specially developed
training course to evaluate students’ performance along
the 23 indicators clustered into four dimensions (for a
description of the rater training, see Klotzer, 2018).

Shavelson et al. (2019) examined the interrater agreement
of the scoring scheme developed by Zlatkin-Troitschanskaia
et al. (2019) and “found that with 23 items and 2 raters the
generalizability (“reliability”) coefficient for total scores to be 0.74
(with 4 raters, 0.84)” (Shavelson et al., 2019, p. 15). In the study by
Zlatkin-Troitschanskaia et al. (2019, p. 478) three score profiles
were identified (low-, middle-, and high-performer) for students.
Proper interpretation of such profiles requires care. For example,
there may be multiple possible explanations for low scores such as
poor CT skills, a lack of a disposition to engage with the challenge,
or the two attributes jointly. These alternative explanations
for student performance can potentially pose a threat to the
evidentiary argument. In this case, auxiliary information may
be available to aid in resolving the ambiguity. For example,
student responses to selected- and short-constructed-response
items in the PA can provide relevant information about the
levels of the different skills possessed by the student. When
sufficient data are available, the scores can be modeled statistically
and/or qualitatively in such a way as to bring them to bear
on the technical quality or interpretability of the claims of
the assessment: reliability, validity, and utility evidence (Davey
et al., 2015; Zlatkin-Troitschanskaia et al., 2019). These kinds of
concerns are less critical when PT’s are used in classroom settings.
The instructor can draw on other sources of evidence, including
direct discussion with the student.

Use of iPAL Performance Assessments in
Educational Practice: Evidence From Preliminary
Validation Studies
The assessment framework described here supports the
development of a PT in a general setting. Many modifications
are possible and, indeed, desirable. If the PT is to be more
deeply embedded in a certain discipline (e.g., economics,
law, or medicine), for example, then the framework must
specify characteristics of the narrative and the complementary
documents as to the breadth and depth of disciplinary knowledge
that is represented.

At present, preliminary field trials employing the omnibus
framework (i.e., a full set of documents) indicated that 60 min
was generally an inadequate amount of time for students to
engage with the full set of complementary documents and to
craft a complete response to the challenge (for an example,
see Shavelson et al., 2019). Accordingly, it would be helpful to
develop modified frameworks for PT’s that require substantially
less time. For an example, see a short performance assessment
of civic online reasoning, requiring response times from 10 to
50 min (Wineburg et al., 2016). Such assessment frameworks
could be derived from the omnibus framework by focusing on a
reduced number of facets of CT, and specifying the characteristics
of the complementary documents to be included – or, perhaps,
choices among sets of documents. In principle, one could build a
‘family’ of PT’s, each using the same (or nearly the same) storyline
and a subset of the full collection of complementary documents.

Paul and Elder (2007) argue that the goal of CT assessments
should be to provide faculty with important information about
how well their instruction supports the development of students’
CT. In that spirit, the full family of PT’s could represent all
facets of the construct while affording instructors and students
more specific insights on strengths and weaknesses with respect
to particular facets of CT. Moreover, the framework should
be expanded to include the design of a set of short answer
and/or multiple choice items to accompany the PT. Ideally, these
additional items would be based on the same narrative as the
PT to collect more nuanced information on students’ precursor
skills such as reading comprehension, while enhancing the overall
reliability of the assessment. Areas where students are under-
prepared could be addressed before, or even in parallel with the
development of the focal CT skills. The parallel approach follows
the co-requisite model of developmental education. In other
settings (e.g., for summative assessment), these complementary
items would be administered after the PT to augment the
evidence in relation to the various claims. The full PT taking
90 min or more could serve as a capstone assessment.

As we transition from simply delivering paper-based
assessments by computer to taking full advantage of the
affordances of a digital platform, we should learn from the hard-
won lessons of the past so that we can make swifter progress
with fewer missteps. In that regard, we must take validity as the
touchstone – assessment design, development and deployment
must all be tightly linked to the operational definition of the CT
construct. Considerations of reliability and practicality come into
play with various use cases that highlight different purposes for
the assessment (for future perspectives, see next section).

Frontiers in Education | www.frontiersin.org 6 September 2020 | Volume 5 | Article 156

https://www.frontiersin.org/journals/education
https://www.frontiersin.org/
https://www.frontiersin.org/journals/education#articles


feduc-05-00156 September 26, 2020 Time: 10:38 # 7

Braun et al. Performance Assessment of Critical Thinking

The iPAL assessment framework represents a feasible
compromise between commercial, standardized assessments of
CT (e.g., Liu et al., 2014), on the one hand, and, on the
other, freedom for individual faculty to develop assessment
tasks according to idiosyncratic models. It imposes a degree of
standardization on both task development and scoring, while still
allowing some flexibility for faculty to tailor the assessment to
meet their unique needs. In so doing, it addresses a key weakness
of the AAC&U’s VALUE initiative2 (retrieved 5/7/2020) that has
achieved wide acceptance among United States colleges.

The VALUE initiative has produced generic scoring rubrics
for 15 domains including CT, problem-solving and written
communication. A rubric for a particular skill domain (e.g.,
critical thinking) has five to six dimensions with four ordered
performance levels for each dimension (1 = lowest, 4 = highest).
The performance levels are accompanied by language that is
intended to clearly differentiate among levels.3 Faculty are asked
to submit student work products from a senior level course that
is intended to yield evidence with respect to student learning
outcomes in a particular domain and that, they believe, can
elicit performances at the highest level. The collection of work
products is then graded by faculty from other institutions who
have been trained to apply the rubrics.

A principal difficulty is that there is neither a common
framework to guide the design of the challenge, nor any
control on task complexity and difficulty. Consequently, there is
substantial heterogeneity in the quality and evidential value of
the submitted responses. This also causes difficulties with task
scoring and inter-rater reliability. Shavelson et al. (2009) discuss
some of the problems arising with non-standardized collections
of student work.

In this context, one advantage of the iPAL framework is that
it can provide valuable guidance and an explicit structure for
faculty in developing performance tasks for both instruction
and formative assessment. When faculty design assessments,
their focus is typically on content coverage rather than other
potentially important characteristics, such as the degree of
construct representation and the adequacy of their scoring
procedures (Braun, 2019).

CONCLUDING REFLECTIONS

Challenges to Interpretation and
Implementation
Performance tasks such as those generated by iPAL are attractive
instruments for assessing CT skills (e.g., Shavelson, 2010;
Shavelson et al., 2019). The attraction mainly rests on the
assumption that elaborated PT’s are more authentic (direct)
and more completely capture facets of the target construct
(i.e., possess greater construct representation) than the widely
used selected-response tests. However, as Messick (1994) noted

2https://www.aacu.org/value
3When test results are reported by means of substantively defined categories, the
scoring is termed “criterion-referenced”. This is, in contrast to results, reported as
percentiles; such scoring is termed “norm-referenced”.

authenticity is a “promissory note” that must be redeemed
with empirical research. In practice, there are trade-offs among
authenticity, construct validity, and psychometric quality such as
reliability (Davey et al., 2015).

One reason for Messick (1994) caution is that authenticity
does not guarantee construct validity. The latter must be
established by drawing on multiple sources of evidence
(American Educational Research Association et al., 2014).
Following the ECD principles in designing and developing the
PT, as well as the associated scoring rubrics, constitutes an
important type of evidence. Further, as Leighton (2019) argues,
response process data (“cognitive validity”) is needed to validate
claims regarding the cognitive complexity of PT’s. Relevant data
can be obtained through cognitive laboratory studies involving
methods such as think aloud protocols or eye-tracking. Although
time-consuming and expensive, such studies can yield not only
evidence of validity, but also valuable information to guide
refinements of the PT.

Going forward, iPAL PT’s must be subjected to validation
studies as recommended in the Standards for Psychological
and Educational Testing by American Educational Research
Association et al. (2014). With a particular focus on the criterion
“relationships to other variables,” a framework should include
assumptions about the theoretically expected relationships
among the indicators assessed by the PT, as well as the indicators’
relationships to external variables such as intelligence or prior
(task-relevant) knowledge.

Complementing the necessity of evaluating construct validity,
there is the need to consider potential sources of construct-
irrelevant variance (CIV). One pertains to student motivation,
which is typically greater when the stakes are higher. If students
are not motivated, then their performance is likely to be impacted
by factors unrelated to their (construct-relevant) ability (Lane
and Stone, 2006; Braun et al., 2011; Shavelson, 2013). Differential
motivation across groups can also bias comparisons. Student
motivation might be enhanced if the PT is administered in the
context of a course with the promise of generating useful feedback
on students’ skill profiles.

Construct-irrelevant variance can also occur when students
are not equally prepared for the format of the PT or fully
appreciate the response requirements. This source of CIV
could be alleviated by providing students with practice PT’s.
Finally, the use of novel forms of documentation, such as
those from the Internet, can potentially introduce CIV due to
differential familiarity with forms of representation or contents.
Interestingly, this suggests that there may be a conflict between
enhancing construct representation and reducing CIV.

Another potential source of CIV is related to response
evaluation. Even with training, human raters can vary in accuracy
and usage of the full score range. In addition, raters may
attend to features of responses that are unrelated to the target
construct, such as the length of the students’ responses or
the frequency of grammatical errors (Lane and Stone, 2006).
Some of these sources of variance could be addressed in an
online environment, where word processing software could alert
students to potential grammatical and spelling errors before they
submit their final work product.
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Performance tasks generally take longer to administer
and are more costly than traditional assessments, making
it more difficult to reliably measure student performance
(Messick, 1994; Davey et al., 2015). Indeed, it is well
known that more than one performance task is needed to
obtain high reliability (Shavelson, 2013). This is due to both
student-task interactions and variability in scoring. Sources of
student-task interactions are differential familiarity with the
topic (Hyytinen and Toom, 2019) and differential motivation
to engage with the task. The level of reliability required,
however, depends on the context of use. For use in formative
assessment as part of an instructional program, reliability
can be lower than use for summative purposes. In the
former case, other types of evidence are generally available to
support interpretation and guide pedagogical decisions. Further
studies are needed to obtain estimates of reliability in typical
instructional settings.

With sufficient data, more sophisticated psychometric
analyses become possible. One challenge is that the assumption
of unidimensionality required for many psychometric models
might be untenable for performance tasks (Davey et al., 2015).
Davey et al. (2015) provide the example of a mathematics
assessment that requires students to demonstrate not only
their mathematics skills but also their written communication
skills. Although the iPAL framework does not explicitly
address students’ reading comprehension and organization
skills, students will likely need to call on these abilities to
accomplish the task. Moreover, as the operational definition of
CT makes evident, the student must not only deploy several
skills in responding to the challenge of the PT, but also carry
out component tasks in sequence. The former requirement
strongly indicates the need for a multi-dimensional IRT
model, while the latter suggests that the usual assumption
of local item independence may well be problematic (Lane
and Stone, 2006). At the same time, the analytic scoring
rubric should facilitate the use of latent class analysis to
partition data from large groups into meaningful categories
(Zlatkin-Troitschanskaia et al., 2019).

Future Perspectives
Although the iPAL consortium has made substantial progress
in the assessment of CT, much remains to be done. Further
refinement of existing PT’s and their adaptation to different
languages and cultures must continue. To this point, there are
a number of examples: The refugee crisis PT (cited in Table 1)
was translated and adapted from Finnish to US English and then
to Colombian Spanish. A PT concerning kidney transplants was
translated and adapted from German to US English. Finally, two
PT’s based on ‘legacy admissions’ to US colleges were translated
and adapted to Colombian Spanish.

With respect to data collection, there is a need for sufficient
data to support psychometric analysis of student responses,
especially the relationships among the different components of
the scoring rubric, as this would inform both task development
and response evaluation (Zlatkin-Troitschanskaia et al., 2019).
In addition, more intensive study of response processes through
cognitive laboratories and the like are needed to strengthen the

evidential argument for construct validity (Leighton, 2019). We
are currently conducting empirical studies, collecting data on
both iPAL PT’s and other measures of CT. These studies will
provide evidence of convergent and discriminant validity.

At the same time, efforts should be directed at further
development to support different ways CT PT’s might be used—
i.e., use cases—especially those that call for formative use of PT’s.
Incorporating formative assessment into courses can plausibly be
expected to improve students’ competency acquisition (Zlatkin-
Troitschanskaia et al., 2017). With suitable choices of storylines,
appropriate combinations of (modified) PT’s, supplemented by
short-answer and multiple-choice items, could be interwoven
into ordinary classroom activities. The supplementary items may
be completely separate from the PT’s (as is the case with the
CLA+), loosely coupled with the PT’s (as in drawing on the same
storyline), or tightly linked to the PT’s (as in requiring elaboration
of certain components of the response to the PT).

As an alternative to such integration, stand-alone modules
could be embedded in courses to yield evidence of students’
generic CT skills. Core curriculum courses or general education
courses offer ideal settings for embedding performance
assessments. If these assessments were administered to a
representative sample of students in each cohort over their years
in college, the results would yield important information on
the development of CT skills at a population level. For another
example, these PA’s could be used to assess the competence
profiles of students entering Bachelor’s or graduate-level
programs as a basis for more targeted instructional support.

Thus, in considering different use cases for the assessment of
CT, it is evident that several modifications of the iPAL omnibus
assessment framework are needed. As noted earlier, assessments
built according to this framework are demanding with respect to
the extensive preliminary work required by a task and the time
required to properly complete it. Thus, it would be helpful to
have modified versions of the framework, focusing on one or two
facets of the CT construct and calling for a smaller number of
supplementary documents. The challenge to the student should
be suitably reduced.

Some members of the iPAL collaborative have developed
PT’s that are embedded in disciplines such as engineering,
law and education (Crump et al., 2019; for teacher education
examples, see Jeschke et al., 2019). These are proving to be of
great interest to various stakeholders and further development
is likely. Consequently, it is essential that an appropriate
assessment framework be established and implemented. It is both
a conceptual and an empirical question as to whether a single
framework can guide development in different domains.

Performance Assessment in Online
Learning Environment
Over the last 15 years, increasing amounts of time in both
college and work are spent using computers and other electronic
devices. This has led to formulation of models for the new
literacies that attempt to capture some key characteristics of these
activities. A prominent example is a model proposed by Leu
et al. (2020). The model frames online reading as a process of
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problem-based inquiry that calls on five practices to occur during
online research and comprehension:

1. Reading to identify important questions,
2. Reading to locate information,
3. Reading to critically evaluate information,
4. Reading to synthesize online information, and
5. Reading and writing to communicate online information.

The parallels with the iPAL definition of CT are evident
and suggest there may be benefits to closer links between
these two lines of research. For example, a report by Leu
et al. (2014) describes empirical studies comparing assessments
of online reading using either open-ended or multiple-choice
response formats.

The iPAL consortium has begun to take advantage of the
affordances of the online environment (for examples, see Schmidt
et al. and Nagel et al. in this special issue). Most obviously,
Supplementary Materials can now include archival photographs,
audio recordings, or videos. Additional tasks might include the
online search for relevant documents, though this would add
considerably to the time demands. This online search could occur
within a simulated Internet environment, as is the case for the
IEA’s ePIRLS assessment (Mullis et al., 2017).

The prospect of having access to a wealth of materials that
can add to task authenticity is exciting. Yet it can also add
ambiguity and information overload. Increased authenticity,
then, should be weighed against validity concerns and the time
required to absorb the content in these materials. Modifications
of the design framework and extensive empirical testing will
be required to decide on appropriate trade-offs. A related
possibility is to employ some of these materials in short-answer
(or even selected-response) items that supplement the main PT.
Response formats could include highlighting text or using a
drag-and-drop menu to construct a response. Students’ responses
could be automatically scored, thereby containing costs. With

automated scoring, feedback to students and faculty, including
suggestions for next steps in strengthening CT skills, could also be
provided without adding to faculty workload. Therefore, taking
advantage of the online environment to incorporate new types
of supplementary documents should be a high priority and,
perhaps, to introduce new response formats as well. Finally,
further investigation of the overlap between this formulation of
CT and the characterization of online reading promulgated by
Leu et al. (2020) is a promising direction to pursue.
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