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Several studies have proven that comparative judgment (CJ) is a reliable and valid
assessment method for a variety of competences, expert assessment, and peer
assessment, and CJ is emerging as a possible approach to help maintain standards
over time. For consecutive pairs of student works (representations) assessors are asked to
judge which representation is better. It has been shown that random construction of pairs
leads to very inefficient assessments, requiring a lot of pairwise comparisons to reach
reliable results. Some adaptive selection algorithms using information from previous
comparisons were proposed to increase the efficiency of CJ. These adaptive
algorithms appear however to artificially inflate the reliability of CJ results through
increasing the spread of the results. The current article proposes a new adaptive
selection algorithm using a previously calibrated reference set. Using a reference set
should eliminate the reliability inflation. In a real assessment, using reference sets of
different reliability, and in a simulation study, it is proven that this adaptive selection
algorithm is more efficient without reducing the accuracy of the results and without
increasing the standard deviation of the assessment results. As a consequence, a
reference-based adaptive selection algorithm produces high and correct reliability
values in an efficient manner.

Keywords: comparative judgment, assessment, adaptive selection algorithm, adaptive, efficiency, reliability,
accuracy, reference set

INTRODUCTION

Comparative judgment (CJ) is a recent, alternative form of assessment. A group of assessors are
individually presented with several, consecutive pairs of works of students (hereafter called
representations). For every pair, the assessors are asked which of the two representations is
better considering the task or competency under assessment. Based on the pairwise judgments
of the assessors, logit scores can be estimated using the Bradley–Terry–Luce (BTL) model (Bradley
and Terry 1952; Luce 1959). These logit scores, also referred to as ability scores, represent the
consensus view of the group of assessors about the quality of the representations in regard of the task
or competency under assessment. Specifically, a logit score represents the difference in quality (in a
log-transformed probability) between a particular representation and a representation of average
quality for this group of representations. The strength of this method is based on the observation that
in everyday life all judgments a person makes are in fact comparisons (Laming 2003). Furthermore,
using comparisons recognizes tacit knowledge of teachers when they are making assessments
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(Kimbell 2021). When implemented as a form of peer assessment
it might support learning and the transfer of tacit knowledge
(Kimbell 2021).

In CJ, the process to scale representations based on the
judgments comes from Thurstone’s law of comparative
judgment (Thurstone 1927), which was Thurstone’s attempt to
develop a new way for scaling in educational tests (Thurstone
1925). Pollitt and Murray (1995) reintroduced this method to
assess the level of language proficiency. Attention for CJ has been
rising steadily since and has seen an apparent surge in the last
decade. It has, for example, been used for the assessment of
academic writing (van Daal et al., 2017), visual arts (Newhouse
2014), graphic design (Bartholomew et al., 2019), and
mathematical problem solving (Jones and Alcock 2014). CJ
can also be deployed in a peer assessment both as an
assessment tool and as a learning tool (e.g., Bouwer et al.,
2018; Bartholomew et al., 2019; Brignell et al., 2019).

The method of CJ has also been successfully applied in the
context of standard maintaining (e.g., Bramley and Gill 2010;
Curcin et al., 2019) and comparability of standards (e.g., Bramley
2007; Holmes et al., 2018) in UK national assessments. For
standard maintaining, in order to equate the difficulty of
exams over two consecutive years, representations of 1 year are
paired with those of the next year. Based on the results of this CJ
exercise equal grade boundaries are determined over both years,
eliminating differences in difficulty between those years. For
comparability of standards, representations from two
examining boards are paired in order to investigate if the
assessment results are comparable across boards. While the
use of CJ for standard maintaining is fairly recent, it was
already used for comparability of standards from 1997
(Bramley 2007).

Pollitt andMurray (1995) and Bramley, Bell, and Pollitt (1998)
recognized early on that the method of CJ is highly inefficient,
needing a lot of comparisons for the results to reach an acceptable
reliability level. In CJ the reliability is measured by the scale
separation reliability (SSR), reflecting how accurate the ability
score estimates are. The SSR can be interpreted as in how far
assessors agree with each other regarding the quality of the
representations (Verhavert et al., 2018). A meta-analysis
showed that in order to reach a scale separation reliability
(SSR) of 0.70, at least 14 comparisons per representation are
needed. For an SSR of 0.90 this rises to 37 comparisons per
representation (Verhavert et al., 2019). In educational practice,
this often leads to a large total number of comparisons (NC)
considering the regular sizes of student groups, which impedes
the practical feasibility of the method. Bramley et al. (1998) have
accurately summarized this problem, as follows: “The most
salient difficulty from a practical point of view is the
monotony of the task and the time it takes to get a sufficient
number of comparisons for reliable results.” (14).

Up until 2008 (Kimbell et al., 2009; Kimbell 2021), in CJ, pairs
were constructed using a semi-random selection algorithm (SSA).
This algorithm prefers representations that have appeared in
pairs the least number of times. It pairs those with representations
they have not yet been compared with. At the request of Kimbell
et al. (2021), Pollitt developed an adaptive selection algorithm

(ASA) to construct pairs based on information of previous
comparisons as a solution to the efficiency problem. This ASA
(Pollitt 2012) is inspired by computerized adaptive testing (CAT;
see also below). It pairs representations which have ability scores
that are close together. For this, it used preliminary ability scores
estimated based on previous comparisons within the assessment
and the Fisher’s information statistic. In CJ, the Fisher’s
information is highest when the difference in ability scores
between the pairs is lowest. With this adaptive selection
algorithm Pollitt claims that very high SSR values of 0.94 or
above, can already be obtained after around 13 comparisons per
representation (Newhouse 2014). This is not only a large gain in
efficiency, but also presents a higher reliability compared with
traditional marking.

There are, however, some concerns regarding Pollitt’s ASA
and the related reliability. Bramley (2015) and Bramley and
Vitello (2019) have shown that this type of adaptivity inflates
the reliability of the assessment. This is probably because this type
of adaptivity “capitalizes on chance” (Bramley and Vitello 2019,
45), Namely, the construction of pairs is based on information
that is in itself not reliable because it only consists of a few data
points (Bramley and Vitello 2019, i.e., preliminary ability score
estimates based on previous judgments within the assessment). In
this way, the adaptivity reduces the chance that contradictory
information is collected. While the adaptivity may genuinely
reduce the standard error (se) of the estimates, it artificially
inflates the standard deviation (SD). Since the SSR formula is
based on the difference between SD and se (see below), this means
the SSR is inflated by an unknown amount and cannot be used on
its own as a measure of reliability (Bramley and Vitello 2019;
Crompvoets et al., 2020).

The decrease in se and increase in SD has some consequences
for the use of the assessment results in practice. The se reduction
means that when we are merely interested in the ranking of the
students (and not the estimated value), adaptivity might not pose
that much of a problem (Bramley and Vitello 2019)1. On the
other hand, if we use the estimated ability values of the students as
scores in high stakes assessments, the increased SD does pose a
problem, namely, it means that the estimated ability values are
shifted away from 0 and thus away from their true value (Bramley
and Vitello 2019). In any case, when using adaptivity we can no
longer rely on the SSR value to indicate how reliable, i.e., how
certain, the results are.

While in CAT there is no issue of the inflation of the reliability
coefficient, this is rather problematic for CJ contexts. This is
because of two related, important differences between CAT and
CJ. A first difference lies in the differing background of both. CAT
is based on Item Response Theory (IRT) where CJ is based on the
BTL-model. IRT models compare the difficulty of test items (e.g.,
exam questions) with the ability of students (to answer these
questions). In CJ the performance of students is compared
directly. As such, the BTL-model compares student abilities.

1However, because of an inflated reliability coefficient the danger does exists that
one places more confidence in the results than is warranted. It is always desirable to
aim for results that are as close to the true ranking and rank order as possible.
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Second, the item difficulty in CAT is determined before any
assessments are conducted. This is done in an extensive
calibration study with several hundreds of students. As such, if
a student is presented with an item that has a difficulty close to the
preliminary ability of that that student using, for example, Fisher
information, that item difficulty is a fixed value on a pre-
calibrated scale. Therefore, the eventual estimate of the ability
of the student and the reliability of this estimate are not biased by
the adaptivity of the selection algorithm. On the contrary, in
Pollitt’s ASA for CJ, the abilities of the students in any pair are not
yet fixed. As such, Pollitt’s algorithm for CJ capitalized on chance
where CAT algorithms do not.

The current article investigates a new ASA to address the
efficiency problems in CJ (detailed description see following
section). In order to overcome the problems with Pollitt’s type
of adaptivity, the ASA is more strictly based on CAT algorithms.
Namely, like CAT has test items with pre-calibrated, fixed
difficulty scores, the newly proposed algorithm makes use of a
set of representations with pre-calibrated, fixed ability scores.
This is further referred to as the reference set. New
representations are initially paired with a randomly selected
representation in the middle of the reference set. Based on this
first comparison, a preliminary ability value is estimated for the
new representations. Consecutively, the new representations are
individually paired with representations of the reference set with
ability scores close to the preliminary scores of the new
representations based on the Fisher information statistic. The
ability scores of the new representations are consecutively
updated and new pairs are constructed as before. This is
repeated until the preliminary estimates reach a certain
reliability or the representations are compared a
predetermined maximum number of times.

The idea of using a fixed reference set was suggested by
Bramley (2015) and Bramley and Vitello (2019) as a solution
to the SSR inflation in Pollitt’s ASA because the fixed ability
scores in the reference set anchor the estimates of the new
representations. The new ASA might not only have the
advantage of countering SSR inflation, it might also provide
advantages when using CJ for maintaining standards.
Specifically, it would only be necessary to scale representations
for 1 year and set grade boundaries. In all consecutive years, this
reference set can be used to scale the new representations with
fewer pairwise comparisons, provided that the assessment task is
similar. In this way, it might even be possible to expand the scale
or (gradually) replace representations of previous years with
newer ones.

The Reference Set-Based Adaptive
Selection Algorithm
The reference set-based adaptive selection algorithm (RSB-ASA)
places new representations on a measurement scale consisting of
a pre-calibrated set of representations (of the competence under
assessment), called the reference set. It does this in two
preparatory steps and four actual steps. For simplification, the
algorithm will be described from the standpoint of a single, new
representation. Mind that, in practice, multiple new

representations are assessed. Furthermore, with multiple
representations an assessment can theoretically be divided into
rounds. One round ends when every active, new representation
has gone through all steps, with active meaning involved in
comparisons (see also Step 4B). For clarity, the rest of the
article representations in the reference set will be indicated
with the letter j and, when needed, k, and their fixed ability
values with αj and αk. New representations are indicated with i
and their ability value with vi.

Step A: A reference set with an acceptably high reliability is
constructed. A CJ assessment using the SSA for constructing pairs
is conducted in order to pre-calibrate the ability scores of the
representations in the reference set. As is common, ability scores
are estimated using the BTLmodel (Bradley and Terry 1952; Luce
1959):

Pk(αj) � p(Xjk � 1|αj, αk) � exp(αj − αk)
1 + exp(αj − αk) (1)

with Pk(αj) or p(Xjk � 1|αj, αk) the probability that
representation j is preferred over representation k and, thus,
Xjk � 1 meaning that representation j is preferred over
representation k, and αj and αk the ability scores (in logits)
for representation j and representation k, respectively. In the RSB-
ASA, these ability estimates are fixed. The reliability of the ability
score estimates for the representations in the reference set is
measured using the rank-order SSR (Bramley and Vitello 2019)2:

SSR � σ2
α −MSE

σ2
α

(2)

with σα the standard deviation of the estimated ability values and
MSE the mean squared standard error calculated as:

MSE � ∑n
jse

2
αj

n
, with j � k (3)

with seαj the standard error of estimate, calculated as (Wright and
Stone 1999):

seαj �
1�������∑j, k≠jIjk

√ (4)

with Ijk calculated as

Ijk � Pk(αj)(1 − Pk(αj)) (5)
with Pk(αj), calculated as in (1).

The rank-order SSR of the reference set (further referred to as
the reference set SSR) should be high enough. What this means
will be investigated in Study 1. The size of the reference set should
be as large as needed to have a measurement scale that is fine
grained enough. In the current article the authors went for a

2The rank-order SSR is commonly just referred to as the SSR. However, in this
article we refer to it as the rank-order SSR in order to disambiguate it from the
point or estimated SSR used further in this section.
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reference set of 140 (Study 1) and 200 (Study 2) representations.
However, the optimal size of the reference set goes beyond the
scope of the current article.

Step B: A subset of the reference set is determined. This subset
consists of representations with an ability score close to 0. An
ability score of 0 is the score of an average representation in the
reference set and as such the best starting point for comparing a
new representation.

From here, the actual algorithm starts. Note that by definition
the fixed ability values of the reference set are not re-estimated
hereafter.

Step 1: A new representation i is randomly paired with a
representation j from the subset determined in Step B.

Step 2: A preliminary ability score vi is estimated for
representation i using the BTL model:

Pj(vi) � p(Xij � 1|vi, αj) � exp(vi − αj)
1 + exp(vi − αj) (6)

with Pj(vi) or p(Xij � 1|vi, αj) as the probability that
representation i is preferred over representation j, Xij � 1
representation i is preferred over representation j, and vi
and αj are the ability scores (in logits) for the new
representation i and the reference set representation j,
respectively. Parameter αj is now fixed, and parameter vi is
used for the variable parameter. Otherwise, the formula is in
fact equivalent to formula (1). Index j is equal to every
representation that representation i has been compared
with. Note that, in practice, this step is executed once every
new representation i has been in a pair once.3

Step 3: Is the predetermined value of the stopping criterion
reached or exceeded for representation i? There are two types
of stopping criteria, fixed criteria and variable criteria. With fixed
criteria, all representations are compared an equal number of
times. This comes down to setting a fixed number of comparisons
per representation (NCR). With variable criteria, each
representation is compared a different number of times. In the
current algorithm, the accuracy of the preliminary ability estimate
of representation i is used4. In CAT algorithms, generally, the
standard error of estimation (se) is used as a measure of estimate
accuracy. The current algorithm resorts to the reliability of the
ability estimate of representation i. In the BTL-model, this gives
equivalent results to the se, but is easier for practitioners to

interpret. In order to measure the reliability of the ability
estimate (of a single representation), the point SSRi or the
estimated SSRi is calculated:

SSRi � σ2
α − se2i
σ2
α

(7)

with σα the standard deviation of the fixed ability values (in the
reference set) and sei the standard error of estimate of
representation i. As can be noted, the above formula for the
estimated SSRi differs from that of the rank-order SSR [formula
(2)] in that the MSE has been replaced by the se of the ability
estimate vi of representation i.

Returning to the question posed in Step 3: is the
predetermined value of the stopping criterion reached or
exceeded for representation i? If not, continue to Step 4. If
yes, stop here. This representation no longer appears in pairs
in this assessment. For fixed stopping criteria, this happens for all
representations at once. For variable stopping criteria, this is
determined for each representation separately. It is, however,
possible that some representations never reach the stopping
criteria. Therefore, with a variable stopping criterion, a
maximal NCR must be set to prevent the algorithm from
continuing forever.

Step 4: Select representation j providing the most information for
representation i is. Information is measured here with the Fisher
information criterion.

Step 4A: The Fisher information Iij is calculated for all
representations j in the reference set, against the ability of
representation i (Wright and Stone 1999):

Iij � Pj(vi)(1 − Pj(vi)) (8)
with Pj(vi), calculated as in (6), the predicted probability that
representation i will be preferred over representation j given the
ability scores vi and αj. This formula is equivalent to formula (5).

Step 4B. Representation i is paired with the representation j that
has the largest value for Iij. With the BTL-model this generally
comes down to the representation i with an ability score closest to
the ability score of representation j.

The Current Research
The current research investigates the efficiency and accuracy of
the RSB-ASA described in the previous section. Specifically, it
attempts to answer the following research questions (RQ):

RQ1 Does using the RSB-ASA in a CJ assessment 1) lead to a
higher efficiency, 2) while producing results with the same
accuracy as the SSA?
RQ2 Does the RSB-ASA produce an inflation in standard
deviation of the CJ results?
RQ3a Does the reference set reliability in the RSB-ASA
influence the efficiency and the accuracy of the results?
RQ3b Does the reference set reliability in the RSB-ASA
influence the standard deviation of the CJ results?

3Notwithstanding that the (preliminary) ability values of the new representations i
are estimated for all representations at once, it is possible to estimate the ability
value of every representation i separately. This is possible because the ability values
of the representations j in the reference set are fixed.
4Other variable stopping criteria are possible, like estimate stability and
information gain (the difference between the maximum information value for
this representation in this round and the maximum information value for this
representation in the previous round). These other stopping criteria are topics for
further research.
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RQ4a Does the stopping criterion, fixed or variable, in the
RSB-ASA influence the efficiency and the accuracy of the CJ
results?
RQ4b Does the stopping criterion, fixed or variable, in the
RSB-ASA influence the standard deviation of the CJ results?

This was done in two studies. In Study 1, assessors created a
reference set in a CJ study using the SSA. From this reference set,
a subset of representations was selected to be placed back on the
reference set in the second part of this study. This provided
answers to RQ1 and RQ2. Furthermore, in Study 1, the reliability
of the reference set was manipulated (RQ3) and different
stopping criteria were used (RQ4) when analyzing the data.
For more details, see the Methods section of Study 1.

Because Study 1 involved real assessors (i.e., was not a
simulation), it was not feasible to include replications, due to
practical constraints. The reference set was also derived from an
assessment with the same assessors who later conducted the
assessment implementing the RSB-ASA. Last, the fixed
stopping criterion and the maximal number of comparisons
with the variable stopping criteria set in Study 1 might have
been too restrictive. In order to address these shortcomings
(discussed in some more detail in the Discussion section of
study 1), a simulation study was conducted as Study 2.

Study 2 looked into the efficiency of the RSB-ASA and the
accuracy of the results (RQ1) by comparing the results of the
simulation with the RSB-ASA with those of a simulation with the
SSA. Also, the standard deviation of the results of both
simulations was calculated and compared with each other and
with the standard deviation of the generating values (RQ2). Also
here, different stopping criteria were used (RQ4). For more
details, see the Methods section of Study 2.

In both studies, efficiency was conceptualized as the NCR were
needed in the CJ assessment. Accuracy was conceptualized as the
average difference between the resulting ability estimates of the
new representations with the RSB-ASA and the, so called, true
ability scores. For details, see the section on the measures in the
Methods sections of each study. It is expected that reference sets
with a higher reliability will result in a higher efficiency and a
higher accuracy of the estimates. Using a predetermined NCR as
the stopping criterion should also result in a higher accuracy of
the estimates. However, it might lead to a reduction of the
efficiency compared with a variable stopping criterion. It will
be important here to see if the gain in accuracy weighs up against
the decrease in efficiency.

STUDY 1

Method
Materials
As representations, 160 short essays were selected from a total of
7,557 essays. This number was chosen to keep the work for
assessors doable and keep the paid work hours within budget.
Furthermore, based on the experience of the authors, this number
should lead to a reference set that is fine grained enough for use in
the algorithm. What the optimal size of the reference set should

be, goes beyond the current article. The 160 representations were
selected at random by means of the select cases tool in SPSS (IBM
Corp. 2016). The essays were taken from the Economics Higher
Level Paper 1 (time zone 25) exam of May 2016. Specifically, they
were all responses to question 1b (Q1b): “Evaluate the view that
regulations are the most effective government response to the
market failure of negative externalities.” This was a subpart of an
optional question and was worth 15 out of a total of 50 marks.
There was no word or time limit for the essay, although the total
exam time was 90 min.

All pages not containing a response to Q1b were removed and
when the response to this question began or finished part way
through a page, any writing relating to other questions on the
exam was covered from view. The essays were then anonymized
and all examiner marks and comments were removed.

Participants
The reference set was created in a CJ assessment (algorithm Step
A) including 15 assessors. From these 15 assessors, only 10 were
available to participate in the assessments implementing the RSB-
ASA. These sample sizes were chosen in order to keep the
workload for assessors manageable and at the same time have
a decent proportion of judgments attributed to each judge,
making sure that the judgments of each assessor had a
realistic weight in the end result. The latter is also the reason
to reduce the number of assessors from 15 to 10, as the NCR was
less. These decisions are, however, based on the experience of the
authors. To our knowledge, research regarding the effect of the
number of assessors on the final results of a CJ assessment are
currently lacking.

The 15 assessors were all existing IB examiners, and were
recruited by e-mail. Of the 15 assessors, 12 had marked the
question during the May 2016 examination session and the
remaining three either marked another question on this
examination, or marked questions from the time zone 15

variant of the examination. The 15 assessors also included the
Principal Examiner for the examination, who is responsible for
setting the overall marking standard, and two “team leaders” who
are considered reliable and experienced examiners and have
responsibility within an examination session for leading a
small team of examiners.

All assessors were paid for their work, and all signed a
“Contributor’s Agreement,” which included permission to use
their anonymized judging data.

Procedure
There were two phases in this study: In phase 1, the reference sets
were constructed (cfr. algorithm Step A), and in phase 2, new
representations were compared with the reference sets using the
RSB-ASA as described above. Phase 1: The assessment used to
construct the reference set (algorithm Step A) took place in 2017.
It was planned to collect 30 judgments per representation,

5In some subjects, the IB produces two different versions of an exam, with different
variants going to different countries (with different time zones) in order to mitigate
academic honesty risks.

Frontiers in Education | www.frontiersin.org February 2022 | Volume 6 | Article 7859195

Verhavert et al. Adaptive Selection Algorithm for CJ

https://www.frontiersin.org/journals/education
www.frontiersin.org
https://www.frontiersin.org/journals/education#articles


totaling in 2,400 judgments. Each assessor was therefore asked to
make 160 judgments each. Pairs were constructed using the SSA
selecting representations randomly, preferring those with the
least NCR that have not yet been compared with each other.
Assessors were given 3 weeks, between the beginning of April
2017 and the beginning of May 2017 to complete all the
judgments. Because the assessors were distributed across the
world and many were fitting the work around other
commitments, no constraints were placed upon when the
assessors were to do the judging within that 3-week window.
However, the assessors were asked to attempt to make their
judgments as much as possible at the same time (i.e., on set dates
and times).

The first phase, the assessment with the SSA, resulted in a rank
order with a rank-order SSR of 0.91 (rank-order SD = 2.12; mean
parameter se = 0.56; n = 160; for detailed results, see
Supplementary Table S1 in Supplementary Materials). Twenty
representations were taken out of this rank order to be placed
back on the reference set the assessments using the RSB-ASA,
leaving 140 representations to construct the reference sets. It was
opted to have an even spread of representation along the rank
order. Therefore, representations at fixed ranks (4th, 12th, 20th,
etc.) were selected. In this way the average logit distance between
the selected representations was 0.44 (min = 0.17; max = 1.38).

In order to look into the effect of the reference set reliability in
the RSB-ASA, it was decided to construct four reference sets with
reference set SSR of 0.50, 0.70, 0.80, and 0.91, respectively. The
reference sets were based on the judgement data from phase 1.
For the three first reference sets, it was determined after how
many comparisons (with each representation having an equal
number of comparisons) the ability estimates reached a rank-
order SSR values of 0.50, 0.70, and 0.80. At each of these rank-
order SSR values, the corresponding ability estimates were
recorded for all 140 representations. The fourth reference set
were the estimates of the 140 representations at the end of the
assessment with the SSA. Rank-order SD, mean parameter se and
NCR are presented in Table 1 (for detailed results, see
Supplementary Table S1 in Supplementary Materials).

Because there were no constraints placed on when assessors
made their judgments, there was no equal distribution of the
judgments of the assessors throughout the assessment. Some
judgments of the assessors were clustered at the beginning of
the assessment, while judgments of other assessors were clustered
at the end and still others had an equal distribution throughout

the assessment. Therefore, to make sure that each reference set is
approximately based on an equal amount of judgments of every
assessor, some reordering of the dataset had to take place before
the three reference sets with smaller reference set SSRs could be
determined. The reordering went as follows: The judgments were
first ordered chronologically on time of completion and were then
divided into groups of 80 comparisons. Finally, these groups were
sorted in a random order. For a more detailed representation of
how the judgments of the assessor were distributed throughout
phase 1, see Figures 1, 2.

Phase 2: Four assessment sessions were organized
implementing the RSB-ASA described above, one for each
reference set. As each reference set consisted of the same
representations and the representations to be placed back were
the same across the sessions, the only difference for assessors was
the pairings of the representations. However, in order to make
sure that the results in any session would not be influenced too
much by the judgments of a few assessors, the order of the
sessions was not counterbalanced. The number of judgments was
fixed on 10 judgements per representation in each session. This
resulted in a total of 200 judgments per session or 20 judgments
per assessor per session. The judges got 4 weeks to complete their
judgments (between mid-August and mid-September 2017).
Figure 3 presents how the judgments of the assessors were
distributed throughout phase 2 in more detail.

All assessments were conducted in and controlled by the
D-PAC6 platform. The assessments were conducted under the
supervision of AF.

Afterward, the judgment data was processed as follows. For
every assessment session implementing the RSB-ASA three
stopping criteria were implemented: 10 comparisons per
representation (further called fixed stopping criterion) and an
estimate reliability of 0.70 and 0.90 (further called, respectively,
estimated SSRi 0.70 and estimated SSRi 0.90). These reliability
levels were used because these are the reliability levels commonly
aimed for in formative and summative assessments, respectively
(Nunnally 1978; Jonsson and Svingby 2007). Thus, for all 20
representations, ability scores were estimated after 10 judgments
per representation. For estimated SSRi 0.70 and estimated SSRi

0.90, the method was as follows. After every round7 the SSRi is
calculated [as in formula (7); cfr. Step 3] for the preliminary
ability value of each of the 20 representations (cfr. Step 2). If this
SSRi equals or exceeds 0.70 or 0.90, respectively, the
corresponding ability value was noted, as well as the NCR

needed to obtain this value. If a representation did not reach
an estimated SSRi of 0.70 or 0.90 after 10 comparisons, the ability
value after 10 comparisons per representation was recorded.
Ability scores were estimated using a joint maximum
likelihood algorithm with an epsilon bias correction factor of
0.003 (for details, see Verhavert 2018).

TABLE 1 | For each reference set (SSR) the standard deviation of ability estimates
(α, n = 140), mean and standard deviation of standard error of estimate (se,
n = 140) and the number of comparisons per representation to reach this
reference set (NCR).

SSR α se NCR

SD M (SD)

0.50 2.75 1.59 (1.07) 8
0.70 2.64 1.25 (0.68) 10
0.80 2.33 0.95 (0.42) 13
0.91 2.13 0.56 (0.17) 30

Note. SSR = rank-order reliability; SD = standard deviation; M = mean.

6Currently named Comproved; https://comproved.com/en/.
7A round is defined as the moment where every representation has been in a pair an
equal amount of times. With 20 representations this is after 10 comparisons, 20,
30, . . .
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Measures
For the results of every reference set and all stopping criteria, the
accuracy of the noted ability scores (of the 20 representations that
were placed back) was calculated by the root mean squared error
(RMSE). This is the mean difference between the estimated ability
score and the ability score obtained at the end of phase 1.
Furthermore, standard deviation (SD) of the ability estimates
in every condition in phase 2 was calculated and compared with
the SD of the 20 representations at the end of phase 1. This is to
see whether there might be a SD inflation in the estimates of the
representations that are placed back on the scale, as is the case
with ASA’s that do not use a reference set.

All analyses were conducted in R (R Core Team, 2020).

Results
From the plot showing the RMSE (Figure 4) it is clear that, in
general, the RMSE values are the lowest when the stopping SSRi is
0.90 or when a fixed stopping criterion of 10 comparisons per
representation is used. This indicates that the stopping SSRi 0.90
and the fixed stopping criterion lead to more accurate results
compared with the stopping SSRi 0.70. A second observation is
that the RMSE is smaller when the reference set SSR is larger,
showing that a more reliable reference set leads to more accurate

results. Furthermore, there appears no or just a small difference in
RSME between reference set SSR’s 0.80 and 0.91. This observation
could be explained by assessor fatigue, namely, because the
assessment with the 0.91 reference set was presented last, it is
possible that the assessors made more mistakes due to fatigue
causing a minor drop the accuracy of the results (a higher RMSE)
rather than the expected rise in accuracy (a lower RMSE). This
interpretation could be verified by calculating assessor misfit, a
measure for the number of mistakes an assessor makes weighted
by the severity of the mistakes8. However, because of the
assessment setup and the RSB-ASA, there is no longer an
equal distribution of the difficulty of the comparisons9

between assessors. Therefore, the misfit values are no longer
comparable. As a third observation, the difference in RMSE
between either the fixed stopping criterion or the stopping
SSRi of 0.90 and the stopping SSRi of 0.70 decreases when the
reference set SSR becomes larger. However, these results might be

FIGURE 1 | Distribution of judgments throughout the assessment in phase 1 (Judgment number; x-axis) by assessor (y-axis), before reordering. The vertical dotted
lines indicate the judgment number at which the estimates reached a rank-order reliability of 0.50, 0.70, 0.80, and 90 (respectively from left to right). Note: jitter added to
y-axis coordinates for clarity.

8The further apart representations in a pair are with regard to estimated ability
score, the more severe the mistake.
9A comparison is more difficult when the representations in the pair lie closer
together with regard to estimated ability score.
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an artifact of the assessment setup, namely, as the results
discussed in the next paragraph show, the limit of 10
comparisons per representation might be too low in order for
the representations to reach a stopping SSRi of 0.90.

As expected, it was observed that fewer comparisons per
representation are needed when estimated SSRi was used as
stopping criterion than with the fixed stopping criterion
(Figure 5). This is true for both the median and the mean NCR

(respectively, the filled diamond and the square in Figure 5).
Specifically, fewer comparisons per representation were needed
to reach the estimated SSRi of 0.70, making this the most
efficient stopping criterion. For the estimated SSRi of 0.90, it is
observed that, overall, 11 of the 20 representations reach this SSRi
level before 10 comparisons per representation, the rest never
reached this value. Moreover, at the fixed stopping criterion the
average estimated SSRi was 0.88 (SD = 0.02), which is lower than the
stopping criterion SSRi of 0.90. This shows that 10 comparisons per
representation might have been a bit too low for a fixed stopping
criterion.

Taking the total number of comparisons into account (Table 2),
less comparisons are needed for the stopping criterion SSRi of 0.70
compared with the stopping criterion SSRi of 0.90 and the fixed

stopping criterion, which was to be expected. This shows that the
stopping criterion SSRi of 0.70 is the most efficient. Moreover, the
total number of comparisons increases as the reference set SSR
increases. Thus, a more accurate reference set appears to reduce the
efficiency of the algorithm. There are several possible explanations
(for details, see the Discussion section). Additionally, with a
reference set SSR of 0.50, there still is a small difference in total
number of comparisons between stopping criterion SSRi of 0.90
and the fixed stopping criterion. This difference decreases as the
reference set SSR increases again pointing in the direction that 10
comparisons per representation might have been too restrictive.
Finally, because of the difference between the estimated SSRi and
the rank-order SSR, the NCR in Table 2 cannot be compared with
those needed to reach a rank-order SSR of 0.70 and 0.90 in phase 1
(Table 1). This should be further looked into in study 2.

As a final observation, the SD of the ability estimates, of the 20
representations that were placed back on the reference set,
becomes smaller as the reference set SSR becomes larger
(Table 3). Contrary to our expectations, there is only a
minimal, negligible difference in SD between the stopping
criteria within every reference set. When the reference set SSR
is 0.90, the SD of the ability estimates approaches the SD of the

FIGURE 2 | Distribution of judgments throughout the assessment in phase 1 (Judgment number; x-axis) by assessor (y-axis), after reordering. The vertical dotted
lines indicate the judgement number at which the estimates reached a rank-order reliability of 0.50, 0.70, 0.80, and 90 (respectively from left to right). Note: jitter added to
y-axis coordinates for clarity.
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ability values of the selected representations obtained in phase 1,
namely, 2.15. With a low reference set SSR, it can be said there is
an increase in SD [ΔSD = (0.86; 1.11)]. However, with a high
reference set SSR the difference in SD is almost negligible
[ΔSD = (0.04; 0.12)].

Discussion
The abovementioned results tentatively show that the RSB-ASA
is more efficient than the SSA used in phase 1. The largest
efficiency gain can be made by using an estimated SSRi of 0.70 as
a stopping criterion. There appears however a tradeoff between

FIGURE 3 | Distribution of judgments throughout the assessments in phase 2 (Judgment number; x-axis) by assessor (y-axis), per reference set reliability (colors).
Note: jitter added to y-axis coordinates for clarity.

FIGURE 4 | The root mean squared error (RMSE; n = 20) per reference set (SSR of reference sets) and per stopping criterion (colors; SSRi 0.70, SSRi 0.90, NCR

10). Note: SSRi, = estimate reliability; NCR, = number of comparisons per representation.
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the efficiency and the accuracy. The stopping criterion
estimated SSRi of 0.70 is less accurate than using an
estimated SSRi of 0.90 as a stopping criterion or even a fixed
stopping criterion of 10 comparisons per representation. There
is also an effect of the accuracy of the reference set used in the
adaptive algorithm. The higher the accuracy of the reference set,
expressed by the reference set SSR, the higher the accuracy of the
assessment results. The latter will be discussed in further detail
in the general discussion.

It was also observed that a more accurate reference set led to an
increase in comparisons needed to reach these accurate results.
One explanation is that when the reference set values are too
accurate, toward the end of the assessment, the assessors receive
pairs of representations that are very difficult to distinguish. As a

consequence, they might make more judgment errors.
Alternatively, it can be assessor fatigue. Because the assessors
receive the assessments in the same order (of reference set SSR),
they might be more tired with the last assessment, thus, making
more errors. In both cases, more errors mean that representations
might need more comparisons in order to reach an accurate
enough estimate.

It must further be remarked that this study did not contain any
replications with the same or a different assessor group.
Therefore, it is unsure if the above described differences are
due to random error. Second, the assessment conducted to
construct the reference sets (phase one in procedure) and the
assessments conducted with the RSB-ASA (phase 2 in procedure)
were all done by the same assessors (or a subset thereof).
Therefore, the assessors might already have been familiar with
the representations and the CJ method, which might have
influenced the results. Third, results showed that 10
comparisons per representation might have been a bit too
strict for a stopping criterion. Finally, due to the
incomparability of the rank-order SSR and the estimated SSRi,
it cannot be confirmed if the RSB-ASA is in fact more efficient
that the SSA.

STUDY 2

In order to address the shortcomings discussed in the previous
paragraph and confirm the findings of Study 1, and to look into
the theoretical accuracy and efficiency of the RSB-ASA, a
simulation study was conducted in Study 2. This allows to
make a large number of (theoretical) replications under highly
controlled setting, thereby reducing random errors. Assessments
also start from generating values, eliminating the need to
construct reference sets and making it possible to compare
estimates with true values. Furthermore, Study 2 will use a
higher number of comparisons per representation and it will
allow a more direct comparison between the RSB-ASA and
the SSA.

FIGURE 5 | The median (n = 20; filled diamond) and average (n = 20; empty square) number of comparisons per representation (Ncr) per reference set (SSR of
reference sets) and per stopping criterion (colors; SSRi 0.70, SSRi 0.90, NCR 10) with the interval covering 95% of values (n = 20; dashed bars) and the actual number of
comparisons per representation (grey x). Note: SSRi = estimate reliability; NCR, = number of comparisons per representation.

TABLE 2 | Total number of comparisons per reference set (SSR) and per stopping
criterion.

Stop criterion

Reference set SSR SSRi 0.70 SSRi 0.90 NCR 10

0.50 76 179 200
0.70 78 184 200
0.80 95 199 200
0.91 105 200 200

Note. SSR = rank-order reliability; SSRi = estimated reliability; NCR = number of
comparisons per representation.

TABLE 3 | The standard deviation (SD; n = 20) of the ability estimates of the
selected representations per reference set SSR and stopping criterion.

Stop criterion

Reference set SSR SSRi 0.70 SSRi 0.90 NCR 10

0.50 3.26 3.03 3.40
0.70 3.40 3.23 3.26
0.80 2.92 2.88 2.88
0.91 2.27 2.23 2.23

Note. SSR = rank-order reliability; SSRi = estimated reliability; NCR = number of
comparisons per representation.
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Method
Generating Values
For the current study, 220 ability values (i.e., the generating
values) were randomly sampled. This number was chosen in
order to have a reference set that is fine grained enough to use in
the algorithm. Again, further research will be needed in order to
look into the effect of the size of the reference set. The generating
values were sampled from a normal distribution, using the norm
function from the stats package in R (R Core Team 2020), with a
mean of 0 and SD of 2.12, which was equal to the rank order from
Study 1. In general, because of restrictions in the estimation
procedures (Bradley, 1976; Molenaar, 1995; Verhavert 2018), CJ
assessments result in ability estimates that average to 0. Therefore,
the sampled ability values were transformed to average 0. The
resulting SD was 2.13. From these generating values, 20 ability
values were selected as the theoretical abilities of so-called new
representations. First, we selected two representations that have a
high probability of winning or losing all comparisons. For this,
the third highest ability value and the third lowest ability value
were selected. The remaining 18 ability values were selected so
that the distance in logits between consecutive new
representations is approximately equal. The average distance
between consecutive ability values was 0.53 (SD = 0.06). The
selected ability values had an SD of 3.15. All ability values that
were not selected were used as the reference set. Because the
abilities were sampled, it was not possible to use reference sets of
different SSR levels. The generating values can be found in
Supplementary Table S2 in the additional materials.

Simulation Study
Two CJ assessments were simulated. In the first, the RSB-ASA
was used to construct the pairs. In the second, pairs were
constructed using the SSA. As a reminder, this algorithm
prefers representations with the least NCR that have not yet
been compared with each other. The second CJ assessment
was simulated in order to compare the results of an
assessment implementing the RSB-ASA with the results of an
assessment with a random selection algorithm, which is
considered as a benchmark for CJ assessments.

In the assessment using the RSB-ASA, the same three stopping
criteria were used as in study 1, namely the fixed stopping
criterion, an estimated SSRi of 0.70 and an estimated SSRi of
0.90. However, the fixed stopping criterion was increased to 20
comparisons per representation. The preliminary estimate of the
ability scores and the NCR of the selected representations were
recorded per stopping criterion.

In the assessment using the SSA, it is less straightforward to
implement the same stopping criteria as with the RSB-ASA
because of two reasons. First, it has been shown that CJ
assessments with the SSA only reach a reliability of 0.90 after
around 37 comparisons per representation (Verhavert et al.,
2019). Stopping after 20 comparisons per representation will
lead to unreliable results. Second, calculating the estimated SSRi is
not common for the SSA. Normally, the reliability is calculated
over all representations, using the rank-order SSR as in formulas
(6, 7). This might, however, give a biased result in comparison
with the RSB-ASA. Therefore, two sets of stopping criteria were

used. The first set served to increase the comparability of the
results with those of the SSA. This set thus consisted of the
estimated SSRi of 0.70, estimated SSRi of 0.90, and NCR of 20. The
second set reflected more common practice using the SSA. It
consisted of the rank-order SSR of 0.70, rank-order SSR of 0.90
and NCR of 37. The latter stopping criterion resulted in 4,070
comparisons in total. Preliminary (or intermediate) estimates of
the ability scores and the NCR of the selected representations were
recorded for every stopping criterion in both sets.

Both simulations were repeated 1,000 times. The simulation
was conducted in and controlled by R (R Core Team, 2020).

Measures
As a measure of accuracy, the RMSE of the estimates of the 20
selected representations was calculated against the generating
values in every replication for every stopping criterion in the RSB-
ASA and the SSA. Ability scores were estimated using a joint
maximum likelihood algorithm with an epsilon bias correction of
0.003 (for details, see Verhavert 2018). The RMSEs are discussed
in the Results section and are presented in the figures, which are
averaged over the replications. To measure the efficiency of the
RSB-ASA and the SSA, for every replication, the median NCR was
registered when either the estimated SSRi of 0.70 and 0.90 or the
rank-order SSR of 0.70 and 0.90 was reached. Also here, the NCR

discussed in the results were average over replications.
Furthermore, to check for a possible inflation of the SDs, the
SD of the ability estimates of the selected representations were
calculated per stopping criterion in both the RSB-ASA and the
SSA in every replication. Also, the discussed SD values are
averaged over replications.

Results
As in Study 1, it is observed that the RMSE is the lowest for the
fixed stopping criterion (here, 20 comparisons per
representation) and the estimated SSRi of 0.90. Study 2 shows
that this is independent of selection algorithm (Figure 6A).
Contrary to Study 1, within the RSB-ASA, the fixed stopping
criterion led to a lower RMSE than the stopping criterion
estimated SSRi of 0.90, showing that a fixed stopping criterion
produces the most accurate results. However, the difference in
RMSE is merely 0.11. Within the SSA, both stopping criteria have
equal RMSEs. Additionally, the RSB-ASA results in a lower
RMSE than the SSA (average difference = 0.24; Figure 6A).
This is, however, only the case when the stopping criteria of
the RSB-ASA are used (i.e., an estimated SSRi or 20 comparisons
per representation). When a rank-order SSR or a fixed stopping
criterion of 37 comparisons per representation is used (more
common with the SSA), there is no difference in RMSE between
the RSB-ASA (Figure 6A) and the SSA (Figure 6B). Comparing
the left set of bars in Figure 6A with the set of bars in Figure 6B
shows that the apparent differences between the fixed stopping
criteria (NCR 20 and NCR 37) or between the rank-order SSR and
the estimated SSRi are not significant; the average value falls
within each other’s 95% CI.

Figure 7A shows that there is no difference in SD of the ability
estimates between stopping criteria within algorithms. The SSA
does, however, lead to a slightly lower SD overall than the RSB-

Frontiers in Education | www.frontiersin.org February 2022 | Volume 6 | Article 78591911

Verhavert et al. Adaptive Selection Algorithm for CJ

https://www.frontiersin.org/journals/education
www.frontiersin.org
https://www.frontiersin.org/journals/education#articles


ASA. There is no difference between this SD and the SD of the
generating values of the selected representations (3.15 as
mentioned above; dashed line in Figure 7) except for the
stopping criterion estimated SSRi of 0.70 with the SSA, which
is lower. With more common stopping criteria for the SSA (rank-
order SSR of 0.70 or 0.90 or 37 comparisons per representation;
Figure 7B) the SDs of the ability estimates are much smaller. The
stopping criterion rank-order SSR of 0.70 with the SSA leads to an
SD of ability estimates that is a bit larger than the other two
common stopping criteria. This SD is still not as large as with the
estimated SSRi or NCR is 10 stopping criteria. It thus appears that
the stopping criteria more common for the SSA, cause the results
to shift toward the mean.

Figures 8A, B show that with both the SSA and the RSB-ASA
the stopping criteria estimated SSRi and rank-order SSR of 0.70
need the least NCR on average. With the RSB-ASA, it appears that
the stopping criterion estimated SSRi of 0.90 on average needs
seven comparisons less than the stopping criterion NCR is 20.
Besides, the stopping criterion estimated SSRi of 0.90 needs more
than 10 comparisons per representation, showing that the fixed
stopping criterion in Study 1 was too low. Furthermore, with the
SSA, the stopping criterion estimated SSRi of 0.90 needs 20
comparisons per representation, which is higher than with the
RSB-ASA. This again shows that the RSB-ASA is more efficient.
In addition, looking at common stopping criteria for the SSA
(rank-order SSR of 0.70 or 0.90 or NCR is 37), the SSA needs more

FIGURE 6 | The root mean squared error (RMSE; n = 20) averaged over simulation repetitions (n = 1,000) per algorithm (ASA, SSA) and per stopping criterion
[colors; (A) SSRi 0.70, SSRi 0.90, NCR 20; (B) SSR 0.70, SSR 0.90, NCR 37] with 95% confidence intervals (n = 1,000). Note: Panel B contains only SSA data. ASA =
adaptive selection algorithm; SSA = semi-random selection algorithm; SSRi = estimated reliability; NCR = number of comparisons per representation; SSR = rank-order
reliability.

FIGURE 7 | The standard deviation of the ability estimates (n = 20) averaged over simulation repetitions (n = 1,000) per algorithm (ASA, SSA) and per stopping
criterion [colors; (A) SSRi 0.70, SSRi 0.90, NCR 20; (B) SSR 0.70, SSR 0.90, NCR 37] with 95% confidence intervals (n = 1,000) and the standard deviation of the
generating ability values of the selected representations (n = 20). Note: Panel (B) contains only SSA data. ASA = adaptive selection algorithm; SSA = semi-random
selection algorithm; SSRi = estimated reliability; NCR = number of comparisons per representation; SSR = rank-order reliability; dashed line = SD of generating
values to be placed back (n = 20).
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NCR compared with when the RSB-ASA is used. However,
because of the incomparability of the estimated SSRi and the
rank-order SSR, no firm conclusions can be drawn from this
comparison. In the SSA, there is a difference in NCR between the
stopping criteria rank-order SSR of 0.90 and NCR of 37. This
shows that the fixed stopping criterion common for the SSA could
have been lower.

It was further observed that at 20 comparisons per
representation the RSB-ASA reaches an average estimated SSRi
of 0.93 (SD = 0.005). In comparison, the SSA reached an average
estimated SSRi of 0.77 (SD = 0.05) at 20 comparisons per
representation. This shows that the RSB-ASA results are more
reliable. In addition, at 37 comparisons per representation, the SSA
reached an average estimated SSRi of 0.88 (SD = 0.17), which is also
lower than the average estimated SSRi with the RSB-ASA at 20
comparisons per representation. When the SSA reached a rank-
order SSR of 0.70 and of 0.90, the estimated SSRi averaged 0.52
(SD = 0.13) and 0.84 (SD = 0.03), respectively. Based on the
estimated SSRi, the estimates are less reliable compared with
what we would expect based on the rank-order SSR. This seems
contradictory because one would intuitively expect that the average
estimated SSRi should approach or approximate the rank-order
SSR. However, these two reliability measures are not directly
comparable. This will be further elaborated in the discussion.

Discussion
The results of Study 2 confirm that the RSB-ASA produces more
accurate results than the SSA when the stopping criteria for the
RSB-ASA are used with both algorithms, even with a fixed
stopping criterion of 20 comparisons per representation, which
was higher than in Study 1. However, the stopping criteria for the
RSB-ASA (i.e., estimated SSRi and 20 comparisons per
representation) are not common practice for the SSA. When
the stopping criteria common for the SSA (i.e., rank-order SSR
and 37 comparisons per representation) were used, the results
with the SSA were as accurate as those with the RSB-ASA.

Furthermore, the RSB-ASA is also shown to be more efficient
than the SSA, independent of the stopping criteria used,
confirming the results of Study 1. Also, the stopping criterion
estimated SSRi of 0.70 is the most efficient, independent of
algorithm. In combination with the results on the accuracy of
the estimates, this illustrates an efficiency-accuracy tradeoff. It
needs to be kept in mind that these results leave aside the initial
effort of calibrating the reference set.

It was also checked if the RSB-ASA causes an inflation of the SD,
which might influence the usability of the estimated ability values.
Although the results with the RSB-ASA are as accurate as those
with the SSA when common stopping criteria are used for both
algorithms, the RSB-ASA results in a higher spread of the estimates
(as shown by a higher SD) compared with the SSA. When the
results are compared with the SD of the generating values the RSB-
ASA does not produce a higher spread of the results. An
explanation for these apparently conflicting observations might
be that the simulation study uses a perfect assessor. In other words,
one whose judgments are exactly in accordance with the
Bradley–Terry model. With the SSA and more comparisons per
representation, this might cause the estimates to shift toward the
mean. This effect should be further investigated.

A third large observation is that, dependent on the reliability
measure (i.e., estimated SSRi and rank-order SSR), the estimates
seem less reliable. This can be explained in two ways, both based
in the way both reliability measures are calculated. First, the
estimated SSRi was calculated using the SD of the so-called
reference set. The rank-order SSR uses the SD of all
representations (i.e. both the reference set and the new
representation). This might lead to different results. A second
explanation is that representations at the extremes of a rank order
win or lose all their comparisons. This leads to a lack of
information. It is unknown, respectively, how high or how low
the actual ability score is. This results in a very inaccurate
estimate, expressed in a high se value. This problem is
commonly known as the separation problem in logistic

FIGURE 8 | The median number of comparisons per representation (NCR; n = 20) averaged over simulation repetitions (n = 1,000) per algorithm (ASA, SSA) and
per stopping criterion [colors; (A) SSRi 0.70, SSRi 0.90, NCR 20; (B) SSR 0.70, SSR 0.90, NCR 37] with 95% confidence intervals (n = 1,000). Note: Panel (B) contains
only SSA data. ASA = adaptive selection algorithm; SSA = semi-random selection algorithm; SSRi = estimated reliability; NCR = number of comparisons per
representation; SSR = rank-order reliability.
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regression (Kessels, Jones, and Goos 2013). The formula of the
estimated SSRi, as calculated in (3, 4), only takes the se into
account of one ability estimate, whereas the rank-order SSR, as
calculated in (6, 7), takes the average se into account over all
ability estimates. Therefore, the estimated SSRi for the extreme
representations will be very small, thus lowering the average
reported in Study 2.

GENERAL DISCUSSION

The current research addresses the efficiency problem of CJ
assessments when a (semi-) random pair selection algorithm is
used. Therefore, a newly developed adaptive pair selection
algorithm was proposed and tested. This algorithm, inspired
by computerized adaptive testing and based on a suggestion
by Bramley (2015), Bramley and Vitello (2019), made use of a
calibrated reference set of representations which functioned as a
measuring scale for new representations. In a real-life assessment
(Study 1) and a computer simulation (Study 2), it was examined if
the adaptive algorithmwasmore efficient andmore accurate in its
parameter retrieval compared with a semi-random algorithm.

Overall, both studies show that in comparison with a semi-
random selection algorithm, the reference set based adaptive
selection algorithm produces more accurate results. The
reference set-based adaptive selection algorithm is also more
efficient than the semi-random selection algorithm, as it
requires fewer comparisons (per representation) to reach a
comparable level of reliability. Independent of the selection
algorithm, the stopping criterion estimated SSRi of 0.70 proves
to be the most efficient (as measured by the number of
comparisons per representation), whereas a fixed stopping
criterion (10, 20, or 37 comparisons per representation) leads to
the most accurate results (as measured by the RMSE). This shows
that there is an efficiency–accuracy tradeoff. Based on the results of
Study 2, it is advisable to use the estimated SSRi of 0.90 as a
stopping criterion. The consideration can bemade that a difference
in RMSE of 0.11 is worth an increase of seven comparisons per
representation. This does, however, depend on the number of
representations and the number of assessors available. Each
practitioner needs to decide this for themselves. Finally, on the
basis of Study 1, it can tentatively be concluded that it is
recommended to use a reference set that is as accurate as possible.

It should be remarked, however, that in the adaptive algorithm
the reliability is calculated for single estimates and not for a rank
order. In Study 2, it was observed that for the semi-random
selection algorithm on average, the estimated SSRi is lower than
the rank-order SSR. As already mentioned, these two reliability
measures are, however, not completely comparable, namely, the
formula for the estimated SSRi uses the SD of the ability estimates
in the reference set whereas the rank-order SSR uses the SD of all
representations (also the new representations). These
observations do not detract from the conclusion that the
reference set based adaptive selection algorithm is more
efficient and accurate than the semi-random selection algorithm.

There is also an effect of the accuracy of the reference set used
in the adaptive algorithm. Study 1 shows that the higher the

accuracy of the reference set, expressed by the rank-order SSR of
the reference set, the higher the accuracy of the assessment
results. However, from a reference set SSR of 0.80 on there
appears to be no further gain in accuracy of the assessment
results. Additionally, the difference in accuracy between the
stopping criterion estimated SSRi of 0.70 and the other two
stopping criteria (SSRi = 0.90 and NCR = 10) decreases. This
might be explained by the study setup. Because the order of
the assessments was not counterbalanced between assessors, they
might have been more tired when they reached the last session
(with reference set SSR of 0.91). As a consequence, they might
have made more mistakes. The adaptive algorithm does not allow
to check if this is the case. In a semi-random algorithm, one could
use the misfit statistics to see if an assessor made more errors in
one assessment than in another10 or if they made more mistakes
than other assessors. Misfit statistics suppose that an assessor
receives pairs of representations covering a broad range of ability
differences11 and that this range is approximately equal over
assessors. This cannot be guaranteed with the adaptive algorithm
described. In sum, it can be stated that with the current adaptive
algorithm, a reference set with a reliability of at least 0.80 should
be used.

Bramley and Vitello (2019) noted that adaptivity increases the
spread of ability estimates. This means that adaptivity shifts
ability estimates away from their true values. This is a
problem when the ability estimates are used in a high stake
assessment12. To check if the reference set based adaptive
selection algorithm described in the current article suffers
from the same issue, the standard deviation of the selected
representations was calculated in the real assessment and for
the generating values and the estimates in every replication of the
simulation. The simulation study showed, contrary to Study 1,
that there was no increase in standard deviation of the estimates
in the reference set based adaptive selection algorithm compared
with the generating values. This is probably because a reference
set of representations with previously calibrated, and thus fixed,
ability values are used. This helps to counter the missing
information that adaptivity induces in other algorithms.
However, it was observed that the standard deviation in the
reference set based adaptive selection algorithm was higher than
that in the semi-random selection algorithm when the more
common stopping criteria (rank-order SSR and number of
comparisons is 37) were used. This might be because in the
simulation study a perfect assessor is used. Thus, collecting more
comparisons might lead to a shift toward the mean for the results.
Future research should look into this effect.

Some further remarks should be made regarding some
limitations of this study and how these could be addressed by
future research. First, it is recommended to use a reference set that
is as accurate as possible (as expressed by its rank-order SSR).

10Taken that across the assessments the representations are of the same quality and
the assessors are comparable.
11Difference in true ability of the two representations in a pair.
12A high stakes assessment is an assessment where the results are used to make
important decisions for the person under assessment, e.g., a pass-fail decision.
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However, because the order of the reference sets in Study 1 was
not counterbalanced, it cannot be conclusively shown that the
reference set reliability should either be 0.80, 0.90, or as high as
possible. This should be confirmed in future research.

Second, the first study is only a single observation. Thus, it
cannot be excluded that random errors influence the results. It
might be informative to see what the range in accuracy and
efficiency is when such an assessment is replicated over time
(within assessor groups) and over assessor groups. This should
further strengthen the tentative conclusions. By extension, it
might be interesting to see how the results with the semi-
random selection algorithm replicate over time and assessor
groups. As far as we know, an extensive replication study of
CJ assessment has not been conducted yet.

Third, the reference set reliability was not included in the
simulation study in order to keep things feasible. Therefore, the
results regarding the reference set reliability in Study 1 were not
replicated here. A simulation study where reference sets of
different reliability are constructed and used in the simulation
with the reference set based adaptive selection algorithm might
confirm the observations in Study 1 and check if the adaptive
algorithm would benefit from an extended calibration study as is
common in CAT.

Finally, some questions can be raised on what a sufficient
number of representations in the reference set could be.
Therefore, it is possible to look for inspiration in CAT because
the reference set in the reference set based adaptive selection
algorithm can be considered a resembling the test items in CAT.
Therefore, in the number of representations in the reference set
should be high enough in order to have a broad enough ability
range and ability values close enough to each other to reach
accurate results. On the other hand, the number of
representations should be low enough that, when creating (or
calibrating) the reference set, the work is still feasible for the
assessors. The current research did not focus, however, on what
this means in regard of specific numbers. Future research might
thus look into how the number of representations in the reference
set influence the performance of the reference set based adaptive
selection algorithm. This can be done by comparing reference sets
of different sizes and/or different ability ranges.

Disregarding these limitations, the adaptive algorithm as
described in the current article shows it is more efficient
compared with random pair construction. If users are willing
to do an initial investment, the reference set could be used for
multiple assessments in the future. It might even provide
possibilities for standardized CJ assessments. This does,
however, support on the assumption that CJ can be used to
compare performances on different tasks as long as these tasks
assess the same competency, because repeating the same
assessment task year after year might encourage cheating and
teaching to the test. To our knowledge, this assumption has not
yet been investigated. Besides, exercises for standard maintaining
across consecutive years in national assessment that are using CJ
might also benefit from this adaptive algorithm. As already
mentioned in the introduction, only one scale from a specific
assessment year would be needed. This means a gain in time and
effort in the next years. In both applications, however, techniques

for updating and maintaining the reference set should be devised
and tested.
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