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This paper establishes a novel optimal array reconfiguration (OAR) of a PV power plant for
secondary frequency control of automatic generation control (AGC). Compared with the
existing studies, the proposed OAR can further take the AGC signal responding into
account except the maximum power output, in which the battery energy storage system is
used to balance the power deviation between the AGC signals and the PV power outputs.
Based on these two conflicted objects, the OAR is formulated as a bi-objective
optimization. To address this problem, the efficient non-dominated sorting genetic
algorithm II (NSGA-II) is designed to rapidly obtain an optimal Pareto front due to its
high optimization efficiency. The decision-making method called VIKOR is employed to
determine the best compromise solution from the obtained Pareto front. To verify the
effectiveness of the proposed bi-objective optimization of OAR, three case studies with
fixed, step-increasing, and step-decreasing AGC signals are carried out on a 10 × 10 total-
cross-tied PV arrays under partial shading conditions.

Keywords: optimal array reconfiguration, pv power plant, battery energy storage system, automatic generation
control, bi-objective optimization

INTRODUCTION

Recently, renewable energies are becoming increasingly welcomed and are gradually replacing most
fossil fuels due to their inexhaustibility and eco-friendly nature. One of the most promising of these
energies is solar energy (Sahu, 2015) since it can result in zero noise, less maintenance, and ready
availability of source with abundant availability. However, the solar photovoltaic (PV) array faces
some major challenges on dynamic environmental conditions, including insolation (Yousri et al.,
2020a), temperature gradient and partial shading, etc. Among the parameters listed above, partial
shading leads to a significant reduction in the PV array’s energy output due to mismatch loss and
power loss. The main reason for partial shading is cloud coverage, building shadows, and dropping
dust (Koad et al., 2017).

Various PV array topologies like series-parallel (SP), total-cross-tied (TCT), and bridge linked
(BL) have been designed to reduce the mismatch and power loss to address this issue (Fathy, 2020). It
is verified that the power generated in TCT topology is the highest among the above topologies under
partial shading conditions (PSC) (Winston et al., 2020). Three basic techniques for the
reconfiguration process of the PV array, including physical relocation (Venkateswari and
Rajasekar, 2020), electrical array reconfiguration (EAR) (Dhanalakshmi and Rajasekar, 2018),
and electrical rewiring (Rao et al., 2014), were proposed based on the TCT topology. These
techniques aimed to mitigate the mismatch loss via shade dispersion over the whole array.
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In addition, the reconfiguration can be roughly divided into static
(fixed) reconfiguration and dynamic reconfiguration according to
whether the electrical interconnection changes after the array
rearrangement. In the static reconfiguration group, the physical
positions of all the modules are fixed under all shading
conditions, which means that the electrical interconnection
remains unchanged after array rearrangement, also known as one-
time rearrangement (Potnuru et al, 2015). Various static
reconfiguration utilized electrical rewiring techniques to improve
the power output under PSC, including fixed electrical
reconfiguration (Satpathy and Sharma, 2019), column index
method (Pillai and Ram, 2018), unique connection method
(Pareek and Dahiya, 2016), and Sudoku (Horoufiany and
Ghandehari, 2018). Compared with the other three
reconfigurations, Su Do Ku is found as one of the most effective
ways to relocate PV modules (Rani et al., 2013), which was also
proposed to reduce line losses (Potnuru et al., 2015) and to mitigate
the mutual shadow (MSH) (Horoufiany and Ghandehari, 2018). In
addition to electrical rewiring, many physical relocation techniques,
such as Magic-square (MS) puzzle reconfiguration (Yadav et al.,
2017), fixed electrical connection (PRM-FEC) (Sahu and Nayak,
2016), odd-even configuration (OEC) (Nasiruddin et al., 2019), were
proposed to relocate modules without changing the electrical
connection. It has been proved that physical migration based on
MS reconstruction can avoid complexMPPT algorithms and provide
superior performance (Horoufiany and Ghandehari, 2018; Rakesh
and Madhavaram, 2016; Samikannu et al, 2016). On the other hand,
OEC performed well compared with the other two technologies
under the diagonal processing shadowing scenario (Yadav and
Kumar, 2020). Unlike static reconfiguration, dynamic
reconfiguration changes the electrical interconnection through a
switching arrangement once the shade varies, which does not
require massive labor and complex applications (Babu et al.,
2018). Based on EAR technology, quite a few meta-heuristic
algorithms have become novel techniques in recent years,
including particle swarm optimization (PSO) (Babu et al., 2018),
grasshopper optimization algorithm (GOA) (Fathy, 2018), multi-
objective grey wolf algorithm (MOGWO) (Yousri et al., 2020d),
standard genetic algorithm (SDGA) (Rajan et al., 2017), Marine
predators algorithm (MPA) (Yousri et al., 2020b), artificial
ecosystem-based optimization (AEO) (Yousri et al., 2020c), flow
regime algorithm (FRA) (Babu et al., 2020), social mimic
optimization algorithm (SMO) (Babu et al., 2020), Rao
optimization (Babu et al., 2020).

Nevertheless, the existing studies of PV array
reconfiguration did not consider the power response for
automatic generation control (AGC) (Xi et al., 2018), while
the battery energy storage system (BESS) (Jin et al., 2017) was
not taken for the power fluctuation balance. Consequently, this
paper establishes a novel optimal array reconfiguration (OAR)
of a PV power plant with a BESS for AGC, which not only
attempts to maximize the power output, but also aims to
minimize the power deviation between the power outputs
and the AGC signals. To solve OAR, the meta-heuristic
based multi-objective optimization algorithms are suitable to
find a high-quality Pareto front due to their flexible application
and strong global searching ability. Hence, this work adopts the

efficient non-dominated sorting genetic algorithm II (NSGA-
II) for OAR, while a decision-making method called VIKOR is
employed to determine the best compromise solution from the
obtained Pareto front.

The remaining sections are organized as follows: The
mathematical model of OAR is given in Mathematical Model
of Optimal Array Reconfiguration Section. The solving process of
NSGA-II and VIKOR for OAR is provided in Design of NSGA-II
and VIKOR for Optimal Array Reconfiguration Section. Case
Studies Section shows the simulation results. At last, the
conclusion is given in Conclusion Section.

MATHEMATICAL MODEL OF OPTIMAL
ARRAY RECONFIGURATION

Model of PV Array
The PV array can be formed bymultiple PVmodules in series and
parallel, usually consisting of numerous series-parallel PV cells.
For simplicity, the PV cells can be seen as a current generator.
Figure 1 shows the single-diode model (Rajasekar et al., 2013),
which is a frequently usedmodel, like the double diode model and
triple diode model. Applying Kirchhoff’s current law (KCL), the
output current of a PV cell can be calculated by (Krishna and
Moger, 2019):

Icell � ILcell − Id − Ish (1)

where Icell is the output current of the PV cell; ILcell is the light
generated current of the PV cell; Id is the diode current; and Ish is
the current of the shunt resistance.

Further the PV cell’s output current can be expressed as Eq. 2
by expanding Id and Ish in Eq. 1:

Icell � ILcell − Io[exp(qVcell + IcellRs

bσTc
− 1)] − Vcell + IcellRs

Rsh
(2)

where Io, q, Vcell , Tc, σ, b, Rs, and Rsh are the diode’s saturation
current, electron charge, PV cell’s output voltage, operating
temperature, ideality factor, Boltzmann’s constant, PV cell’s
series and shunt resistance, respectively.

For a ns series connected PV cells constructed PV module, its
output current can be given as:

FIGURE 1 | Equivalent circuit of a single-diode based PV cell.
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Im � IL − Io[exp(qVm + ImRS

nsbσTc
− 1)] − Vm + ImRS

RSH
(3)

where Im is the output current of the PV module; q is the electron
charge;Vm is output voltage of the PVmodule; RS and RSH are the
series and shunt resistance of the PV module, respectively; and IL
is the light generated current of the PV module, which can be
acquired as

IL � G
G0

[ILstc + Ksc(Tc − T0)] (4)

where the actual and standard irradiation values are represented
by G and G0, respectively; ILstc is the light generated current of the
PV module under the standard test condition; Ksc is the short-
circuit current coefficient factor; and T0 is the standard values of
the operating temperature.

Applying Eq. 3, the output current equations for a PV array
consisting of Ns × Np modules, as shown in Figure 2, can then be
rewritten in Eq. 5 as (Krishna and Moger, 2019):

Ia � NpIL − NpIo⎡⎢⎢⎣exp⎛⎝q
Va + Ns

Np
IaRS

NsnsbσTc
− 1⎞⎠⎤⎥⎥⎦ − Va + Ns

Np
IaRS

Ns
Np
RSH

(5)

where Ia and Va denote output current and output voltage of the
PV array, respectively.

Total-Cross-Tied Connected Arrays in a PV
Power Plant
Among conventional PV array topologies, TCT topology has
been proved that the power generated is highest under PSC. It’s
clearly seen from Figure 3 that the TCT interconnection scheme
shows a 10 × 10 PV array’s electrical connection where all the
rows are connected in series connection, giving rise to 10 such
series strings in parallel at each row.

Calculating the total output voltage and current of TCT
connected PV arrays is of utmost importance. According to

the circuit characteristics of TCT topology, the current of each
column via PV array, which is in series connection, are equal. And
the voltage of each row is also identical as each row via PV array is
parallel. Applying Kirchhoff’s voltage law (KVL) and KCL, we can
get the overall PV power plant output voltage and current
calculated as (Babu et al., 2018):

VD � ∑9
p�0

Vap (6)

ID � ∑9
q�0

(Ipq − I(p+1)q) � 0, p � 0, 1, 2, . . . , 8 (7)

where VD is the overall output voltage, Vap is the maximum
voltage at the pth row, ID is the overall output current, Ipq denotes
the output current of the array at the pth row and the qth column.

Objective Function
In this work, two conflicted objectives are simultaneously
considered, which aims to improve the generation benefit for
the PV power plant while helping to balance the power
disturbance for the power systems (Xi et al., 2018). The first
objective is the maximization of power output for the PV power
plant. It can be converted into a minimization of power deviation
f1 between the rated power output and the average power output.
The second objective f2 is the minimization of power deviation
between the AGC signals and the power outputs, while the peak-
valley difference of the power outputs is also taken into account.
As a result, these two objectives can be calculated as follows:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

min f1 � Prate
pv − 1

T
∑
t ∈T

Ppv(t)

min f2 � 1
T

∑
t∈T

∣∣∣∣Pagc(t) − [Ppv(t) − Pbess(t)]∣∣∣∣ +max
t ∈T

[Ppv(t)

− Pbess(t)] −min
t ∈T

[Ppv(t) − Pbess(t)]
(8)

FIGURE 2 | Equivalent circuit of a PV array with Ns × Np modules.
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where Prate
pv is the rated power output of the PV power plant; T is

the time cycle of AGC ancillary services; Ppv(t) is the power
output of the PV power plant at the tth control time period;
Pbess(t) is the charging power of BESS at the tth control time
period; and Pagc(t) is the AGC signal at the tth control time
period.

Note that many existing studies of PV array reconfiguration
only focused on the maximum power output. In contrast, the
presented objective functions in Eq. 8 not only aims to maximize
the power output of PV power plant, but also aims to response the
AGC signal as close as possible. Hence, it can guarantee an
economic and safe operation simultaneously.

Constraints
Firstly, OAR should satisfy the constraints of electrical switching
states since each PV array can only exchange its row with another
array from the same column, which can be described as follows
(Zhang et al., 2021):

{ spq ∈ {0, 1,/, 9}, p � 0, 1, 2, . . . , 9; q � 0, 1, 2, . . . , 9
∪9
p�0spq � {0, 1,/, 9}, q � 0, 1, 2, . . . , 9 (9)

where spq denotes the electrical switching state of the array at the
pth row and the qth column.

Secondly, the BESS should satisfy the power and energy
capability constraints, as follows (Jin et al., 2017):

Pmin
bess ≤ Pbess(t)≤ Pmax

bess , t ∈ T (10)

SOCmin
bess ≤ SOCbess(t)≤ SOCmax

bess , t ∈ T (11)

SOCbess(t) � { SOCbess(t − 1) + Pbess(t) · Δt · ηch/Ebess , if Pbess(t)≥ 0
SOCbess(t − 1) + Pbess(t) · Δt/(ηdis · Ebess), otherwise

(12)

where Pmin
bess and Pmax

bess are the minimum and maximum charging
power of BESS, respectively; SOCmin

bess and SOCmax
bess are the

minimum and maximum state of charge (SOC) of BESS,
respectively; ηch is the charging efficiency; ηdis is the
discharging efficiency; Δt is the control interval; and Ebess is
the rated energy capability of BESS.

DESIGN OF NSGA-II AND VIKOR FOR
OPTIMAL ARRAY RECONFIGURATION

Design of NSGA-II
NSGA-II is suitable for OAR due to its high application flexibility
and optimization efficiency. Since NSGA-II is a classical multi-
objective optimization algorithm, the specific optimization
operations (Deb et al., 2002) are not presented in this work.
Here, we will focus on the design combination between NSGA-II
and OAR.

Constraints Handling
To satisfy the electrical switching constraints in Eq. 9, all the PV
arrays at each column can be assigned with different numbers
from 0 to 9. In this work, these numbers will be re-assigned
according to the sequence of the current solutions value. For the
qth column, the numbers of all the PV arrays can be updated as
follows:

spq � Rank (xpq, xq) (13)

where xpq denotes the solution value for the array at the pth row
and the qth column, which can be limited within a range; xq
denotes the solution vector of the arrays at the qth column; and
Rank(xpq, xq) denotes the order of xpq among all the solutions xq,
which is set to be ascending order.

On the other hand, the solution for the charging power of
BESS can be initialized and limited within its lower and upper
bounds, as follows:

xbess � Pmin
bess + r · (Pmax

bess − Pmin
bess) (14)

where r is an uniform random number from 0 to 1.

Fitness Functions
Since the constraints in Eqs 9, 10 can be satisfied during the
optimization, the fitness functions can be designed by considering
the rest constraints in Eqs 11, 12. Based on the penalty function
method, the fitness functions of NSGA-II can be designed as
follows:

⎧⎪⎪⎨⎪⎪⎩
F1 � f1 + ∑

t∈T
M(t)

F2 � f2 + ∑
t∈T

M(t) (15)

M(t) � { χ · [SOCbess(t) − SOCmin
bess] · [SOCbess(t) − SOCmax

bess ], if violated
0, otherwise

(16)

where M(t) is the penalty component for the constraints in Eq.
11 at the tth control time period; and χ is the penalty factor, which
is used to avoid an infeasible solution and commonly set to be a
large positive value.FIGURE 3 | 10 × 10 TCT connected arrays in a PV power plant.
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Design of Vikor

As an ideal solution based decisionmakingmethod,VIKOR (Lin et al.,
2021) can objectively select the best compromise solution according to
the distribution of the obtained Pareto front without human
intervention. For the OAR with two objective functions, the
calculation process of VIKOR can be given as follows (Lin et al., 2021):

Step 1: Determine the positive and negative ideal solutions
based on the obtained Pareto front, as

{ y+ � {y+1 , y+2 }
y− � {y−1 , y−2 } (17)

⎧⎪⎨⎪⎩
y+j � min

i�1,2,...,n
yij , j � 1, 2;

y−j � max
i�1,2,...,n

yij , j � 1, 2;
(18)

where y+ and y− are the positive and negative ideal solutions,
respectively; and yij is the value of the jth objective function
corresponding to the ith Pareto solution.

Step 2: Calculate the group utility and the regret of each
alternative Pareto solution, as

GUi � ∑
j�1,2

ωj

y+j − yij
y+j − y−j

, i � 1, 2, . . . , n (19)

IRi � max
j�1,2 (ωj

y+j − yij
y+j − y−j

), i � 1, 2, . . . , n (20)

where ωj is the weight coefficient of the jth objective function;
GUi and IRi are the group utility and the regret of the ith Pareto
solution, respectively.

Step 3: Calculate the comprehensive evaluation value for each
alternative Pareto solution, as

Qi � θ · GUi − GU+

GU− − GU+ + (1 − θ) · IRi − IR+

IR− − IR+, i � 1, 2, . . . , n

(21)⎧⎪⎨⎪⎩
GU+ � min

i�1,2,...,n
GUi

GU− � max
i�1,2,...,n

GUi
(22)

⎧⎨⎩ IR+ � min
i�1,2,...,n

IRi

IR− � max
i�1,2,...,n

IRi
(23)

where Qi is the comprehensive evaluation value of the ith Pareto
solution;GU+ andGU− areminimum andmaximum group utilities,
respectively; IR+ and IR− are minimum and maximum regrets,
respectively; and θ denotes the weight coefficient of the group utility.

Step 4: Determine the best compromise solution based on the
comprehensive evaluation values, as

xbest � arg min
i�1,2,...,n

Qi(xpi ) (24)

where xpi denotes the ith Pareto solution and xbest denotes the best
compromise solution.

Execution Procedure
Taken together, the specific execution procedure of NSGA-II and
VIKOR for OAR can be given in Table 1, where k denotes the kth
iteration of NSGA-II and kmax is the maximum iteration number.

CASE STUDIES

In this work, a 30-MW PV power plant (Zhang et al., 2021) with
30 identical sub-systems is introduced to evaluate the
performance of the proposed method, in which each sub-
system is formed by the 10 × 10 TCT PV arrays. The specific
parameters of the testing system can be found in Zhang et al.
(2021). The operating temperature for all the PV arrays is set to be
25°C, while the irradiation distribution for each sub-system at
different minutes are given in Figure 4. Figure 5 provides the
output features of each sub-systems at the 1st and 5th minutes. It
is obvious that PSC at the 5th minute can directly lead to multiple
peaks of P-V curves instead of a single peak at the 1st minute.
Besides, the main parameters of the BESS is given in Table 2.

In NSGA-II, a larger population size or maximum iteration
number will result in a high-quality Pareto front with a higher
probability. However, it also easily leads to a long computation
time. Hence, these two parameters can set to be as large as
possible if the computation time of NSGA-II can satisfy the real-
time optimization of OAR. In this work, they are set to be 200 and
100 respectively via trial-and-error based on this setting rule.
Moreover, the penalty factor is set be 108. To guarantee a fair
preference for each objective function, all weight coefficients of
VIKOR are set to be 0.5. All the simulations are carried out in the
platform of Matlab R2020a.

Study on a Constant Automatic Generation
Control Signal
In this study, a constant AGC signal Pagc(t) � 27MW is adopted
to test the performance of the proposed method. Figure 6 shows
the optimal Pareto front by NSGA-II and the best compromise
solution by VIKOR. It is apparent that the obtained Pareto front
can distribute equably within a quite large range, while VIKOR
can effectively achieve an impersonal decision without any
preference on each objective function. Figure 7 gives the
irradiation distribution based on the compromise solution. It
shows that the PSC of some arrays can be shared by other arrays.

Based on the reconfiguration scheme, Figure 7 gives the
comparison of theoretical output between the compromise
solution and the initial distribution at the 5th minute. It can
be found fromTable 3 that the proposedmethod can significantly
increase the theoretical maximum power point, which is about
116.22% of that with the initial distribution in Figure 4.
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Figure 8 shows the optimal power outputs of the proposed
method and that without optimization on a constant AGC signal,
where the power outputs of the proposed method is the results
corresponding to the best compromise solution. Firstly, it can be
seen from Figure 8A that the power outputs obtained by the
proposed method can approximate the AGC signal closer than
that without optimization. At the same time, the charging power
of BESS obtained by the proposed method can effectively adapt to

the power output of the PV power plant. Furthermore, it is clearly
that the power output of the PV power plant obtained by the
proposed method is much higher than that without optimization,
as illustrated in Figure 8B.

Figure 9 provides the result comparison between proposed
method and that without optimization on a constant AGC signal.
Post hoc analysis reveals that the power deviations of the two
objective functions obtained by the proposed method are much

TABLE 1 | The specific execution procedure of NSGA-II and VIKOR for OMAR.

1: Input the real-time predictive weather conditions;
2: Initialize the parameters of NSGA-II and VIKOR;
3: Initialize the population of NSGA-II by Eqs 13, 14;
4: Set k: � 1;
5: WHILE k ≤ kmax
6: Calculate the fitness functions of all the searching individuals by Eqs (1)–(8) and (15)–(16);
7: Select the non-dominated individuals;
8: Update the repository of the Pareto solutions;
9: Implement the optimization operators of NSGA-II;
10: Update the solutions of all the searching individuals;
11: Set k: � k+1;
12: END WHILE
13: Output the optimal Pareto front of OAR;
14: Select the best compromise solution by VIKOR with Eqs 17–24;
15: Re-execute the bi-objective optimization of OAR from step 1 to step 14 at the next time period.

FIGURE 4 | The irradiation distribution for each sub-system of the PV power plant.

FIGURE 5 | Output feature of each sub-system at the 1st and 5th minutes. (A) I–V curve and (B) P–V curve.
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smaller than that without optimization. Particularly, both of these
two power deviations can be reduced 51.27 and 44.03% compared
with that without optimization.

Study on the Varying Automatic Generation
Control Signals
In this study, the varying AGC signals are design to evaluate the
performance of the proposed method, where the AGC signals can
be represented as follows:

Pagc(t) �
⎧⎪⎨⎪⎩

28, 0≤ t < 5
20, 5≤ t < 10
26, 10≤ t < 15

(25)

Figure 10 shows the optimal Pareto front by NSGA-II and the
best compromise solution by VIKOR for the varying AGC
signals. Similarly, the Pareto front obtained by NSGA-II can
effectively cover the large ranges for both of two objective
functions. Besides, VIKOR can select an impersonal
compromise solution from the Pareto front.

FIGURE 6 | Optimal Pareto front by NSGA-II and best compromise solution by VIKOR on a constant AGC signal.

FIGURE 7 | The irradiation distribution for each sub-system based on the compromise solution.

TABLE 2 | Main parameters of BESS.

Pmin
bess (MW) Pmax

bess (MW) Ebess(MW·h) SOCbess(t � 0) SOCmin
bess SOCmax

bess ηch ηdis

2 2 10 50% 10% 90% 0.95 0.95
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FIGURE 9 | Result comparison between proposed method and that without optimization on a constant AGC signal.

FIGURE 10 | Optimal Pareto front by NSGA-II and best compromise solution by VIKOR on the varying AGC signals.

FIGURE 8 | Optimal power outputs of the proposed method and that without optimization on a constant AGC signal. (A) Total power output and (B) PV power
output.
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Figure 11 gives the optimal power outputs of the proposed
method and that without optimization on the varying AGC
signals. Compared with the power output of that without
optimization, the power outputs obtained by the proposed
method is more closer to the varying AGC signals, especially
in the periods of 0≤ t < 5 and 10≤ t < 15. Moreover, the PV power
output obtained by the proposed method is much higher than

that without optimization, in which the maximum increment is
about 6 MW at the 5th minute.

Figure 12 gives the result comparison between proposed method
and that without optimization on the varying AGC signals. It clearly
shows that the proposed method can dramatically reduce the power
deviations for both of two objective functions against to that without
optimization. More specially, both of these two power deviations

FIGURE 11 | Optimal power outputs of the proposed method and that without optimization on the varying AGC signals.

FIGURE 12 | Result comparison between proposed method and that without optimization on the varying AGC signals.

TABLE 3 | Comparison of theoretical output between the compromise solution and the initial distribution at the 5th minute

Row no Initial distribution Row no Compromise solution

ID VD Pmax ID VD Pmax

#7 7.4Iam 10Vam 74 Vam Iam #1 8.6Iam 10Vam 86 Vam Iam
#6 7.6Iam 9Vam 68.4 Vam Iam #3 8.8Iam 9Vam 79.2 Vam Iam
#8 7.8Iam 8Vam 62.4 Vam Iam #4 — — —

#5 8.8Iam 7Vam 61.6 Vam Iam #8 — — —

#4 9.6Iam 6Vam 57.6 Vam Iam #7 9Iam 6Vam 54Vam Iam
#0 10Iam 5Vam 50 Vam Iam #9 — — —

#1 — — — #5 9.2Iam 4Vam 36.8Vam Iam
#2 — — — #2 9.4Iam 3Vam 28.2Vam Iam
#3 — — — #6 9.6Iam 2Vam 19.2Vam Iam
#9 — — — #0 10Iam 1Vam 10Vam Iam
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obtained by the proposed method are only about 46 and 69% of that
without optimization.

CONCLUSION

In this paper, a novel bi-objective optimization method is
proposed for optimal array reconfiguration of a PV power
plant with a battery energy storage system, in which the main
contributions can be summarized as follows:

1) The constructed OAR not only can achieve a maximum
power output of PV power plant via the array
reconfiguration under various irradiations, but also can
effectively respond to the AGC signal via the power
scheduling with BESS. As a result, the operation
economy of the PV power plant and the operation
safety of the connected power grid can be significantly
improved.

2) The design of NSGA-II can efficiently find a high-quality
Pareto front for OAR, thus the dispatchers of the PV
power plant can select different high-quality optimal
dispatch schemes to satisfy the current operating
requirement from the Pareto front.

3) The design of VIKOR can objectively make a decision to
select the best compromise solution from the obtained
Pareto front, which can guarantee a fair preference on
each objective function. Hence, the operation economy
and safety can be improved simultaneously.

In future works, the control cost of PV array reconfiguration
can be considered as an added objective function in OAR, thus
the service life of the switching devices can be extended. As the
number of objective functions, a more efficient multi-objective
optimization algorithms will be more suitable to obtain a high-
quality Pareto front for OAR.
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