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The challenges encountered while concentrating solar radiation from multiple heliostats
into a relatively small receiver have inspired numerous aiming methodologies to distribute
such concentrated radiation. Likewise, this concentrated radiation, denominated heat flux,
needs to satisfy certain constraints that primarily depend on the receiver geometry, its
building materials, the operating mass flow of the heat transfer fluid, and the overall solar
radiation conditions. A recent study has demonstrated the effectiveness of an aiming
strategy wherein a group of heliostats use a single parameter for the entire cluster and
achieve the desired heat flux profile by adjusting the tuning parameters. Along similar lines,
the current study was conducted to find the optimal values and the effect of two such
parameters. The first parameter limits how far the aiming point of the heliostat can move
from the equator line of the receiver, while the second represents its direction (upward or
downward) from this line toward the edge of the receiver. Each section of a solar field was
subdivided; both parameters were estimated for each subgroup, and their effect on the
heat flux profile was determined. Furthermore, a parametric study was conducted using
three sets of constraints for the optimization procedure. This procedure resulted in a heat
flux profile that accomplished the constraints given by the allowable flux density for the
receiver during the design day. The improvement using the optimal tuning parameters for
the design scenario reached around 27%. Further analysis of the set of optimal values
showed an adequate performance of the system at different times of the day and different
days of the year. Finally, this study demonstrates how the calculated values function as a
starting point for implementing the aiming methodology in different solar field and receiver
combinations.
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1 INTRODUCTION

Concentrating power technologies are confronted with the challenge of improving operational
consistency, reducing operational costs, and providing competitive solutions against fossil fuel-based
technologies (Papaelias et al., 2018). For solar power tower systems, there exists an additional
challenge of assigning an aiming point to each heliostat on a large solar field from a power tower
traditionally approached from an optimization perspective, which seeks to minimize spillage under
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the constraints given by the receiver integrity and actual radiation
conditions (Wang et al., 2017; Ashley et al., 2019).

A highly prevalent practice in tower plants for the receiver
controller is to regulate the outlet temperature by adjusting the
mass flow of the molten salt (Buck and Schwarzbözl, 2018). A
solar field controller is used to determine all the aiming points
and consequently the setpoints for the local controllers that act
upon each heliostat. During transient atmospheric
disturbances, heliostats are defocused when needed while
increasing the mass flow to protect the receiver. The
dynamic performance of a concentrating solar power (CSP)
receiver depends on a range of factors such as the mass flow of
the molten salt, the aiming strategy, and the available solar
radiation. Furthermore, the effect of passing clouds over the
solar field has been affirmed as one of the most significant
disturbances to the system (Crespi et al., 2018). Such effects
impact energy production in addition to the loss of revenue

FIGURE 1 | The methodology adopted in this study.

FIGURE 2 | (A) Scheme of solar radiation reflected from the heliostat
field toward the receiver (B) Solar field layout. Adapted from (Flesch et al.,
2017) (C) Flow paths within the studied receiver. The squared marked line
represents flow path 1 going from panel 1 through 7 (D) AFD for the
studied receiver at different times and days.
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caused by using conservative thermal stress limits (González-
Gómez et al., 2021). Therefore, alternative control strategies
have been devised to improve the thermal energy intercepted
by the receiver by using the solar field to adapt to unstable
weather conditions.

A noteworthy advantage of closed-loop control is its
ability to compensate for disturbances. Thus, recent
studies have endeavored to tackle the aim point search as
a closed-loop control problem. These studies have
demonstrated that using a heliostat grouping strategy to
reduce the dimension of the problem can be advantageous
(Acosta et al., 2021) as such grouping has also proven
meritorious for optimization (Oberkirsch et al., 2021).
Dynamic aiming strategies, which compensate for
disturbances in the solar field caused by the stochastic
nature of weather conditions, have been of interest in
academic literature. For instance, in (García et al., 2018), a
feedback-loop aiming strategy, using groups of heliostats,
restores the solar receiver to a steady state after transient
operations caused by clouds. Recently, in (Speetzen and
Richter, 2021), a reduced optimization is formulated as an
integer linear programming problem where groups of
heliostats are used to accelerate the run-time to compute a
solution. In (Wang et al., 2021), an algorithm is proposed to
match flux distributions to local values of allowable flux on
the receiver through an efficient use of ray-tracing and
aiming strategy optimization.

This study was conducted with the objective of devising a
dynamic aiming methodology suitable for working under
closed-loop control strategies. The proposed method
entails an optimization procedure for two tuning
parameters, one that limits how far the aiming point of
the heliostat can move from the equator line of the
receiver (Dhfrac), and a second one that represents its
direction (upward or downward, ud ), and a parametric
study using three different sets of constraints for this
optimization. The proposed method can function as a
standard control method for solar fields. This paper is
organized as follows: Section 2 describes the study
methodology, while Section 3 shows the main results and
discussion. Finally, Section 4 draws the main conclusions.

2 METHODOLOGY

This study is predicated on the results obtained by a series of
coupled numerical models and algorithms for representing the
performance of a solar power tower. The methodology adopted in
this study is systematically illustrated in Figure 1. First, a
combined algorithm was created, which comprised an optical
model and the aiming methodology linked to an optimization
routine through a cost function. The optimization yielded a set of
tuning parameters, and the ones that maximized the cost function
were recorded. Next, the whole optimization loop was executed
using a design scenario. Finally, the performance of the optimal
values was tested under several off-design scenarios to derive
appropriate conclusions about its possible implementation under
different configurations of solar field and receiver.

2.1 Optical Model of the Heliostat Field and
the Central Receiver
In this study, solar radiation interaction with a field of heliostats
and its reflection toward the central receiver were investigated (see
Figure 2A). The model takes into consideration 1) the position of
the Sun, 2) the location of the heliostats in the solar field, 3) the
blocking and shading effect, 4) optical properties of the heliostat
mirrors, 5) atmospheric conditions, and 6) the target coordinates
on the receiver. The model uses a convolution-based method
formulated previously (Kiera, 1989; Schwarzbözl et al., 2009). It
was chosen as it requires less computing power than its ray-tracing
alternatives. This optical model is primarily characterized by the
heat flux (HF) calculation presented in Eq. 1 (Schwarzbözl et al.,
2009), where PH is the peak incident power on the image plane
over the receiver in Eq. 2, x and y are the coordinates of the
receiver at its surface, xap and yap represent the points where the
aiming point is located, σHF is the total effective deviation of the
mirror, ηopt is the overall optical efficiency of the solar field, DNI is
the direct normal irradiance, andAm is the total area of themirrors.

HF � PH

2πσ2
HF

e
−(x−xap)2+(y−yap)2

2σ2
HF (1)

PH � ηoptDNIAm (2)

TABLE 1 | Main parameters of the central receiver.

Parameter Value Units

Receiver diameter 15.82 M
Receiver height 20 M
Number of panels 12 —

Inlet fluid temperature 290 oC
Pipe wall thickness 1.5 Mm
Inner diameter of pipe 32 Mm
Outer diameter of pipe 35 Mm
Pipe material Inconel 625 —

Thermal conductivity of pipe 17.5 W/(m oC)
Heat capacity of pipe 536 J/(kg oC)
Pipe density 8440 kg/m3

Heat transfer fluid (HTF) Solar salt, 60 wt% NaNO3, and 40 wt% KNO3 —

Number of pipes 116 —
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This study used the southern hemisphere solar field layout
presented by (Flesch et al., 2017). Table 1 and Figure 2B present
the primary characteristics of the central receiver used in this

study. The central receiver comprises 12 panels, and thus, the
solar field is also divided into 12 sections, as shown in Figure 2C.
The models were validated in two previous studies (Soo Too et al.,
2019; García et al., 2020). The combination of this solar field,
receiver, and operating conditions was considered the “on-design
scenario,” which is discussed later while elaborating on the
performance of the tuning optimization.

The operation of central receivers requires compliance with
important constraints. The most noteworthy constraints include
the corrosion of the panel tubes and the thermal stresses.
Consequently, different studies have developed a single
parameter known as the allowable flux density (AFD), which
groups both constraints (Vant-Hull, 2002; Liao et al., 2014;
Sánchez-González et al., 2016). Accordingly, Figure 2D shows
the AFD curves for the selected combination of receiver and solar
field at different times of the day and different seasons of the year.
These profiles were derived from the methodology presented in
(Sánchez-González et al., 2020), in which thermal stress and
corrosion constraints in molten-salt receivers are translated into
flux limits.

2.2 Aiming Methodology Onto the Receiver
The aiming methodology employed in this paper, proposed in
(García et al., 2020), groups the aiming points of the heliostats
into several clusters and uses an algorithm based on the working
principle of a control valve (see Figure 3A). This methodology
allows reducing the degrees of freedom to achieve an appropriate
flux distribution, avoid exceeding the AFD, and allow the
possibility of using closed-loop control strategies through a
wide range of approaches. Figure 3B shows the primary

FIGURE 3 | (A) Aiming methodology representation using the valve
analogy. Adapted from (García et al., 2020) (B) Primary relations among
equations within the aiming methodology calculation

FIGURE 4 | Heat flux distribution along flow path 1 using the aiming
methodology with the default tuning parameters for Dhfrac and ud.

TABLE 2 | Valve aperture percentages for the aiming points at each section for
flow path 1.

Panel m(%)

1 33.4
2 42.7
3 38.2
9 28.9
8 19.5
7 10.8
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sequence of equations used in the methodology for determining
the aiming points of each heliostat. In general, the methodology
consists of calculating each aiming point in accordance with its

movement ( Δd(t) in Eq. 4) over a predefined path given by
values in Xpath, Ypath, and Zpath (see from Eq. 5–7. The
methodology begins with the signals m(t) (one per panel),
which represent the valve aperture. These values go to the
dynamic representation of the valve in Eq. 3. In Eq. 3, which
can be used to find the mean distance of each aiming point within
the group and the center of the panel, ap(t) is the aperture of the
group and goes from 0 to Cvmax. Cvmax represents the maximum
mean distance that the group can have, α is the rangeability
parameter for equal percentage valves, and τ is the time constant
of the control valve. Vector ap(t) represents the average
movement of the aiming points within a group. The actual
motion of each aiming point (Eq. 4) is adjusted according to
the distance of the heliostat to the tower. Thus, the aiming points
of the heliostats at a large distance from the tower should not have
too much movement. This characteristic is determined by vector
Dhfrac, one of the tuning variables used in this study, whose size
equals the number of heliostats. Readers are encouraged to check
the aiming methodology insights expounded in (García et al.,
2020) to understand all the details and variables used in Eq. 4.
The second tuning term is vector ud, whose purpose is to check if
the Ypath for each heliostat goes upward or downward from the
equator of the receiver. Then, each aiming point gets a binary
value, either +1 or −1. Once these two parameters are defined,
both are kept constant during the operation of the aiming
methodology.

1
τ

dap(t)
dt

+ ap(t) � Cvmaxα
−m(t)

100 (3)

ΔdNh×1(t) � min{[Gap(t)] ⊙ [ �1 −Dhfrac] − δ(t),Δdmax} (4)
XapNh × 1(t) � Xap(t − Δt) + Xpath ⊙ Δd(t) (5)
YapNh × 1(t) � Yap(t − Δt) + Ypath ⊙ Δd(t) (6)
ZapNh × 1(t) � Zap(t − Δt) + Zpath ⊙ Δd(t) (7)

2.3 Base Case
For Dhfrac, the base aiming methodology indicates that the
tuning parameter moves between 0 and 1. The value for each
heliostat was calculated as the ratio of two distances. The
numerator is the distance between the heliostat and the
tower. The denominator is the distance of the farthest
heliostat in the solar field from the tower. The ud parameter
could be selected to move more aiming points toward the inlet of
the fluid in the panel. This base case assumes that half of the
aiming points go up and the other half down. Therefore, after
applying the aiming methodology to the specific central receiver
presented previously, the results (see Figure 4) confirmed the
possibility of improving the performance of the last three panels.
The lack of radiation in the middle of these last panels
(recognizable by the pronounced u-shaped curve at Figure 4
for panels 7, 8, and 9) indicates that the Dhfrac value was found
too low for some of the aiming points. This implies that many of
the aiming points left the equator of the panel and generated the
flux profile seen in the panels. As explained in the aiming
methodology, each section of aiming points was coordinated
through the aperture percentage of the valve (m(t)). These

FIGURE 5 | (A) Examples of subgroups gn and fn used for the
optimization of variables Dhfrac and ud (B) General scheme of inputs and
outputs for the optimization of one section of the solar field (C) Graphical
representation of the areas used for the cost function.
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values were meant to come from a controller embedded in a
closed loop. These values, enumerated in Table 2, were
manually calculated for this base case until the heat flux was

below the AFD by moving each one independently upward and
downward.

2.4 Optimization Procedure
As stated in previous sections, the objective was to find suitable
values for variables Dhfrac and ud for each heliostat in the solar
field. Thus, instead of following an optimization procedure
where each aiming point is given a value for those two
variables, the proposed alternative included subdividing
each section into smaller groups as follows:

• For variable Dhfrac, each section contained 10 subgroups
(gn), as shown in the shaded zone of Section 1 in
Figure 5A. This avoided having too many variables to
optimize, and in case some adjacent subgroups shared
similar values, they were considered a larger subgroup.

• For variable ud, each section contained two subgroups
(fn). In one of them, the aiming points moved above the
equator of the panel, and in the other one, the aiming
points moved below this line (see the shaded area of
Section 11 in Figure 5A).

For optimization, the angle θ between the coordinate that
pointed to the west and the line that separated these two
subgroups was modified. This angle was found to be
positive for those sections located at the north of the solar
field (Sections 4–9) and negative for the others. The final
variable that was modified during optimization was the
aperture percentage of the valve (m) for each section.

2.4.1 Cost Function
The output cost function, the ratio between the area below the
flux distribution (AHF) and the area below the AFD (AAFD),
was used to evaluate each set of values tested by the algorithm
(see Figure 5C). The closer this value is to 1, the better the
performance of the aiming strategy. Figure 5B shows the
inputs and outputs for each section that the optimization
procedure used to determine the most appropriate variables
for Dhfrac and ud.

2.4.2 Constraints
During optimization, three different kinds of constraints were
taken into consideration. First, the obtained flux distribution
was not allowed to go over the AFD at any point. Second, the
value ofDhfrac parameter was limited between 0.1 and 0.9, where
the lower boundary avoided reaching 0, which could have
caused some errors within the mathematical operations in
the methodology. The upper bound avoided reaching a value
of 1, which would imply that the aiming point is not moving.
Third, the relative values of Dhfrac were considered between
subgroups. The possible configurations that were analyzed in
this study are:

• Configuration 1: the Dhfrac value of subgroup 1 (the closest
subgroup to the tower) is lower than the value for subgroup
2, which is lower than the value for subgroup 3, and so on,
i.e., Dhfracg1

≤Dhfracg2
. . . ≤Dhfracg10

. This configuration

FIGURE 6 | Values for Dhfrac after optimization (A) Configuration 1 (B)
Configuration 2 (C) Configuration 3.
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ensures that the aiming points of heliostats closer to the
receiver move farther from the equator of the panel toward
the edges than those aiming points of heliostats far from the
receiver.

• Configuration 2: this constraint makes theDhfrac value for
subgroup 5 (in the middle of the section) have the largest
value and the other lower ones. This configuration
promotes that many aiming points stay near the
equator to avoid the lack of energy seen in the base case.

• Configuration 3: this scenario withdraws the constraint
and lets freely the optimization algorithm determine the
Dhfrac values for each subgroup.

2.4.3 Optimization Algorithm
The surrogate optimization algorithm, which is recommended
when the objective function is time-consuming, was used in

this study. It was realized using the Global Optimization
Toolbox of MATLAB (MathWorks, 2021). This algorithm
attempts a global optimum using fewer objective function
evaluations by balancing exploration and speed.

3 RESULTS AND DISCUSSION

This section discusses the effects of the optimal values on the
system’s performance under on- and off-design scenarios.

3.1 Optimal Values
Regarding the optimal values for the tuning parameters,
Table 3 shows that the constraints for configurations 1
and 2 were realized. That is, for configuration 1, vector
Dhfrac contained values close to 0.1 for those heliostats

TABLE 3 | Results from the optimization procedure for each configuration.

Configuration Dhfrac Section 1 Section 2 Section 3 Section 9 Section 8 Section 7

1 1 0.1137 0.1869 0.1719 0.1450 0.3909 0.2822
2 0.1137 0.4309 0.1719 0.1450 0.3909 0.2822
3 0.1137 0.5242 0.3491 0.2624 0.3925 0.3322
4 0.3353 0.5242 0.3506 0.3138 0.5635 0.4067
5 0.3353 0.5686 0.3530 0.7548 0.7599 0.5665
6 0.6020 0.6281 0.3902 0.7548 0.7599 0.7078
7 0.7887 0.6281 0.3902 0.8329 0.7599 0.8048
8 0.8529 0.8939 0.3902 0.8329 0.7599 0.8369
9 0.8529 0.8981 0.7797 0.8329 0.9000 0.8369
10 0.8529 0.8982 0.7797 0.9000 0.9000 0.8369
θ (o) −74.9218 −44.2277 −14.3714 162.4000 136.9522 101.0936
m (%) 38.3388 36.2569 40.0000 31.9000 18.9867 17.9386

Cost function 0.5349 0.4408 0.4788 0.5322 0.6137 0.7450

2 1 0.1668 0.1472 0.2077 0.1043 0.2632 0.4654
2 0.1668 0.1472 0.2077 0.1043 0.2632 0.4654
3 0.1668 0.3578 0.2114 0.1043 0.4108 0.5381
4 0.1770 0.4650 0.3975 0.4034 0.5375 0.8982
5 0.8373 0.7254 0.9000 0.8620 0.9000 0.8982
6 0.6658 0.7254 0.8988 0.6620 0.7427 0.6763
7 0.6658 0.7254 0.7882 0.6620 0.7427 0.6763
8 0.6658 0.7254 0.7882 0.6620 0.7427 0.4489
9 0.6658 0.7254 0.7882 0.6620 0.7427 0.4458
10 0.6658 0.7254 0.7882 0.6620 0.7427 0.4458
θ (o) −74.8360 −43.4200 −11.8892 165.9266 138.4156 101.3540
m (%) 35.8163 39.9996 38.0196 34.0808 22.4032 13.0029

Cost function 0.5350 0.4412 0.4798 0.5329 0.6140 0.7382

3 1 0.6090 0.1560 0.4605 0.5243 0.2036 0.4722
2 0.4204 0.3442 0.2194 0.7731 0.5244 0.1000
3 0.2591 0.6871 0.3228 0.2795 0.8304 0.1000
4 0.2850 0.5321 0.5029 0.1000 0.1009 0.8972
5 0.4880 0.3521 0.5867 0.3239 0.3810 0.7913
6 0.5391 0.8185 0.3138 0.1956 0.2212 0.3700
7 0.7087 0.3169 0.7906 0.4245 0.7110 0.1303
8 0.6742 0.5778 0.5808 0.1070 0.9000 0.1003
9 0.8477 0.8018 0.5240 0.1753 0.4717 0.4463
10 0.6890 0.7685 0.5271 0.5367 0.4489 0.2362
θ (o) −75.7778 −42.6434 −14.3949 164.6521 135.2456 100.0055
m (%) 36.0796 39.8430 39.9151 39.8590 32.1249 25.5271

Cost function 0.5350 0.4403 0.4785 0.5329 0.6117 0.7425

Base case Cost function 0.5337 0.4412 0.4786 0.5320 0.5934 0.6037
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close to the receiver and 1 for those at the external edge of the
section. For configuration 2, the optimization led to
heliostats near the middle of the section staying close to
the receiver’s equator. Thus, distant heliostats could move
more than the middle ones, and closer heliostats to the
receiver could move more to the edges of the panel.
Moreover, Figure 6 displays an appreciation of the
optimal values along the solar field. The distribution of
aiming points up and down the panel was almost half for
most sections. However, in panel 7, the aiming points tended
to go more to the bottom of the panel because the fluid had a
lower temperature, and therefore, the AFD was observed to
be higher.

3.2 On-Design Scenario Performance of the
Optimal Values on the System
Figure 7 displays the flux profiles divided into several
subplots to compare responses for all the previously
established constraint configurations. It indicates that
these behaved similarly to the base case, mainly for the
first three panels. Nevertheless, regarding the last three
panels, all the optimizations improved the response of the
base case. In general, the performance of the base case was
improved by 27%. For configuration 1, Figure 8A shows the
2-D heat flux distribution for the whole receiver; compared
to the AFD in Figure 8B, the AFD was never exceeded for the
whole receiver.

3.3 Off-Design Scenario Performance of the
Optimal Values on the System
Another vital aspect analyzed in this study is the behavior of the
aiming methodology under different scenarios. Using the same
optimal values of Dhfrac and θ for the mid-day case
(configuration 1) in Table 3, the methodology was tested for the
operating points explained in Figure 2C. It is important to
remember that this aiming methodology was designed to work in
a closed-loop strategy, and thus, values for the percentage of aperture
(m) were required to be modified. These values were manually
modified for different scenarios until the heat flux was at most equal
to the AFD (See Table 4). It is also noteworthy that these were
readily obtainable only after a few iterations. The results (see
Figure 9A) showed that the flux distribution presents an
appropriate distribution for all the panels, allowing most of the
energy to reach the panel without surpassing the predefined AFD.
For the 09:00 case, the flux required to reach the AFD in panels 1 and
3 was not reached, which means the energy delivered by the
heliostats of that section was not enough at this time. For the 16:
00 case, panel 2 showed a slight deviation to one side but did not
inhibit the strategy to achieve an appropriate heat flux. In both
scenarios, the last three panels of the flow path behaved as expected.
The aiming points moved consistently to maintain, as much as
possible, the shape of the flux profile seen in the solar noon case. It
means that the collected energy is also close to the maximum
collection value.

As explained initially, the heat flux distribution of panel 7 was
largely benefited from the optimized values calculated through

FIGURE 7 | Heat flux distribution for each configuration and its comparison with the base case for flow path 1.
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the proposed methodology. Therefore, it is plausible to wonder if
using the optimal values ofDhfrac for panel 7 over all the panels in the
receiver could give good flux profiles along the heating flow path.
Besides keeping these values constant, the optimization procedure
was executed to obtain the values for θ and m. Table 5 shows the
parameters for the stated scenario, and Figure 9B shows the
performance of the aiming methodology. Evidently, the aiming
methodology could be tuned to cope with this new situation. All
the panels presented an appropriate heat flux distribution either for
the design scenario, at solar noon, or for the different days and times
of operation. The results are remarkable as the values obtained
through this study could be used to tune the aiming methodology
in several configurations for the solar field and receiver.

FIGURE 8 | (A) 2-D heat flux distribution for configuration 1, and (B) the
corresponding AFD at solar noon.

TABLE 4 | Values for the valve aperture at each section for the two additional
scenarios analyzed.

Section m (%)

09:00, March 21 16:00, September 21

1 69.5 56.5
2 100 37.8
3 100 34.5
9 36.9 57.9
8 22.7 38.3
7 21.4 22.9

FIGURE 9 | (A) Performance of the aiming strategy under different
scenarios for DNI and time (B) Performance of the aiming strategy under
different scenarios for DNI and time, using the same values for Dhfrac in all
sections as indicated in Table 5 (C) Comparison of the tuned aiming
methodology to the results published by (Sánchez-González et al., 2016) (D)
Comparison against the results given by (García et al., 2018).
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3.3.1 Different Solar Field and Receiver Configuration
Previous results have indicated that the obtained values can be
extrapolated to different scenarios. The final analysis conducted
in this study involved using the same values forDhfrac presented in
Table 5 over a different solar field and receiver. In this case, the
configuration used the main features of the Gemasolar solar field
in Spain (Sánchez-González et al., 2016). Table 6 shows the
tuning parameters used in this case for the flow path on the west.
The receiver contains 18 panels, nine per flow path, and the test
considers half of the aiming points going up the equator of the
receiver and the other half moving down. It implies that the
values for θ are defined. Figure 9C and Figure 9D show the heat
flux distribution using this scenario, compared against the results
presented in the available literature. While it is not fair to
compare against the results of optimal responses, this result
shows the robustness of the tuning and how, by setting some
parameters, the proposed aiming methodology can yield relevant
results.

4 CONCLUSION

This paper elaborates on the tuning procedure and main details
required to set an aiming methodology of heliostats toward a central
receiver. The effect of two parameters, one that limits how far the
aiming point of the heliostat can move from the equator line of the
receiver, and another one that represents its direction (upward or
downward) is described in detail in addition to an approach to
modify them to attain the desired flux profile and accomplish the
flux limits for a safe operation of the central receiver. The optimized
values of the tuning parameters improved the base case scenario by
27% and showed how the same values produced appropriate flux
distribution under off-design scenarios. The results also evidenced
the robustness and flexibility of the aiming methodology through
implementation into a different configuration of solar field and
receiver. Finally, it was shown that the set of calculated values can be
used as initial parameters for different configurations.
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