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Electrical power communication networks undertake complicated power services. They
interact with physical power grids all the time, which will result in a high risk to power grids
when their electric power communication network is attacked. Therefore, to improve the
reliability of power systems, it is of great significance to identify the key links of
communication networks. Existing research studies focus more on the risk of power
communication services undertaken by communication links, which ignores the frequent
interaction between power grids and communications networks. In this paper, from a
multi-layer network perspective, an assessment method of communication equipment is
proposed in view of the operation characteristics of nodes in different systems as well as
the dynamic fault propagation between homogeneous communication nodes. Firstly, we
build a model of cyber-physical power interdependent network. Then, for communication
nodes, a dynamic model is adopted for cascading failure among the nodes based on the
load-capacity model. Afterward, we define an index to evaluate the node importance
considering characteristics of the operation of both communication networks and power
grids. Finally, a local power grid is taken as an example for verification by comparing the
effects of different indexes. The simulation results demonstrate the validity of the evaluation
method proposed.

Keywords: electrical power communication network, cyber-physical power system, interdependent network,
importance of nodes, load-capacity model

1 INTRODUCTION

The cyber side of the smart grid is the information infrastructure to support the primary equipment
in the physical side and the development of electric power enterprises (Chen et al., 2021). In addition,
it is the path to improve the digital and the intelligent level of the power system (Al-Saud et al., 2019).
However, the global energy transition brings several new elements, such as the multi-task voltage and
current measurement device with high accuracy proposed by Li et al. (2021), the decision-making
systems of scheduling plan of thermal units, hydropower units, and wind turbines proposed by Yang
et al. (2021), and other intelligent devices. New elements are likely to add uncertainty to the stable
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operation of power grids (Ma et al., 2020; Zhang et al., 2021).
Meanwhile, this makes the structure of the cyber side of smart
grids, which is called the electric power communication network,
and the physical side (physical power grids consisting of primary
equipment) more sophisticated and vulnerable (Li et al., 2021).
When a power communication network suffers an attack
(including equipment aging, network attacks, and equipment
damage caused by extreme weather), fault spread across the
two systems, threatening the operation of power grids (Wu
et al., 2021). Consequently, it is necessary to identify the
vulnerable links or important nodes in electric power
communication networks, to maintain the stability of power
systems and to draw up the long-term plan of the architecture
of electric power communication network (Avatefipour et al.,
2019; Mohamed, et al., 2021).

At present, the key communication nodes are mainly studied in
two aspects. On the one hand, many objects of research studies are
the single side of smart grids. Researchers have established themodel
of electric power communication networks and identified the key
nodes mainly according to the communication links undertaking
power services. To evaluate important nodes, some research studies
considered the average risk degree of business and the balance degree
of business risk as evaluation indicators (Shao et al., 2016).
Moreover, link capacity (Constantinou and Ellinas, 2016) and the
extent of power business importance (Du et al., 2021) were used to
evaluate network reliability. These studies mainly evaluated the
reliability of the network or the importance of nodes from the
perspective of undertaking power communication services, so the
model of the communication network can be relatively accurate.
However, changes in communications network will have a
significant impact on not only the power services but also the
structure of both itself and the power grid it controls.

Therefore, to consider the deep coupling of services and structure
between the physical power grid and the communication network, a
growing number of studies pay attention to the cyber-physical power
system (CPPS) (Zhao et al., 2010; Liu et al., 2015; Ji et al., 2016; Qing
and Liu, 2020). Generally, the CPPS has been divided into three
layers: equipment layer, topology layer, and functional layer (Shao
et al., 2016; Mohamed, et al., 2019; Xu et al., 2021). Shao et al. (2016)
discussed the relationship between the three layers and network
business risk, came up with a risk assessment method of power
business, and concluded that network risk was mainly related to the
key nodes and the links of the networks. Additionally, power
network operation and maintenance personnel are in direct
contact with communication equipment, so the specific
equipment evaluation of the communication network can make
the key links and nodes of the communication network more
oriented and targeted. Parandehgheibi and Modiano (2013) put
forward the view that infrastructures were strongly interdependent
and proposed the importance of assessment methods of social
infrastructures from qualitative to semi-quantitative in general
scenarios, which were of certain guiding significance but could
not be directly applied to specific scenarios like CPSs. Guo et al.
(2016) established a fine-grained model at the equipment level from
the perspective of physical energy loss. Furthermore, its link with the
physical power grid was reflected in energy loss rather than
topological structure change. Nevertheless, the above studies have

not considered the dynamic influence between network devices on
the same side (i.e., the interaction between communication devices)
while considering the topological interdependence between physical
power grids.

In this paper, to deal with the above problems, a
communication equipment evaluation method is proposed
based on node dynamic failure. The primary contributions of
this paper can be summarized as follows:

1) Considering the dynamic failure mechanism of nodes from
the same network on the basis of node-to-edge interdependent
networks.

2) Defining an evaluation index of communication equipment
importance consisting of network efficiency of the power grid
and the largest connected subgraph (LCS) of communication
network.

3) Proposing a communication equipment evaluation method
based on “point-to-edge” interdependent networks.

In Section 2, we explain the theory of a node-to-edge
interdependent network. In Section 3, an evaluation method
based on dynamic failure mechanism and node-to-edge
interdependent network model is put forward. In Section 4,
results from a case of real power system reveal the
effectiveness of the indexes and the assessment method.

2 A CYBER-PHYSICAL POWER SYSTEM
MODEL BASED ON NODE-TO-EDGE
INTERDEPENDENT NETWORKS
Various approaches for coupling two unilateral networks into the
interdependent network have been proposed by different
researchers. Among them, Ji (2016) summarized and classified
them as follows: “one-to-one” interdependent network (Buldyrev
et al., 2010), “partially interdependent” network (Zhou et al.,
2013), “multiple interdependent” network (Shao et al., 2011),
“one-to-many” interdependent network (Zhen et al., 2013),
“many-to-many” interdependent network (Huang et al., 2013),
and cyber-physical power interdependent network considering
heterogeneity of nodes. These models completely summarized the
“node-to-node” interdependence between two networks.

The above models completely summarize “node-to-node”
dependence relationships between two networks and are
suitable for the cases where nodes are equivalent to plants
or stations. However, when specific communication
equipment needs to be evaluated, it is not always through
nodes in which communication networks and power grids are
coupled to each other. For example, there is a “device–power
line” relationship between a circuit breaker and its
corresponding power line. A device is equivalent to a node,
while a power line is equivalent to an edge. The traditional
theory cannot accurately involve the situation of coupling
between “node” and “edge.”

The node-to-edge interdependency model can describe the
coupling relationship between the power communication
network and the physical power grid.
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2.1 Node-to-Edge Interdependent
Networks
For the node-to-edge dependent network, the following
hypotheses are made:

Hypothesis 1: For a one-side network, a node will only fail if all
of its connecting edges stop functioning.

Hypothesis 2:When the node fails, all its connecting edges and
dependent edges stop functioning (“disappear”).

Hypothesis 3: If a node becomes an outlier, it will disappear.
Hypothesis 4: In the initial network, if a node is connected to a

dependent edge, the node will fail when its dependent edge is
removed.

Hypothesis 5: In the initial network, if a connecting edge is
connected to the dependent edge, the connecting edge will stop
functioning when the dependency edge fails.

As is shown in Figure 1A, the black edges are dependent
edges, the blue nodes and edges belong to a communication
network, and the green nodes and the edges belong to a physical
power grid. Set the dark green node as a failed node of the
communication network without considering the cascading
failure of nodes belonging to the same network, and its
topology is shown in Figure 1A. First, the connecting edge
connected to the broken node disappears, and the dependent
edge of the connecting edge also fails as shown in Figure 1B.
Then, due to the failure of the dependent edge, the other end of

the dependent edge, namely, the corresponding node of the
physical grid, also stops functioning. And the ultimate LCS is
shown in Figure 1C.

Virtual nodes are those that have no actual meaning. They are
set up to satisfy the traditional model because present structures
of the interdependent network are both ends of dependent edges,
which are nodes.

In the traditional model, as shown in Figure 2A, virtual nodes
are added at the junction of all dependent edges and physical grid
connecting edges.When the same faulty node occurs in the power
grid, the dark green node with only a connecting edge will not
cause cascading failure due to the traditional interdependent
theory. Therefore, the fault stops at the virtual node near the
faulty node. Its final LCS is shown in Figure 2B. It can be found
that when a fault occurs on the power grid, the results are not
equivalent in terms of cascading faults between networks, where
the “node-to-node”model adds nodes to the physical power grid.
Based on the above analysis, the “node-to-edge” model includes
scenes different from traditional models.

In the undirected dependent edge model of “node-to-edge,”
E↔ is the set of dependent edges. Since one end of the dependent
edge is a node of a communication network and the other end is
an edge of a physical power grid, the representation of the
dependent node-to-edge set is as follows:

E↔ �
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

{i ∈ VA, j ∈ EB

∣∣∣∣∣(VAi, EBj)}
{i ∈ VB, j ∈ EA

∣∣∣∣∣(VBi, EAj)}
{i ∈ VA, j ∈ EB, k ∈ VB, l ∈ EA

∣∣∣∣∣(VAi, EBj)
or (VBk, EAl)}

(1)

where VA and VB are the point sets of network A and network B,
respectively, and EA and EB are the edge sets of network A and
network B, respectively.

2.2 The Communication Model of
Substation
To accurately evaluate the equipment inside the substation, it is
fundamental to model the substation monitoring system. On the
basis of the main power business undertaken by secondary
equipment, the intelligent substation secondary equipment can

FIGURE 1 | Cascading process of cyber node failure (A–C). (A) The first step of the cascading failure. (B) The second step of the cascading failure (C) is the third
step of the cascading failure.

FIGURE 2 | Cascading process with virtual nodes added to cyber node
failure (A,B). (A) The first step of the cascading failure. (B) The second step of
the cascading failure.
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be divided into three layers: station layer, bay layer, and process
layer. Then, according to the business chain of substation
equipment (Liu et al., 2019), the communication network
model of substation is established as shown in Figure 3.

To simplify the model, a device-level topology model is
established and the following assumptions are made:

Hypothesis 1: The automation systems of control centers at all
levels are abstracted as nodes of control centers.

Hypothesis 2: Each device in communication networks of each
substation is abstracted as a node, and the physical and cyber
connection between two devices is abstracted as an edge.

Here, we define new types of nodes, critical nodes. Critical nodes
are those that are connected to nodes outside a substation. And the
nodes inside substations are divided into two categories: internal
nodes and critical nodes. As is shown in Figure 3, the control node
means the control center. And the nodes from the telecontrol
workstation to circuit breakers and mutual inductors all belong
to the substation. The telecontrol workstation is connected to the
control node outside the station and the switch at the station control
layer inside. Thus, it is a critical node. Meanwhile, the other nodes in
the substation are defined as internal nodes.

2.3 The Station-to-Station Model
The site connection graph of power communication network can
be expressed as follows:

{GC � GC(VC,EC),
VC � [VS,VI,VB], (2)

whereGC is the graph of the communication network,VC is the set of
all nodes composed of a graph, including the set of control nodesVS,
the set of internal nodes VI, and the set of critical nodes VB, and EC

denotes the connecting edge of the power communication network.
Secondary equipment of a power system belongs to the cyber side

of a power grid, but it has a direct or indirect effect on the physical
side. Thus, it is difficult to reflect the reality of power systems to
evaluate the secondary equipment from single side alone. In
consideration of the cyber-physical coupling relationship, circuit
breakers are considered the interactive operation point between
communication systems and physical systems (Guo et al., 2016). On
the one hand, it controls the on–off state of the power line. On the
other hand, it is an analog signal collected by the information
monitoring system in communication networks. Therefore, we
control the connecting edge of physical networks through the
state of breaker nodes of a communication network. Then, a
undirected “node-to-edge” interdependent network model can be
established. Based on the definition of critical nodes in Section 2.1,
breakers and mutual inductors also belong to critical nodes because
they are externally connected to dependency edges and internally
connected to intelligent terminals and merging units.

The model obtained from the above description can be
described as follows:

G � G(V,E), (3)
V � [VP;VC], (4)

E � {EP,EC,E↔}, (5)

FIGURE 3 | Model of substation communication network.

Frontiers in Energy Research | www.frontiersin.org June 2022 | Volume 10 | Article 9119854

Li et al. Importance Assessment of Communication Equipment

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


where VP � [vp1, vp2,/vpnp]T and Vc � [vc1, vc2,/vcnc]T,
respectively, denote the nodes of physical power grid and
communication networks. EP � {vpk, vpl ∈ VC|epi � (vpk, vpl)}
means that there is a connecting edge between node i and
node j, and the same goes for EC.

E↔ � {epi ∈ Ep, vcj ∈ Vc|(epi, vcj)}, namely, the matrix of
“node-to-edge” dependency, means that there is an
interdependent edge between edge i from the physical side
and node j from the cyber side.

The adjacency matrix could be obtained from the graph
G(V, E) as

A � [Ap 0
0 Ac

], (6)

aij � { 0, vi is connected to vj
1, vi is not connected to vj(vi and vj belong to the same network), (7)

To sum up, the steps of the CPPS model establishment of general
power systems are as follows:

Step 1: Establish a model based on the service chain for all
substations.

Step 2: Input topology of the communication network and the
physical power grid.

Step 3: Determine the dependencies and connect the critical
nodes of the substation to the outside.

3 COMMUNICATION EQUIPMENT
IMPORTANCE ASSESSMENT

3.1 Evaluation Indexes
For a single-layer complex network with N nodes, dij
(i, j � 1, 2,/, N) represents the shortest distance from node i
to node j in the network, where dii � 0. The average distance of
network is defined as

L � 2
N(N − 1) ∑

1≤ i< j≤N
dij, (8)

When the network becomes disconnected due to node failure,
L � ∞. So, the average distance cannot represent the state of the
network. Network efficiency is introduced to measure the
importance of nodes. The definition of network efficiency is
shown as

E � 2
N(N − 1) ∑

1≤ i< j≤N

1
dij

, (9)

The difference between network efficiency and LCS is whether
remaining connected branches are considered. As is known to all,
for main networks with a mass of power generation and substation
nodes, more than nodes from the largest connected branches can
work when the networks evolve into an unconnected graph.

After node i is deleted, we get the remaining network efficiency
represented as Ei. Then, from the perspective of network

efficiency, the importance of node i is defined as the relative
reduction of network efficiency:

C(i) � E − Ei

E
, (10)

However, for the “node-to-edge” interdependent network established,
the network efficiency of the original single-layer complex network is
not enough tomeasure the node importance. It needs to integrate the
characteristics of both sides of an interdependent network. To
investigate the influence of nodes in the communication network
on the efficiency of power grid, the importance degree of nodes of the
interdependent network built in this paper is defined as

CC(i) � NC −NC′
NC

, (11)

CP(i) � EP − EPi

EP
, (12)

C(i) � 1
2
(CC(i) + CP(i)), (13)

where CC(i) is the importance of communication nodes to the
communication network, CP(i) is the importance of
communication nodes to the physical grid, NC is the initial
number of communication nodes, NC is the number of nodes
of LCS in the current state of the power communication network,
EP is the initial network efficiency of the physical grid, and EPi is
the network efficiency of the physical grid after node failure of the
communication network.

In terms of the definition of node importance, this paper
considers the impact of node failure on communication network
and physical network topology, respectively.

The reasons for selecting different indexes to measure the
importance of nodes to the two networks are as follows: 1) The
communication nodes separated from the inside of the station
and the control center cannot convey information, so the
importance of nodes relative to the communication network is
examined by the relative size of the largest connected branch. 2)
In the case of isolated island operation of physical power grid,
nodes other than the largest connected branch may still operate;
hence, the influence of cyber nodes on the power network is
considered based on the efficiency of interdependent network.
With the influence of the two aspects integrated, the above two
indicators are weighted to obtain the final node importance.

3.2 Cascading Failure Based on Node
Dynamics
Provided that information is always exchanged along the shortest
path between nodes in an electric power communication network,
the removal of nodes with relatively large betweenness will have a
more prominent impact on other nodes and bemore likely to lead to
cascading faults (Motter and Lai. 2003). In the model, when a node
fails, the load it carries is passed to the next node along the shortest
path, and the load of the next node changes accordingly.

Based on the cascading failure model proposed by Motter, we
take the initial network betweenness of nodes as the initial load
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value. Betweenness is the proportion of the shortest path passing
through the node in all shortest paths, as shown by

Bi � ∑
1≤ j< l≤N

j≠i≠l

njl(i)
njl

, (14)

where njl is the number of shortest paths between node j and node
l and njl(i) is the number of shortest paths between node j and
node l passing through node i.

In view of cascade failures that nodes with high betweenness
are prone to, a node should have a maximum allowable value of
information load that it can bear. In the cascading failure model
(Motter and Lai. 2003), the maximum allowable value of
information load of a node is proportional to the initial
information load of the node, as is shown by

Ljmax � (1 + α)Lj, j � 1, 2,/, N, (15)
where Ljmax is the maximum allowable value of the information
load of node j, Lj is the initial information load of node j, α is the
tolerance parameter (α≥ 0), andN is the initial number of nodes.
According to the process of cascading failure, it is not difficult to
find that the larger α is, the larger the node capacity is. In addition,

when a faulty node occurs, the less influence it has on other nodes,
the more difficult it is for cascading faults to occur on the
network. It is observed that the value of α reflects the stability
of part of the initial network, so it can correspond to the service
life, maintenance manpower, and inspection period of the actual
power monitoring system of substations.

3.3 Evaluation Process
The evaluation process is as follows and is shown in Figure 4:

Step 1: Establish a cyber-physical power coupling model based
on the grid topology data.

Step 2: Calculate the initial load of the nodes, when the nodes
and value α of the communication network are determined.

Step 3: Calculate the maximum allowable value of information
load of all nodes in the communication network.

Step 4: Start to attack the cyber node which is to be evaluated.
Step 5: Recalculate the load of all cyber nodes. This is because

the load of nodes under attack and faulted nodes changes, and the
network topology may also change after removing nodes whose
load exceeds the node capacity.

Step 6: Judge whether a new faulty node appears. If yes,
perform step 7. If no, go to step 8.

FIGURE 4 | Evaluation process.
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Step 7: Judge whether there is a circuit breaker node. If yes, the
corresponding connecting edge of the physical power grid stops
functioning. At this time, the physical power grid topology
changes. Calculate all evaluation indexes at this moment. And
if no, perform step 5.

Step 8: Terminate the cycle and calculate the evaluation
indexes. The evaluation process is completed.

In the evaluation process, the successive faults of the
communication networks are coupled with the connecting edge of
the physical power grid (power line) through circuit breakers. And the
load-capacity cascading failure theory is introduced to attack the nodes
of the communication network. Finally, the importance of different
nodes is reflected by the topological changes of the two-layer network.
The assessment process includes both the fault propagation process of
the communication network and the structural importance of
communication nodes in the overall network topology.

In this evaluation process, the successive faults of the
communication network are coupled with the connecting edge of
the physical power grid through circuit breakers. And the load-
capacity cascading failure theory is introduced to attack the nodes of
the communication network. Finally, the importance of different
nodes is reflected by the topological changes of the two-layer
network. The assessment process includes both the fault
propagation mechanism of the communication network and the
interaction process between two networks.

4 SIMULATION ANALYSIS

4.1 The Example Model
A local power grid is taken as an example for simulation analysis.
The structure of the power grid is shown in Figure 5. The
dependency among substations and their subordinate control
center is shown in Table 1. Letters “a” to “m” are power nodes
including substations and power plants. Letters “x” to “z” are the
numbers of three control centers.

According to the modeling method described in this paper,
we established the corresponding substation communication
model for each substation node in the communication
network. Then, the critical nodes in the model were related
to the outside according to the topology of dispatching
communication network. The final model contains 200
communication nodes and 15 power nodes, and the
dependent node–edge set contains 25 dependent
“node–edge” pairs. The sets of power nodes,
communication network edges, and interdependent “node-
to-edge” pairs are obtained from the constructed network,
and the adjacency matrix of the physical power grid and the
communication network is, respectively, generated. Then, we
can calculate the importance of all nodes.

4.2 Analysis of the Result
4.2.1 Analysis of All Curves Under Different Indexes
We take the case when α � 2 as an example. The importance
index of each node is calculated according to the evaluation
process in Figure 4.

FIGURE 5 | Topology of the power grid.

TABLE 1 | Communication relationship among stations.

Number Site 1 Site 2 Number Site 1 Site 2

1 a x 13 h i
2 b x 14 i x
3 b y 15 j l
4 b z 16 l x
5 b c 17 l y
6 c y 18 l z
7 c z 19 l n
8 f g 20 m y
9 f y 21 m z
10 f l 22 x y
11 f z 23 x z
12 g h 24 y z

FIGURE 6 | Importance of nodes. (A) is double-weighted importance of
nodes (B) is the propotion of the nodes of the largest connected branches.
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In most CPPS models established from the perspective of
complex network, the proportion of the largest connected
branch to the initial nodes was taken as an index to
measure network vulnerability and node importance. As is
shown in Figure 6, two curves were obtained by calculating the
importance of all nodes according to the method in this paper
and the above method. Figure 6A is the node importance
obtained by the index which is shown in expression (13), based
on the method of node deletion. Figure 6B is the node
importance obtained by considering the number of nodes of
LCS of the communication network based on the method of
node deletion. The difference between those two indexes lies in
that the former takes into account the existence of isolated
power grids, while the latter directly selects the power grid with
the largest scale after decompression.

We number the nodes in accordance with the substation
numbering order, and each substation’s internal nodes are
continuous. Obviously, there is a highest value for every
indefinite number of nodes, which means each substation
has a communication device whose importance clearly
distinguishes it from other communication devices. It
reflects the high similarity of each substation’s internal
modeling in the two curves in Figures 6A,B because the

structure of communication equipment inside different
substations is similar.

Figure 7 reveals the curve of degree (denoted by “D”),
betweenness (denoted by “B”), C in this paper, and
traditional indicator (the node proportion of LCS, which is
denoted by “G”) in ascending order. It indicates that the
smoothness of the black curve representing the importance
of nodes in this paper is better than other indexes. The other
three indexes all have more line segments parallel to the x-axis,
which means that a lot of devices have the same index values,
that is, it is difficult to distinguish the significance of those.
Hence, the results of node evaluation of coupled networks have
higher resolution and perform better.

We have drawn a separate graph of the black curve near the
node ranking 182 in Figure 7. Before this point, the curve rises
slowly, after which it begins to rise sharply. The slope of the
black curve increases significantly in the last 19 values, that is,
the slope of the curve corresponding to the top 19 devices in
terms of coupling network loss is the largest. Then, the black
curve slowly falls off with the decrease in the index value.
Table 2 reveals the top 19 devices in importance. In Table 2, SS
represents the switch at the station layer, TS represents the
telecontrol workstation, SP represents the switch at the process
layer, MU represents the merging unit, and B represents the
breaker.

Table 2 indicates that switches at the station layer and
switches at the process layer are the most noteworthy among
all types of devices; especially switches at the station control
layer account for 90% of the most important 10 devices. So, in
the maintenance of communication network equipment,
special attention should be paid to such equipment. In
addition to the switch, the other three important pieces of
equipment are No. 150 “telecontrol workstation,” No.
94 “merging unit,” and No. 100 “circuit breaker.” That is
because the above devices belong to the site level nodes L
and G, respectively. However, the two substations nodes L and
G in Figure 5 have higher degrees and are the nodes in the core
position in the power grid, which have a great influence on the
physical power grid when the substations fail.

4.3 Analysis of the Important Nodes
As is shown in Figure 8, the index C was arranged in ascending
order and compared with the curve of D, B, and G corresponding

FIGURE 7 | Four indicators in descending order.

TABLE 2 | List of the top 19 devices in importance.

Ranking Device type Importance Device number Ranking Device type Importance Device number

1 SS 0.231 151 11 SP 0.0953 89
2 TS 0.214 150 12 MU 0.0878 94
3 SS 0.205 80 13 B 0.0853 100
4 SS 0.169 25 14 SS 0.0738 190
5 SS 0.164 2 15 SS 0.0738 181
6 SS 0.131 119 16 SP 0.0663 162
7 SS 0.128 103 17 SP 0.0663 193
8 SS 0.128 48 18 SP 0.0663 161
9 SS 0.120 64 19 SP 0.0663 184
10 SS 0.106 135 — — — —
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to each communication node after the arrangement. It can be
found that, in terms of the overall trend, the traditional index is
relatively consistent with the node importance curve defined in
this paper. The distribution interval of degree and betweenness
curves is simpler, and the curve fluctuates a lot. Moreover, nodes
with high degree overlap with nodes that have high betweenness.
Accordingly, there are certain limitations in calculating the
importance of communication equipment nodes only from the
perspective of the centralization of network nodes: 1) many
devices or nodes have the same value of D, B, and G and 2)
the preceding indexes in 1) cannot reflect the topology
characteristics of the physical power grid.

The blue dotted line in Figure 8 shows the four normalized
index values of the node ranked 132, which is numbered 102. The
values of each indicator of the No. 102 communication device are
shown in Table 3.

As can be seen from Table 3 and Figure 8, the normalized
D, B, and G values of No. 102 are obviously much larger than
those of C. K, B, and G values of other devices whose C values
are close to those of Device 102 are also significantly lower than
those of Device 102. There are many similar nodes in Figure 8,
and this node is used as an example to analyze why if calculated
according to the other three indicators, this node is clearly a
very important node. Through the analysis of this node, it is
found that this node does not influence the network efficiency
of the physical power grid. As a result, considering the role of
the physical grid, the node is not that significant to the coupled
network:

CP(102) � EP − EP102

EP
� 0, (16)

where EP � EP102 � 0.413.
Thus, the traditional indexes are suitable for identifying the

important nodes at the center of the single-layer network.
Nevertheless, as for the two-layer network, the traditional
indicators cannot reflect the coupling between the networks.
The equipment importance assessment index defined in this
paper solves this problem.

5 CONCLUSION

In this article, we investigated the importance of different types
of devices in electric power communication networks by
attacking them on the basis of an importance assessment
method. From the above analysis, the following conclusions
can be drawn:

1) The index proposed in this paper can distinguish the
importance of equipment in the power communication
network better than the traditional complex network index.

2) Considering the services in the model of this paper in the
secondary equipment of the communication network, the top
10 pieces of equipment in importance rank are all the switches
in the station control layer of each substation.

3) Considering all equipment in the grid, the position of the
substation in the grid also affects the importance of
equipment.

However, in the further work, more detailed propagation
mechanisms of failure and more sophisticated power
communication services should be taken into account.

FIGURE 8 | Curves of four indicators.

TABLE 3 | Normalized index of No. 102 communication equipment.

D B C G

0.335 0 −0.671 −0.524
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