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Under the dual pressure of energy shortage and environmental pollution, relying
only on increasing the installed capacity of units and line transmission capacity
cannot cope with the conflict between the growth of power demand and the
difficulty of grid expansion in the long run. Demand response conducts users to
change their energy consumption habits through system-issued electricity prices
or incentives, so that the demand of the load side can be adjusted flexibly, which
can further enhance the consumption of wind power and improve system
economics. Based on the background of diversified energy use, this paper
proposes a day-ahead optimal scheduling strategy for integrated electricity
and thermal system considering multiple types of demand response. Firstly,
the dispatch framework of integrated electricity and thermal system with the
situation awareness technology is constructed to address uncertainties of
Renewable Energy Sources, thus helping system mitigate uncertain risks.
Secondly, the demand response mechanism of power system and regional
thermal inertia of thermal system are modeled, respectively, to uncover the
principles of load regulation of different energy systems; Then, a day-ahead
optimal scheduling model for the integrated thermal and electricity system is
developed, and the consumption evaluation index is integrated to indicate energy
utilization efficiency; Finally, a combined electric-heat system model with 39-
node grid and 6-node heat network is developed, and the positive effects of
considering multiple types of demand response and situation awareness
technology on promoting the consumption of renewable energy and
improving the energy efficiency of the system are verified through the case study.
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1 Introduction

In the contemporary context of energy preservation and emissions mitigation, in order
to achieve optimal allocation and scheduling of power energy resources on a larger scale, it is
no longer possible to effectively cope with the conflict arising from the increasing demand
for electric power and the challenges associated with expanding the grid in the long term by
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simply relying on the means on the generation side such as primary
frequency regulation and increasing unit capacity (Wang et al., 2017;
Huang et al., 2019; International Energy Agency, 2020; Wang et al.,
2022; Xia et al., 2022). Furthermore, compared with supply-side
resources, utilizing demand-side resources offers several benefits,
including rapid responsiveness, cost-effectiveness, and zero
emissions, which can indirectly reduce environmental pollution
and promote the implementation of energy preservation and
emissions mitigation (Bai et al., 2016; Wang et al., 2018; Wang
et al., 2020). Therefore, tapping the regulation capacity of the energy
demand side is an inevitable choice to adapt to the market-oriented
reform of the power industry and an effective way to ensure the
sustainable low-carbon cycle development of the energy system.

In recent years, as energy conversion equipment manufacturing
technology advances, the degree of heterogeneous energy coupling has
continuously improved, which can provide various forms of energy
supply for end users and lay the foundation for achieving diversified
utilization of end energy (Feng et al., 2019; Liu et al., 2019; Fu et al.,
2020; Li et al., 2021). For the study of the electrothermal coupling
system (ECS), Ref. Li and Hu (2015). established a CHPD model
considering the thermal power balance equation of the primary heating
network and the secondary heating network. In this model, the startup
and shutdown control strategy of the secondary boiler participating in
peak shaving in the regional heating system is considered, so as to
optimize the operation of the ECS. Ref Long et al. (2015). utilizes an
electric heat pump to change the ratio of thermal energy demand to
electrical energy demand in the heating terminal load, thereby
expanding the power regulation space of the energy system. Ref
Meibom et al. (2007). established an optimized operation model for
an electric thermal coupling system considering wind power
integration, taking into account the economic value of consuming
wind power, and performed a quantitative assessment of the economic
worth of electric boilers and heat pumps within the context of utilizing
wind power in an integrated electric thermal energy system; Ref Li
J. et al. (2016) studied the combination of CHP units, heat pumps,
electric boilers, and heat storage devices in a DHS to improve the
operational flexibility of the energy system and provide regulated power
for the consumption of renewable energy. Ref Nuytten et al. (2013)
released the flexible adjustment space of the CHP unit through the
cooperation between the heat storage device and the CHP unit, which
can better suppress power fluctuations within the system. At the same
time, a quantifiable assessment model for determining the maximum
regulation capacity of the CHP unit was proposed, and the impact of the
heat storage device on the regulation capacity of the CHP unit was
analyzed. The above literature discusses the positive effect of CHP units
or electric heating equipment on expanding the power regulation space
of the system, but all of them are carried out from the perspective of
static modeling, without considering the influence of thermal inertia of
the heating network on the ECS, resulting in limited regulation capacity.
The electrothermal coupling modeling considering regional thermal
inertia can further broaden the power controllable range without
affecting the comfort level of energy use, and quickly respond to
wind power fluctuations.

The electrothermal coupling operation mode provides users
with a variety of energy use options, and also provides greater
flexibility for demand response. For the research on demand
response, Ref Cui et al. (2020) considered the uncertainty of
system source and load on the premise of the lowest system

operating cost, constructed a day-ahead optimal dispatch model
for a hybrid power generation system integrating wind, solar, and
thermal sources, while factoring in demand response driven by price
signals, and demonstrated the efficacy of the proposed dispatch
strategy in enhancing the utilization efficiency of renewable energy
sources and improving the economy of system operation through
numerical examples; Ref Liu et al. (2020) proposed an incentive
demand response mathematical model that takes into account the
difference in user response flexibility, and verified the excellent
response accuracy and stability of the model by constructing a
simulation example. Ref Xu et al. (2019) proposed an integrated
demand response of electricity and heat based on multi energy
complementation, which uses user response cost, nonresponse
punishment, fixed compensation and load loss compensation as
incentive mechanisms to urge users to consider participating in
demand response. The above literature have made some
achievements in the participation of demand response in the
optimal scheduling of ECS, but there are still problems such as
single response type and insufficient response strength of demand
side resources. Considering the dispatching strategy of terminal
multi-type demand response can efficiently address the limitations
of conventional power demand response, such as large changes in
users’ energy consumption habits, low users’ satisfaction with energy
consumption, and insufficient utilization of response potential.

In addition, the uncertainty of RESs (Wang et al., 2008; Zhang
et al., 2021) affects the electric-thermal coupling conversion and
demand response implementation process. Thus, in this paper
situational awareness techniques are employed to effectively
mitigate the uncertainty risk posed by RESs (Lin et al., 2022) and
to provide safe and economic operation of the ECS. In summary, the
main contributions of this paper are summarized as follows:

1) The regulation mechanism of load demand in power system
and thermal system are modeled and studied respectively, to
better exploit the response potentials.

2) A day-ahead optimal scheduling strategy for integrated
electricity and thermal system considering multi-type
demand response is proposed, and the positive effects of the
proposed scheduling strategy on advocating for increased
utilization of renewable energy sources while enhancing the
economic efficiency of system operations are analyzed.

3) The uncertainty of RES is dealt with by situational awareness
technology, in which the kernel density estimation is used to fit
the actual probability density distribution function of RES, and
the scene method is used to generate the typical scenario of the
system operation.

2 Scheduling framework of integrated
electricity and thermal system with
situation awareness technology

2.1 Module of situational element awareness

Situational element awareness serves the crucial purpose of
identifying and capturing vital information or components from
observed entities. It comprises four primary categories: i)
Environmental Data: This category involves historical weather
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records and weather forecasts. ii) Real-Time Monitoring Data: This
includes data on fluctuations in Renewable Energy Sources (RES)
output, demand response data, and related metrics. iii) Equipment
Data: This pertains to historical records of equipment faults and
related information. iv) Predicted Output Change Curves: Examples
within this category include forecasts for wind and photovoltaic power
generation. The majority of these elements can be collected and
organized using technologies such as supervisory control and data
acquisition systems. However, analyzing uncertain data presents a
significant challenge. Hence, this study places a strong emphasis on
developing strategies for managing uncertainties related to RES. After
gathering a substantial volume of fluctuation data and historical
predicted output curves for RES output, all data will undergo
processing and subsequently be transmitted to the next module for
further comprehension and analysis.

2.2 Module of situation comprehension

By utilizing fluctuation data from RES output and historical
predicted output curves obtained through situational element
awareness, we can comprehensively analyze the uncertain factors
and security risks faced by PIES (Presumably an acronym for a
specific system or project) through situation assessment.
Traditionally, the probability density distribution function of
prediction errors in wind and photovoltaic power output is assumed
to follow a normal distribution. However, the true probability
distribution remains unknown. Relying solely on a normal
distribution may introduce significant errors and risks in practical
operations. To better align with the characteristics and properties of
the data, we use nonparametric estimation techniques for distribution
fitting. Kernel density estimation is the chosen method to derive the
actual probability density function of prediction errors for RES output at
each scheduling period. Subsequently, all actual probability density
distribution functions are transmitted to the next module of situation
projection for further analysis and processing.

2.3 Module of situation projection

Situation projection involves the process of deducing and
analysing the patterns of development and change based on the
results of perception and comprehension. This, in turn, allows us to
make predictions regarding future trends in situational
development. In our paper, we use the scenario method within
this module to analyze the likely operational states. The underlying
principle can be summarized as follows:

2.3.1 Initial scenario generation
Leveraging the acquired actual probability density distribution

functions, we use the Latin hypercube sampling approach for
random sampling. This process results in the creation of sample
sets along with their corresponding probabilities at each scheduling
period. To illustrate, consider a single integrated electricity and
thermal system as an example, and its random sequence of
uncertainties can be represented as (Eq. 1).

Pw � P1
WT, P

2
WT, . . . , P

T
WT, P

1
PV, P

2
PV, . . . , P

T
PV{ } (1)

where T is the number of scheduling periods; WT/PV is the
identification of wind/photovoltaic; Pw is random sequence of
uncertainties. Therefore, the uncertainties random sequence of
scenario can be expressed as (Eq. 2):

Ps
w � P1

WT s( ), P2
WT s( ), . . . , PT

WT s( ), P1
PV s( ), P2

PV s( ), . . . , PT
PV s( ){ }

(2)

2.3.2 Scenario reduction
The process of scenario generation yields a significant number of

random scenarios, each with equal probability. However, calculating
all these scenarios can be a formidable task. Hence, it becomes
essential to reduce the number of scenarios to strike a balance
between computational speed and accuracy. To achieve this, we
introduce the backward scenario reduction method. The specific
steps involved in this method are outlined as follows:

Firstly, for all the initial scenarios, the Kantorovich distance
between scenarios Pi

w and Pj
w is calculated, as shown in (Eq. 3):

d Pi
w, P

j
w( ) � Pi

w − Pj
w

���� ����2 (3)

where Pi
w and Pj

w are random sequences in the ith and jth scenarios;
d(Pi

w, P
j
w) is the Kantorovich distance between scenarios Pi

w and Pj
w.

Secondly, find the scenario Pj
w, which is closest to Pi

w, it can be
calculated as (Eq. 4).

min d Pi
w, P

j
w( ){ } (4)

Then, calculate the probability distance, as shown in (Eq. 5):

adi � πi · min d Pi
w, P

j
w( ){ } (5)

where adi is the probability distance; πi is the probability.
Ultimately, after completing the two aforementioned processes,

we determine the scenario with the smallest di among all scenarios.
In this regard, the probability of scenario Pj

w can be updated
πj � πi + πj, and scenario Pi

w is eliminated. Update the number of
scenarios: S � S − Si, and then go back to the first step until the
generated scenarios reach to the expected numbers.

Based on the generated typical scenarios, the Integrated
Electricity and Thermal System operator can make informed
decisions by thoroughly evaluating all potential scenarios,
effectively mitigating uncertain risks.

3 Modelling of demand response
strategy adapted to power and
thermal system

The ECS have different demands for the two energy sources of
electricity and heat in time and space. The capacity and energy use
characteristics, supply and demand characteristics of different energy
subsystems differ significantly, and multi-energy complementarity can
be achieved by utilizing terminal multi-type demand response strategies.
Therefore, when users change their demand for one energy, it will affect
the supply and demand of another type of energy. For heat loads, the
regional thermal inertia of the thermal system makes it adjustable, and
this change in heat use indirectly affects the demand of electric loads
through CHP units and electric heat pumps. At the same time, the
electric load itself is responsive, which increases the power regulation
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space of the system based on energy transfer and reduction. Based on
this, users can adjust the demand of different energy sources to promote
the consumption of RESs and at the same time, achieve the effect of peak
shaving and valley filling to alleviate the tension of energy use. Therefore,
considering this interplay of electric heat demand response, they are
modelled separately in this section.

3.1 Mathematical model of power system
demand response

There are two main types of demand response applicable to
power systems, namely, price-based demand response (PDR) and
incentive-based demand response (IDR).

PDR is that the system guides users tomodify their electrical usage,
power consumption time and power consumptionmode through price
signal, so as to save certain energy costs. For the modeling of PDR, the
price elasticity coefficient matrix can be employed to characterize the
correlation between load response and fluctuations in energy prices.
The elastic matrix is represented as (Eq. 6). The element in the matrix
can be obtained as (Eq. 7). The power system demand after price-base
demand response can be calculated as (Eq. 8).

E �
ε11 ε22 / ε1T
ε21 ε22 / ε2T
/ / / /
εT1 εT2 / εTT

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (6)

εij � ΔPL,i

PL,i
· qj
Δqj

(7)

PPDR
L � PL + ΔPL

�

PL,1

PL,2

..

.

PL,T

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ +

PL,1

PL,2

1

PL,T

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠E

Δq1
q1

Δq1
q2

..

.
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(8)

where E is the price elasticity coefficient matrix; εij is the elasticity
coefficient of PDR, if i � j, it is the self-elasticity coefficient of period
i, otherwise it is the mutual elasticity coefficient between period i,
and period j. PL,i and ΔPL,i are respectively the load value of period i
before demand response and the load change of period i after
demand response. qj and Δqj are respectively the electricity price
of period j before demand response and the electricity price change
of period j after demand response. PPDR

L is the electric load value
matrix after price-based demand response.

IDR is that demand response implementing agency formulates
reasonable policies for encouraging demand-side users to respond in
time when load peaks or system energy supply reliability decreases,
which can reduce users’ own load demands. When the grid needs to
adjust the load in the short term to ensure the stability of the electrical
power system, the system controls or stimulates users to adjust their
electricity demand through load control contracts or incentive signals.
Meanwhile, the system provides users with certain economic
compensation. The power system demand after incentive-based

demand response can be calculated as (Eq. 9). The change scope
of electric load under the incentive-based demand response is
modeled as (Eq. 10).

PIDR
L,t � PL,t + ΔPIDR

L,t (9)
ΔPIDR,min

L,t ≤ΔPIDR
L,t ≤ΔPIDR,max

L,t (10)

where PIDR
L,t is electric load value at time t after incentive-based demand

response. ΔPIDR
L,t is the electric load change under the incentive-based

demand response. ΔPIDR,max
L and ΔPIDR,min

L respectively represent the
maximum and minimum values of electric load variation at time t
determined by the incentive-based demand response strategy.

3.2 Mathematical model of regional thermal
inertia of thermal system

The energy demand of users in thermal systems has certain
adjustable characteristics. The reason for this is that, on the one
hand, users have a certain degree of elasticity in their perception of
heating comfort, that is, when the heating temperature changes within a
certain range, it will not affect the user’s energy consumption
experience. On the other hand, compared with electric energy, there
is a great thermal inertia in the transmission and use of heat energy. Due
to the specific heat capacity and thermal characteristics of the heat
transfer medium, the temperature of the heated medium consistently
lags behind the temperature changes in the heat transfer medium.
Therefore, changing the heat supply amount within a certain time will
not affect the ambient temperature within the heated space (Lin et al.,
2022). Based on the above analysis, this section models the thermal
inertia characteristic of the heating area of the thermal system.

The heating area, that obtains heat from the heating network
through a heat exchange station and also generates heat loss through
heat exchange with the surrounding environment, can be regarded as a
large heat storage module. The generation and loss of heat work
together to play a role in regulating the indoor temperature of the
heating area. The thermal inertia of the heating area is usually
expressed as a first-order inertial link (Li Z. et al., 2016), and its
differential equation is discretization to obtain the relationship between
the heat supply of the heating area and the equivalent indoor
temperature of the heating area, as shown in the formulas Eqs. 11–13.

Tarea
a,t − Tarea

a,t−Δt � k1Q
su
a,t − k2 Tarea

a,t − Tenv
a,t( ) (11)

k1 � Δt
CS

(12)

k2 � μa
Δt
C

(13)

where Tarea
a,t is the equivalent indoor temperature of heating area a at

time t; Qsu
a,t is the heat supply obtained by heating area a at time t;

Tenv
a,t is the ambient temperature at time t in heating area a; k1 and k2

are correlation coefficients; S is the equivalent area of the heating
area; C is the heat capacity per unit of equivalent heating area, and μa
is the heat loss coefficient of the heating area per unit temperature
difference per unit area; Δt is the time interval.

To ensure the comfort of users’ energy consumption, the
adjustment of the heat supply in the heating area needs to
adhere to the specified upper and lower limits of the heating
temperature in the area, as shown in Eq. 14.
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Tarea,min
a ≤Tarea

a,t ≤Tarea,max
a (14)

where Tarea,max
a and Tarea,min

a respectively represent the upper and
lower limits of the acceptable temperature for heating area a.

4 Day-ahead optimal scheduling model
for integrated electricity and
thermal system

4.1 Objective function

The day-ahead optimal scheduling model of integrated
electricity and thermal system utilizes a 24-h scheduling cycle
with the primary objective of minimizing the total operating cost.
The total operation cost of the system consists of operation cost of
thermal power units and CHP units Coperation, wind curtailment cost
Cqf and demand response cost CR.

F � min Coperation + Cqf + CR( ) (15)

The operation cost of thermal power units and CHP units is
shown in Eq. 16:

Coperation � ∑T
t�1

∑Nunit

i�1
a Pl

i,t( )2 + bPl
i,t + c( ) + ∑Nchp

n�1
d1 PCHP

n,t( )2 + e1P
CHP
n,t(⎡⎢⎣

+f 1 + d2 QCHP
n,t( )2 + e2Q

CHP
n,t + f 2)] (16)

where Nunit and Nchp respectively represent the number of thermal
power units and CHP units; a, b, c are the power generation cost
coefficient of thermal power unit; d1, d2, e1, e2, f1, f2 are the cost
coefficient of CHP unit; Pl

i,t represents the output of the thermal
power unit i at time t; PCHP

n,t and QCHP
n,t respectively represent the

electrical and thermal output of the CHP unit n at time t.
Wind curtailment cost is a penalty cost for unconsumed wind

energy, which can be described as Eq. 17:

Cqf � ∑T
t�1

∑Nw

w�1
πqfw Pqf

w,t (17)

whereNw represents the number of wind turbines; πqfw is the penalty
factor of wind abandonment; Pqf

w,t represents the wind curtailment
power of the wind turbine w at time t.

Demand response cost includes consumption evaluation index
and penalty cost of heat demand adjustment, as shown in (Eq. 18):

CR � ∑T
t�1
cDc,t DC,t + ΔDC,t( ) + πQc∑T

t�1
ΔQC,t

∣∣∣∣ ∣∣∣∣ (18)

where cDc,t represents the price of electricity at time t;DC,t andΔDC,t

respectively represents the electrical load and the electrical load
change after the demand response at time t; πQc is the penalty cost
factor adjusted for heat demand; ΔDC,t represents the adjustment
for heat demand at time t.

4.2 Constraints on power system

The constraints that need to be satisfied by the power system can
be divided into three parts: equipment constraints, transmission line
constraints, and system power balance constraints.

The equipment constraints include thermal unit operation
constraints and wind turbine operation constraints. The operation
of thermal power units is limited by their installed capacity and
climbing rate, and their operation constraints are shown in (Eq. 19)
and (Eq. 20) respectively.

Pl,min
i ≤Pl

i,t ≤Pl,max
i (19)

0≤ Prate
i,t

∣∣∣∣ ∣∣∣∣≤Prate,max
i (20)

where Pl,max
i and Pl,min

i represent the upper and lower limits of the
output of the thermal power unit i; Prate

i,t is the ramping rate of
thermal power unit i at time t; Prate,max

i is the upper limit of the
climbing rate of thermal power unit i.

The operating constraints of the wind turbine are shown in Eqs.
21, 22.

Pwind
w,t � Pwind,pre

w,t − Pqf
w,t (21)

0≤Pqf
w,t ≤Pwind,pre

w,t (22)
where Pwind

w,t is the wind power consumption of wind turbine w at
time t; Pwind,pre

w,t is the wind power forecast value of wind turbine w
at time t.

In terms of transmission line constraints, the model uses the DC
current calculation method as shown in Eq. 23. The transmission line
also needs to satisfy the node phase angle constraint as shown in Eq.
24 and the line transmission capacity constraint as shown in Eq. 25.

Pl,t � θi,t − θj,t
xl

(23)
θimin ≤ θi,t ≤ θimax (24)
0≤ Pl,t

∣∣∣∣ ∣∣∣∣≤Pl
max (25)

where Pl,t is the transmitted power of the DC transmission line l at time
t; xl is the reactance of line l; θi,t is the phase angle of node i at time t;
θimax and θimin are the upper and lower limits of the phase angle of node
i; Pl

max is the upper limit of the transmitted power of line l.
Eq. 26 illustrates the nodal power balance constraint for the

power system.

Pl
i,t + Pwind

w,t + PCHP
n,t − Ppump

m,t � PL
b,t + ΔPDR

b,t (26)

where Ppump
m,t is the power consumption of the electric heat pump m

at time t; PL
b,t is the electrical load of node b at time t; ΔPDR

b,t is the
change in electrical load after the demand response of node b
in time t.

4.3 Constraints on thermal system

In this section, the constant mass flow model is used to describe
the heat transfer process of the thermal system. The constraints of
the heat system contain heat source node constraints, heat exchange
station node constraints, node temperature constraints, and supply
and return pipe network constraints.

The mathematical model of the heat source node with the CHP
unit is shown in (Eq. 27).

∑
n∈Ωchp,b

QCHP
n,t � c ·ms

b,t · Tnsb,t − Tnrb,t( ) (27)
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where c is the specific heat capacity of water; ms
b,t is the mass flow

rate of circulating water flowing through node b at time t; Tnsb,t and
Tnrb,t are the temperatures of node b in the water supply and return
networks at time t, respectively;QCHP

n,t represents the power provided
by the heat source node n.

The heat exchange station node constraint is shown in
Equation 28:

QL
b,t � c ·ml

b,t · Tnsb,t − Tnrb,t( ) (28)

where QL
b,t is the heat demand of the heat exchange station at node b

at time t.
The temperature constraint of the heat network nodes is shown

in Eqs. 29, 30:

Tns,min
b ≤Tnsb,t ≤Tn

s,max
b (29)

Tnr,min
b ≤Tnrb,t ≤Tn

r,max
b (30)

where Tns,max
b and Tns,min

b are the upper and lower temperature
limits at node b in the water supply network; Tnr,max

b and Tnr,min
b are

the upper and lower temperature limits at node b in the water
return network.

The constraints on the temperature of the pipeline circulating
water are shown in (Eqs 31–36).

∑
l∈Ωs

j�b

Tls,outl,t ·ms
l,t( ) � Tnsb,t ∑

l∈Ωs
j�b

ms
l,t (31)

∑
l∈Ωr

j�b

Tlr,outl,t ·mr
l,t( ) � Tnrb,t ∑

l∈Ωr
j�b

mr
l,t (32)

Tls,inl,t � Tnsb,t ∀l ∈ Ωs
i�b (33)

Tlr,inl,t � Tnrb,t ∀l ∈ Ωr
i�b (34)

Tls,type,min
l ≤Tls,typel,t ≤Tls,type,max

l (35)
Tlr,type,min

l ≤Tlr,typel,t ≤Tlr,type,max
l (36)

where Tls,inl,t and Tls,outl,t are the inlet and outlet temperatures of the
water flow in water supply pipe l at time t; Tlr,inl,t and Tlr,outl,t are the
inlet and outlet temperatures of the water flow in water return pipe l
at time t; Tls,type,max

l and Tls,type,min
l are the upper and lower limits of

the water flow temperature in water supply pipe l, and type includes
in and out; Tlr,type,max

l and Tlr,type,min
l are the upper and lower limits

of the water flow temperature in water return pipe l.

4.4 Constraints on energy coupling devices

The energy coupling devices studied in this paper contains CHP
units and electric heat pumps.

The energy conversion relationship and operating constraints of
the CHP unit are shown in (Eqs 37–39).

PCHP
n,t ≥ rQCHP

n,t (37)
QCHP,min

n ≤QCHP
n,t ≤QCHP,max

n (38)
PCHP,min
n ≤PCHP

n,t ≤PCHP,max
n (39)

where r is the minimum electric heating power ratio for CHP unit
operation; QCHP,max

n and QCHP,min
n are the upper and lower limits of

the heating power of CHP unit n; PCHP,max
n and PCHP,min

n are the
upper and lower limits of the power generated by the CHP unit n.

The energy conversion relationship and operating constraints of
the electric heat pump are shown in (Eqs 40, 41).

Qpump
m,t � αmPpump

m,t (40)
Ppump,min
m ≤Ppump

m,t ≤Ppump,max
m (41)

where Qpump
m,t and Ppump

m,t are the power consumption and heat
generation of the electric heat pump m at time t; αm is the
heating coefficient of electric heat pump; Ppump,max

m and
Ppump,min
m are the upper and lower limits of the power

consumption of the electric heat pump m.

5 Case study

In this paper, the model of integrated electricity and thermal
system is constructed. The power system adopts the modified IEEE
39-node model. The thermal system adopts a 20-node model, which
is heated by three CHP units. Figure 1 shows the system diagram of
the study. The thermal system is modelled by the constant mass flow
model, which includes heat source node, heat exchange station node,
water supply pipeline and return water pipeline. The temperature of
each heating area should be kept at 20 ± 2°C. Figure 2 shows the load
forecast data and wind power forecast data used in this case.

5.1 Analysis of power system demand
response results

This section analyzes the effect of price-based demand response
for power systems, setting up the following two cases for
comparative analysis:

Case 1.1. Power system load is fixed, regardless of
demand response.

Case 1.2. Incorporating the price-based demand response within
the power system, the load participating in the response accounts for
15% of the total load, ensuring that the energy is fixed
throughout the day.

The electricity price is indicated in Table 1. The comparative
outcomes of Case 1.1 and Case 1.2 are depicted in Figure 3.

Figure 3 shows the electric load curves of Case 1.1 and Case 1.2.
After considering the effect of price-based demand response, the
peak-to-valley variance in electric load decreases from 266.5 MW in
Case 1.1–207.3 MW in Case 1.2, which indicates that the demand
response makes the electric load curve of the system smoother to
some extent. The price-based demand response tends to make
customers choose a more economical energy solution through
price guidance, thus shifting portion of the peak load
transitioning to the valley, making the valley load higher and the
peak load lower, which effectively reduces transmission blockage
and avoids the system to operate in a less efficient state for a long
time. In addition, price-based demand response makes the
nighttime electric load higher, which facilitates the utilization of
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significant quantities of wind power at night, raising the efficiency of
renewable energy utilization and improving the energy mix.

The subsequent sensitivity analysis explores the effect of varying
levels of load participation in demand response on peak-to-valley
variance and load fluctuation standard deviation. The varying levels
of load participation in demand response are specifically 0%, 5%,
10%, 15%, and 20%.

It can be seen from Table 2 that as the proportions of the load
participating in demand response increase, both the peak-to-valley
variance and power variance in the power system decrease. This
indicates that by effectively leveraging the peak-shaving and valley-
filling effects of demand response resources, the fluctuations in the
system’s power load become more gradual, leading to an overall
improvement in system operation.

5.2 Analysis of thermal system heating
demand adjustment results

To analyze the effect of regional thermal inertia on load
regulation of thermal systems, the following two cases are set up
in this section for comparison:

Case 2.1. The temperature of the heating area is fixed at 20°C.

Case 2.2. Heating area temperature is allowed to vary within
20°C ± 2°C.

The operation results of Case 2.1 and Case 2.2 are shown in
Figures 4, 5.

According to the comparison of operation results in Figure 4, the
heat load demand in Case 2.2 is lower than that in Case 2.1 during 0:
00–6:00 and 22:00–23:00, which shows the temperature of the heating
area in Case 2.2 is lower than 20°C. The thermal load reduction in this
period has the following advantages: Firstly, the reduction of thermal
load during this period can expand the power regulation range of CHP
units, thus providing additional power reduction space for CHP units,
which is conducive to increasing the wind power consumption at night.
Secondly, the reduction of heat supply and electricity generation of CHP
units reduces the fuel consumption of CHP units, which can improve

FIGURE 1
The tested system incorporating electricity and thermal system.

FIGURE 2
Predictive data of load and wind power.

TABLE 1 Electricity price.

Time period Price

Electricity price (RMB/MWh) 23:00–6:00 (next day) 5

7:00–8:00, 22:00–23:00 15

9:00–20:00 25
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the economy of system operation. In addition, the heat load increases
during the 7:00–9:00 h. This is due to the large downward fluctuations
inwind power output during the 9:00–10:00 h. The thermal system uses
the thermal inertia of the heating area to store heat, which can increase
the allowable drop in heat supply, and allow the CHP units to have a
larger increase in power generation during this time period, as shown in
Figure 5. As a result, the system can better cope with the power
fluctuations. However, the adjustment of the thermal load affects the
energy experience of users to some extent, so some financial
compensation to the user is required.

5.3 Analysis of multi-type demand response
results between electric and thermal
energy sources

To assess the influence ofmultiple types of demand response on the
operation of integrated electricity and thermal system, two distinct
scenarios are established for comparative analysis in this section:

Case 3.1.No demand adjustment for electrical and thermal energy,
and the model does not contain the electric heat pump unit.

FIGURE 3
Electrical load before and after price-based demand response.

TABLE 2 The peak-to-valley variance and load fluctuation standard deviation under varying levels of load participation in demand response.

Load participation

Index

0% 5% 10% 15% 20%

Peak-to-Valley Variance
(MW)

266.51 249.30 234.78 207.32 198.11

Load Fluctuation
Standard Deviation (MW)

100.46 88.28 73.98 61.41 50.86

FIGURE 4
Heating load and environment temperature.

Frontiers in Energy Research frontiersin.org08

Sun et al. 10.3389/fenrg.2024.1337169

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1337169


Case 3.2. Consider the demand response of electric and thermal
energy, and add electric heat pumps to the model for the conversion
of energy between electrical and thermal forms.

The operating costs and wind abandonment of Case 3.1 and
Case 3.2 are shown in the following table.

Based on the information provided in Table 3, it can be seen that
the scheduling strategy that considers multiple types of demand
response can significantly lower the operating cost of the system.
The scheduling strategy can guide customers to choose more
economical energy consumption solutions through energy prices,
which reduce the electricity purchase costs of users. At the same
time, the change of energy demand can also promote the
consumption of wind power, effectively reduce the operation cost
of generating units, and enhance the energy utilization rate.

In Case 3.2, electricity and heat energy are converted in both
directions through CHP units and electric heat pumps to achieve
mutual supplementation between different energy sources, and the
scheduling results are shown in Figure 6.

As can be seen from Figure 6, the heat load curves in Case 3.1 and
Case 3.2 are basically the same. Since Case 3.1 does not contain an
electric heat pump unit, its heat supply is all borne by the CHP unit. The
heat demand of Case 3.2 is supplied by both CHP units and electric heat
pumps. The electric heat pump has a higher output during the period of
large wind abandonment at night. On the one hand, it increases the
demand for electric energy and promotes the consumption of wind
power. On the other hand, it makes up for the shortage of heat supply

and reduces the influence on the energy comfort of users. In addition,
the high level of electric heat pump output reduces the heat supply of
CHP units, which provides more space for downward adjustment of
CHP units’ power generation and further promotes wind power
consumption. During the hours of peak electricity demand, the
electric heat pump works at the lowest output level, and the heat
energy is mainly provided by the CHP unit. The reduction in heat
supply from the CHP unit provides more room for upward adjustment
of the CHP unit’s power generation, which can better meet the demand
of power consumption during that period.

6 Conclusion

This paper proposes a day-ahead optimal dispatching strategy
for integrated electricity and thermal system considering multiple
types of demand response, and the following conclusions emerge
from the analysis of the price-based demand response, the thermal
inertia of the heating system, and the conversion of electric and
thermal energy.

The implementation of a price-based demand response in the power
system encourages customers to opt for more economical energy
consumption solutions guided by pricing signals. This approach
successfully achieves peak reduction and valley filling effects,
particularly by promoting wind power consumption at night. This
strategy effectively alleviates the strain on the power grid during peak
hours, contributing to amore sustainable and balanced energy utilization.

Coordinating the regional thermal inertia of the thermal system
with CHP units proves instrumental. This coordination expands the
controllable range of CHP unit power generation without
compromising energy comfort. Additionally, it enables a swift
response to wind power fluctuations, ensuring a more adaptable
and resilient power generation system.

The scheduling strategy, accounting for multi-type demand
responses, not only effectively reduces the operating cost of the
system but also fosters increased consumption of wind power,
thereby enhancing energy efficiency. The harmonized
management of electric and thermal energy mitigates the impact
of load adjustments on user energy comfort, ultimately optimizing
the overall energy supply of the system.

FIGURE 5
Power generation of CHP units.

TABLE 3 Operating costs and wind abandonment.

Case 3.1 Case 3.2

Total cost (103 RMB) 337.144 307.988

Operation cost of generator (103 RMB) 83.638 62.503

Operation cost of CHP units (103 RMB) 6.376 6.217

Operating cost of electric heat pumps (103 RMB) 0 3.25

Customer cost of electricity purchase (103 RMB) 247.130 235.645

Cost of heat adjustment penalties (103 RMB) 0 3.74

Wind abandonment (MW) 918.77 413.03
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