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Despite the progress in the development of automated vehicles in the last decade,
reaching the level of reliability required at large-scale deployment at an economical
price and combined with safety requirements is still a long road ahead. In certain use
cases, such as automated shuttles and taxis, where there is no longer even a steering
wheel and pedals required, remote driving could be implemented to bridge this gap; a
remote operator can take control of the vehicle in situations where it is too difficult for an
automated system to determine the next actions. In logistics, it could even be implemented
to solve already more pressing issues such as shortage of truck drivers, by providing more
flexible working conditions and less standstill time of the truck. An important aspect of
remote driving is the connection between the remote station and the vehicle. With the
current roll-out of 5G mobile technology in many countries throughout the world, the
implementation of remote driving comes closer to large-scale deployment. 5G could be a
potential game-changer in the deployment of this technology. In this work, we examine the
remote driving application and network-level performance of remote driving on a recently
deployed sub-6-GHz commercial 5G stand-alone (SA) mobile network. It evaluates the
influence of the 5G architecture, such as mobile edge computing (MEC) integration, local
breakout, and latency on the application performance of remote driving. We describe the
design, development (based on Hardware-in-the-Loop simulations), and performance
evaluation of a remote driving solution, tested on both 5G and 4G mobile SA networks
using two different vehicles and two different remote stations. Two test cases have been
defined to evaluate the application and network performance and are evaluated based on
position accuracy, relative reaction times, and distance perception. Results show the
performance of the network to be sufficient for remote driving applications at relatively low
speeds (<40 km/h). Network latencies compared with 4G have dropped to half. A strong
correlation between latency and remote driving performance is not clearly seen and
requires further evaluation taking into account the influence of the user interface.
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1 INTRODUCTION

In recent years, significant advances have been made (Chan,
2017) on the development of different kinds of automated driving
vehicles: small people movers (shuttles), targeting public
transport like services at relatively slow speeds; passenger cars,
initially targeting taxi-like services, but potentially also usable for
private transportation; and industrial vehicles, targeting, e.g.,
dedicated use cases in harbors or mining operations. Certain
particular use cases, such as shuttles, are even being developed
without any normal steering wheel and pedals anymore [being an
L4 vehicle (SAE, 2021)]. However, one of the key difficulties in
designing any automated vehicle is that the Operational Design
Domains (ODDs) (BSI, 2020; Czarnecki, 2018) are vast and for
large parts even unspecified (Khastgir, 2021) (especially to reach
L5 at some point). Therefore, designing to cover all possible
ODDs manually is an impossible task. Even if the L4/L5 vehicle
would be able to drive itself in all these conditions, sensors can
break down or become blocked, and the vehicle might have to fall
back to a fail-operational state that limits its maneuverability.

Remote driving (also called remote operation or tele-operation)
could bridge this gap (Baraniuk, 2020) by allowing a remote
operator to take over control over the vehicle in case it is too
difficult for an automated vehicle to figure out what to do by itself.
In some use cases, e.g., in mining operations or other confined areas
with very specific needs and potentially not a good road
infrastructure, it can be advantageous to skip the autonomous
part completely and perform the remote operations
permanently. By moving the driver outside of the vehicle, it
aims at reducing the risks in these potentially hazardous
environments. Furthermore, as vehicles in these situations can
be standing still for a significant part of the time, operators can
be used much more efficiently when they operate multiple vehicles
consecutively. Similarly, in the case of a long-haul truck, remote
drivingmight even solve amore immediate issue; the current lack of
truck drivers is causing logistics to find new ways of solving the
issue. Remote driving could provide a possible solution for this
(Gardner, 2021). Similar benefits as with mining apply in this field
as well: multiple remote drivers can turn by turn take over control of
one truck, without having to take into account the normal legal
driving and resting times that come with one driver per one truck
normally. With remote driving, the control over the truck can be
easily shifted to another remote driver after the first has reached the
driving time limit, so the truck can move onward. This could even
be extending into truck platooning (Chandramouli et al., 2019;
Ploeg et al., 2011). Remote driving can also be used to operate a vast
range of machinery ranging from forklifts and mowers to diggers
and excavators, thus helping to solve issues with operator logistics in
hard-to-get places, such as mining sites. It is already common
practice to include a hand-held remote-control device with smaller
cranes, loaders, excavators, and similar equipment (Dadhich et al.,
2016), in order to allow the operator to control the machine from
outside the cabin. However, this principle still requires the operator
to be present on the operating site. Remote driving transforms this
approach into a fully remote experience, allowing the operator to
view the surroundings of the machine using cameras and other
sensors, thus removing the need for their on-site presence

completely. In general, remote driving can be viewed as an
intermediate step towards autonomy, while also being one of its
core enabling functions that complement. Eventually, remote
driving can even be used to teach the artificial intelligence (AI)
in the automated driving system how to maneuver in certain
difficult situations, which humans are far more capable of
handling at this time (Baraniuk, 2020).

In general, remote driving systems might vary in complexity
and setup, but in most cases, the concept is the same (Lane et al.,
2002; Gnatzig et al., 2013; Neumeier et al., 2019). It consists of a
feedback–control system between the remote operator and the
work environment. The feedback pipeline usually comes in the
form of a video feed, which has a high bandwidth requirement.
The control pipeline only consists of commands with a smaller
packet size (<factor 10, compared with video) and thus has a
much lower bandwidth requirement. Every component in both
these pipelines will add to the total round-trip delay, affecting the
total performance of the system (Georg et al., 2020).

The main problem affecting performance in remote driving
systems is the processing and communication delay that is
fundamentally introduced (Figure 1 for a typical processing
pipeline). Previous research on the effect of this has already been
done in high-stake research areas such as space engineering and
remote surgery (Lane et al., 2002). With additional delays, a moving
vehicle will not be in the same position as it was when the operator
decides to act. Also, the action of the operator will not be executed
immediately due to this delay. Experiments have shown that
operators already experience a loss of performance and a
mismatch between input and output at as little as 300 ms of
round-trip delay (Lane et al., 2002; Neumeier et al., 2019). In
general, delays below 170ms seem to be reasonable for remote
driving of vehicles, but over 1,000 ms, it becomes unfeasible to
remotely operate the vehicle in a safe manner (Zhang, 2020).
Chandramouli et al. (2019) went as far as stating that
requirements for the delay (termed latency in this work) should
be between ∼50 and 150ms but only stated this as a requirement,
influenced by the availability of haptic/tactile feedback.
Unfortunately, it is not stated what this requirement is based upon.

Although remote driving can be implemented in a limited
form also on 4G telecommunication networks, its performance
can be boosted significantly due to the high demands on
bandwidth for the video data, high reliability for the control
commands, and overall low end-2-end round-trip latency. V2X
applications in general have been identified by 3GPP as a driver
for 5G networks (Chandramouli et al., 2019), and 5GAA has
described the remote driving use case in more detail, as input for
further requirement definition (5 GAA, 2020).

In this work, we therefore aim to evaluate the performance of
remote driving in a real test setting.We build further on our previous
work (Passchier et al., 2021) and describe in more detail the
architecture, implementation, and performance testing of a
remote driving solution. First, the overall developed network
architecture will be described. This consists of multiple remotely
operated vehicles, a mobile network, a local breakout, a gateway on a
mobile edge computing (MEC), a fleet manager, and multiple
remote driving stations. Second, the methodology to determine
the performance of the remote driving use case is determined.

Frontiers in Future Transportation | www.frontiersin.org January 2022 | Volume 2 | Article 8015672

den Ouden et al. 4G/5G Remote Driving Evaluation

https://www.frontiersin.org/journals/future-transportation
www.frontiersin.org
https://www.frontiersin.org/journals/future-transportation#articles


This methodology is based on a combination of Hardware-in-the-
Loop (HiL) simulations in order to evaluate more easily any network
variations on the use case, used in the development of the system and
of field tests, in order to verify the results. Finally, we conclude with
the analysis of the results of the HiL and field tests, conclusions, and
outlook to further work. The results set out in this work are based on
two test sessions done in 2021.

2 MATERIALS AND METHODS

This section explains the overall remote driving architecture used in
the evaluation, implemented on a 4G and 5G network, the test case

descriptions (straight-line braking and slalom), and its
implementation using both a HiL setup and the implementation
in a real driving test setupwithmultiple vehicles and remote stations.

2.1 Remote Driving Architecture
We have developed a remote driving setup that can be connected
over both 4G and 5G networks. Figure 2 provides an overview of
the entire setup. The setup allows for multiple vehicles and
multiple remote stations being connected via (wired) local
breakouts to the mobile network, allowing for low latency and
high bandwidth connections between the vehicles and remote
stations. On the back-end, a fleet manager dynamically controls
which remote station is connected to which vehicle. Additionally,

FIGURE 1 |Remote driving pipeline latencies (measured). “Human driver” is estimated on literature, and “control signal to actuators” is estimated based on the
in-vehicle CAN–bus interface frequency of 25 Hz.

FIGURE 2 | Network architecture used in the complete remote driving test setup. The remote driving applications have been implemented in two vehicles
connected to one 5G network. Two regional local breakouts in the mobile network connect the two remote stations covering these regions. A gateway is used to
interconnect the vehicles with the remote driving stations, running on a separate cluster connected to the remote driving. Each remote station has its own fleet manager,
to enable easy switching between the two vehicles.

Frontiers in Future Transportation | www.frontiersin.org January 2022 | Volume 2 | Article 8015673

den Ouden et al. 4G/5G Remote Driving Evaluation

https://www.frontiersin.org/journals/future-transportation
www.frontiersin.org
https://www.frontiersin.org/journals/future-transportation#articles


a gateway running on the MEC enables the query and setup of the
direct connections between the vehicles and remote stations. Each
remote station and vehicle logs into this gateway securely, after
which the connection will be made, using the fleet manager and
using login credentials. In the tests, theMEC is approx. 2 km from
the test site and the base station.

Figure 3 provides a simplified sequence diagram of the
interaction between the various components. There is a split
in a registration phase, when vehicles and remote stations come
online (on the gateway); a selection phase, when vehicles and
remote stations are paired (using the fleet manager); and an
operational phase, when vehicles are actually under full remote
control from a remote station and have a secure direct connection
between each other.

The described setup has been implemented in two vehicles, a
Toyota Prius III (2010model) and a Toyota Prius IV (2018model),
and onto two remote stations, each situated at locations
approximately 10 km apart from each other (Figures 2, 4).
Both vehicles have similar setups, using the same on-board unit
(OBU), consisting of a DrivePX for processing the camera stream
and connected to a modem for the mobile connection, running the
remote driving application; and each vehicle has a proprietary
vehicle interface in order to send and receive vehicle commands,
such as steering angle and acceleration. Each of the vehicles is
equipped with four 120° field of view (FoV) cameras showing the
front, left, right, and rear of the vehicle and thus capturing the
whole 360° view of the vehicle’s surroundings. This video is
encoded using the H264 codec and streamed over the mobile
network to the remote stations if they are successfully connected
(in the previously mentioned “operational phase”). Each remote

station consists of threemonitors, with the view of the front camera
being displayed on the middle monitor, the view of the left and
right cameras on the monitors on their respective sides, and the
view of the rear camera being displayed as a picture in picture
resembling a rearview mirror on the middle monitor. The remote
operator uses pedals and a steering wheel as their input to mimic
driving in an actual vehicle (Figure 4, top right picture).

2.2 Connectivity
In the test setup, the vehicle can be connected to both an existing
4G cellular network and a 5G cellular network. The 5G cellular
network consists of a 5G NR access network, a stand-alone (SA)
core network, and a local edge. With this setup, several 5G
technologies can be tested like edge computing, slicing, and
service continuity. The network needs to offer a reliable
connection to transmit the video—and control the signals. The
video signal (depending on the required quality) consumes
between 25 and 50Mbit/s in the uplink of the cellular network
per vehicle, a significant portion of the available capacity. Priority
mechanisms are needed to guarantee a certain bandwidth. With
slicing technology, priority can be given to both the video stream
and control signal. Depending on the required speed of the vehicle,
a certain maximum latencymust be guaranteed by the network. By
implementing remote driving stations close to an edge of the
mobile network, the latency can be reduced. The maximum
latency, and with that also the maximum distance, is
determined with the different trials. When different remote
driving stations are needed to operate a vehicle driving long
distances, a service continuity mechanism needs to ensure the
vehicle is always connected to a remote driving station and that

FIGURE 3 | Simplified sequence diagram of the communication between vehicles, gateway, fleet manager, and remote stations. Multiple vehicles and remote
stations can be deployed simultaneously, where the fleet manager is responsible for the management of the system and the gateway for actually a specific remote station
to a specific vehicle.
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handovers between stations are possible. For the 4G network, the
production network was used with RAN sharing, with a core very
close to the test site (15 km). For the 5G network, dedicated antennas
were used, connected to a 5G SA Core, which is located further
(±200 km away from the test site), causing the higher transmission
latency as indicated in Table 1. In both cases (4G and 5G), the
position of the base station was the same, so the distance to the test
track and the vehicle is the same in both situations.

2.3 Performance Optimization and
Assessment Methodology
In the 5G-MOBIX project, multiple test cases are being set up. In this
work, we focus only on two test cases, which focus on determining the
accuracy of vehicle positioning and delay on the driving function of
the system while driving remotely, of which the results function as
both the benchmark for later planned handover testing and slicing
tests and performance metrics for normal remote driving behavior. In
both these test cases, we take into account a human-in-the-loop
approach, to evaluate remote driving in its most natural situation, in
part due to the fact that this is a field test. The goal of this project is to
use a pre-deployment 5G network in an as close as possible normal
environment rather than test entirely on closed tracks under
controlled conditions.

In the first of these two test cases, the vehicles are driven in a
straight line, and the (remote) driver needs to stop at a specific
location, identified by a visual marker (pylon). The objective of
this test is to measure the position accuracy and stopping
accuracy of a remote driver and the influence of a remote

connection (both on possible communication delay and on the
use of a different user interface, since the latter cannot be
ignored). The same test was executed with a normal driver in
the vehicle, as a benchmark measurement.

In the second test case, the (remote) driver drives the vehicle on a
predefined slalom trajectory set out with pylons. The objective of this
test is to measure the longitudinal and lateral position accuracy
along a trajectory. Also, in this case, the test was also performed with
a normal driver, as a benchmark. Both tests consider the possible
introduced latency, packet dropouts, and other communication-
related parameters that are different with respect to a normal
manual-driven vehicle. Additionally, both tests were conducted at
different driving speeds, to also determine a possible speed
dependency and allowed to determine subjective, boundary
conditions for safe remote operation of the vehicles. An overview
of the test setup is presented in Figure 5. The first test case uses an
identical setup, and only the trajectory driven is different.

2.3.1 Hardware-in-the-Loop Simulation and Network
Emulation
Additionally, to simulate the influence of network behavior on the
remote driving setup, a virtual test setup was implemented that
mimics the test cases for straight-line driving and slalom
described in the previous section, with the same remote
station in a HiL setting. This setup provides additional
freedom compared with the physical test setup since it
provides the ability to emulate both the network and the
vehicle. On the emulated network, statistical models can be
applied for both packet delay and packet loss to emulate the

FIGURE 4 | Overview of the setup during testing of straight-line braking and slalom maneuvers showing both vehicles and one of the remote stations in action: (A)
trunk of AIIM-TU/e Prius IV with computing systems and 5G-modem in themiddle; (B) TU/e remote station setup performing slalomwith Siemens Prius III (note the similar
remote station setup as at Siemens in Helmond); (C) AIIM-TU/e Prius IV performing slalom; (D) Siemens Prius III performing remote-driven slalom.
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realistic network performance of mobile networks. This allows
making a comparison between Wi-Fi, 4G, and 5G wireless
networks. In the physical test setup, it is difficult to change
network effects, e.g., the distance between test location and
network antennas, and the amount of background traffic.
These effects can be emulated easily and reproducibly in the
emulated network. The network emulation has been
implemented onto a dedicated hardware device. The emulator
can be configured with theoretical models for delay and packet
loss or can be configured based on field measurements of actual
mobile networks.

Table 2 shows the parameter list for both straight-line driving/
braking and the slalom test cases, with Latency (mu) as the artificially
injected central value of latency distribution, Latency (sigma) the
width of the latency distribution, Packet loss the percentage of
packets dropped, and Direction the up-link or down-link in
which the latency/packet loss is applied. For 1-way direction, the
injection is only the video stream uplink, while 2-way direction

means both video stream uplink and control commands up- and
downlink are affected by the artificial latency/packet loss.

In the virtual test setup, the real vehicle is replaced by a
simulated vehicle and simulated environment. The high-fidelity
simulation platform Simcenter Prescan is used to simulate the
vehicle and the scenarios for the test cases. The test location of the
physical test setup is reconstructed in the simulation
environment, and a vehicle model of the Toyota Prius is used
as the basis for the simulated vehicle. Multiple video streams are
generated from the simulation and fed to the remote station by
the same software stack as used in real vehicles. Similarly, the
control commands from the remote station are transported to the
simulator and converted into control commands for the
simulated vehicle.

In addition to having a completely controllable network, the
virtualization of the vehicle allows to also test potentially unsafe
situations. Lastly, as the entire setup allows for complete
repeatability of the tests, it is also possible to determine the

TABLE 1 | 4G and 5G network settings.

Network Band Core Core-base st. Base st.-vehicle Network latency

4G B1, B3, B7, B20 EPc 15 km 450—600 m ≤1 ms
5G N78 5G Core ±200 km 450—600 m ≤3 ms

FIGURE 5 | System under test for position accuracy/relative reaction time (top: real remote driver with real remote station controlling a real vehicle on test track over
a real deployment 5G network vs. bottom: Hardware-in-the-Loop (virtual), with a real remote station and remote driver, but an emulated virtual network and virtual vehicle
(in PreScan)) test (only showing slalom in this figure; straight-line braking was in virtual setup as well).

TABLE 2 | Parameter list for the virtual test setup.

Test case Latency (mu) Latency (sigma) Packet loss (%) Direction

Straight-line 0, 10, 20 0, 3, 5 0, 1 1-way, 2-way
Slalom 0, 10, 20 0, 3, 5 0, 1 1-way, 2-way
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reproducibility of the test results and investigate potential human
learning effects.

2.3.2 Physical Test Setup
The real physical tests have been performed near the motorway
A270 on a closed-off parking lot between Helmond and Eindhoven
in order to be able to use the KPN deployment 5G network, as
described in Figure 2. Figure 4 gives an overview of the actual track
with the two vehicles and one of the remote stations with the three
monitors. The position of the cones is measured using real-time
kinematic–global navigation satellite system (RTK-GNSS)
positioning, to be used in further evaluation, and for
reproducibility, the existing white lines were used as the
reference, to ensure consistency over multiple days and months
of testing. In all cases, a safety driver was in both vehicles in order to
take over in case of any emergency.

In both the straight-line drive test case and the slalom test case,
tests were conducted at speeds of 10, 20, 30, and 40 km/h. Both test
cases were conducted with a total of four different drivers: one
driver at each remote station and a safety driver in each of the
vehicles, who also conducted the benchmark manual driving tests.
In the final evaluation in Section 3.2.2, however, only data from
three drivers were used, due to issues with internal communication
delays in one of the vehicles. For the benchmark tests (manual
driving), a minimum of five test runs per speed set were done. In
order to evaluate any influence of driving behavior on the outcome
of the test results, one safety driver who conducted themanual tests
in one of the vehicles also switched with one remote station driver.
The each remote driver conducted at least ten test runs per speed
set in order to get a broader sample size.

Since test drivers are not professional test drivers, each driver
performed a few practice runs for each of the tests speeds in order to
filter out any errors due to learning the maneuvers, before each
test case.

For each of the tests, RTK-GNSS has been used for logging the
vehicles’ location with centimeter accuracy, time synchronization

using Network Time Protocol (NTP) combined with
GNSS–Precise Point Positioning (PPP) on sub-millisecond
accuracy to sync time with both remote stations and base
station; vehicle parameters, such as yaw, steering angle,
acceleration (x and y), speed, and pcap logs (of the data
streams); and steering commands, acceleration commands
from the remote station, and possible interventions by the
safety driver.

3 RESULTS

This section describes the results of the HiL tests, the physical
drive tests, and the network performance during the physical
driver tests.

3.1 Hardware-in-the-Loop Simulation
Results
In the virtual test setup, a total of 110 simulation runs were
performed in a variety of settings listed in Table 2. Eleven
parameter sets were executed with every 10 runs driven by the
remote station operator. For the results from the straight-line
driving/braking test cases, an analysis was performed on the
relative position of the host vehicle with respect to the stop
location (pylons) as described in Section 2.3 and also the
acceleration request from the remote station driver. Figure 6
shows the results for each parameter set by averaging the multiple
runs per set.

For these figures, the different parameters sets are defined by
separate colors: base mu 0, sigma 0, packet loss 0%; mu10s3 mu
10, sigma 3, packet loss 0%, 1-way;mu20s5mu 20, sigma 5, packet
loss 0%, 1-way; mu20s5pl0.01 mu 20, sigma 5, packet loss 1%, 1-
way;mu10s3twmu 10, sigma 3, packet loss 0%, 2-way;mu20s5tw
mu 20, sigma 5, packet loss 0%, 2-way. In Figure 6, the average
stopping distance (end positions) for the different parameter sets

FIGURE 6 | Straight-line brake test (HiL). (A) Average position x–y. (B) Average acceleration request.
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are shown with the horizontal dashed lines. The target stopping
distance for the remote station driver was at 50 m, and from the
graph, it can be seen that for all parameter sets, the averages are
very close together at between 53 and 55 m. The same holds for
the acceleration request behavior, and the results show the same
braking pattern after passing the 50-m mark.

The results from the slalom test case do show some deviations
between the parameter sets as shown in Figure 7. In the average
position graph, there is an additional reference line added to
showcase the path that should have been followed by the driver.
The parameter set with packet loss,mu20s5pl0.01, was not driven
in the slalom test case, as no runs were successfully completed by
the operators due to driving difficulty with frame losses. It can be
observed that both parameter sets with two-way delay have lower
values at the turning points (amplitude peaks). The same
accounts for the steering request. There is one outlier in these
graphs, which is the base parameter set at 120-m x-position. This
was caused by the learning effect from driving the slalom test case,
as the base parameter set was always driven first.

3.2 Physical Drive Test Results
In total, 2 weeks of testing divided over March/April 2021 and
September 2021 was conducted on this track, adding up to over
approximately 100 runs of manual driving (as the benchmark),
approximately 180 runs using a 4G network, and approximately 300
runs using the developed 5G network including MEC. Each vehicle
was driven one at the time for safety reasons, but almost all test runs
had both connections online, with live video streams ongoing in both
vehicles. Tests were executed between 0900h and 1800h at fairly
goodweather conditions (no rain or other precipitation). The criteria
for disregarding test runs were as follows: bad network reception,
indicated by video frame drops at the remote station; unintentionally
hitting cones (either by driving too close to them or missing the
slalom due to being too late with steering in); and bad lighting
conditions/weather conditions, mainly low light conditions in the
morning in September tests, where early morning sun from the east
was directly in the front camera.

For comparison, we evaluate here only on the results of the
slalom tests, since from the virtual testing it became apparent that
these proved most challenging, and the possible delays had a
higher effect on the driving tasks and therefore are better suited
for evaluation in physical testing.

First, we evaluate the outcomes of the network performance
after which the use case test results are evaluated.

3.2.1 Network Latency Measurements
Latencymeasures have focusedmainly on the video stream since this
required the highest bandwidth. Of the four cameras in the setup, the
main front camera has been used for the connectivitymeasurements.

The latency has been measured as “One Trip Latency.” Every unit
was time synchronized with a GPS-PPP source. For this, Chrony was
used. At every unit (remote station, base station, and vehicle), the
packets were logged using tcpdump. This program logged every
packed and timestamped it while it was received or sent via the
network interface. A matching tool was used, written for this purpose
tomatch the sent and received packets. This evaluation tool is available
on Github: https://github.com/geerdkakes/pcap-analysis. Result of
video uplink, control downlink and control uplink signal latencies
are shown in Figure 8.

When determining the latency of the complete system, the
following parts (similar to Al-N’awashi and Al-Hazaimeh (2014))
should be taken into consideration.

The network latency is relatively small compared with the total
latency of the chain (image → driver → control → actuator).

However, looking at the variations in latency (Table 3), the
network can have a very large impact on the latency. The
maximum latency can be close to 500 ms. Since an absolute
low latency is almost impossible to get over the mobile network,
we should consider a certain level of confidence. For example,
95% of all packets should be below a certain value (Table 3).

The average bandwidth of the data streams (mainly the video)
was around 25 Mbit/s. Only very little packet loss was
experienced on the video streams, which is handled properly
by the application. In case any packet loss was encountered, this
was mainly due to a lack of line of sight between the base station

FIGURE 7 | Slalom (HiL). (A) Average position x–y. (B) Average steering request.
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and the vehicle. Since these tests were done using a connection to
one base station, this problem was encountered more in times of
the year with foliage blocking the signal. We performed tests to
check the coverage separately.

3.2.2 Slalom Test Results
The slalom test has been designed to test the stability of the system
from a vehicle dynamics point of view. By driving at a predefined
constant speed in a predefined route around cones, the driver is
required to keep the vehicle as stable as possible in order to
complete the track. Since this test is designed to compare real
use case situations, the remote drivers and manual drivers in the
vehicle are requested to stay on speed. Therefore, we use a
significant ramp-up of 80 (m) in order to get to the required
speed, after which the slalom starts, and the drivers have to keep the
speed constant. Since a slalom mimics a typical sine wave, similar
evaluation metrics can be applied to evaluate the differences
between multiple slalom tests. In our case, we are not
considering a time-invariant sine wave but a position invariant
sine wave. Any constant time delay will show a sort of phase shift in
the vehicle position, where the sine wave (slalom in this case) is
shifted in the x-direction. Additionally, an unstable system will
show an increase in both x- and y-directions. Since this is a
comparison based on vehicle position, the RTK-GNSS signal is
converted to Universal Transverse Mercator (UTM) in order to
evaluate the x–y coordinate system. Since the slalom tracks are
not an ideal sine wave, we compare mainly the x-position of the
peaks of each of the runs with the benchmark (manual drive)
and their shift with respect to the original cone positions. By
taking the median over 10 runs each (Figure 9) and measuring

the distance in the offset of the peaks in each slalom with respect
to the cone, we can evaluate the influence of the delay caused by
the entire pipeline (including communication delay, processing
delay, and also reaction time of the remote driver). For the
slalom evaluation, in total, 20 manual-driven runs (one driver),
50 runs on 4G (only two remote drivers), and 82 runs on 5G
(three remote drivers) have been used for the evaluation.

Quantitatively, we evaluate these differences in peaks between
manual drivers and remote drivers in Figure 10 showing the
deviations in the x- and y-directions, for all the runs and for 3
different drivers for all tested speeds. For evaluation purposes, we
show here the normalized distance to the benchmark (manual
drive) to indicate the difference, instead of the absolute distance
to the cones. Note that at 40 km/h, driver 3 was unable to perform
these tests successfully on both 4G and 5G, without deviating
from the track before cone 6 was passed. Similarly, driver 2 was
not able to do so as well on 4G but managed to perform the tests
on 5G instead. And driver 3 was also not able to perform the tests
on 4G at 30 km/h. When comparing the absolute distance to the
cones, the manual-driven vehicle (red x-marks) almost always
starts turning in before the vehicle is passing the cone (GNSS
location of the vehicles is at the rear axle), indicated by the
negative x-value, whereas almost all remote-driven actions are
after the cone has been passed (indicated by positive x-values)
(not shown in Figure 10 but evaluated separately).

From Figure 10, it is clear to see that all (except one outlier: driver
2 at 30 km/h at cone 3) remote-driven vehicles had a significant
position delay with respect to the benchmark. Also, the difference
between 4G and 5G can be seen; however, it is unclear if this is caused
by theminimized communication delay or by the increased experience

TABLE 3 | Connectivity results for the different traffic types and networks/technologies.

Traffic type Techn. (G) Latency

Min (ms) Mean (ms) 95%ile (ms) Max (ms)

Control uplink 4 6.5 21.1 34.2 409.1
Control downlink 4 5.1 9.9 17.0 126.7
Video 1 uplink 4 6.2 27.1 38.5 398.7
Control uplink 5 5.3 12.9 23.1 499.8
Control downlink 5 6.7 9.5 13.3 84.3
Video 1 uplink 5 5.2 16.5 26.0 499.9

FIGURE 8 | Histogram of measured latencies [in (ms)] on 4G vs. 5G network for (A) video uplink, (B) control downlink, and (C) control uplink.
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of the drivers. Additionally, there is an important difference between
drivers, where drivers 1 and 2 have a relatively similar driving style
[reflected in their deviations with respect to the manual driver are
within 1 (m) of each other], whereas driver 3 keeps much more
distance from the cones [for example, 1.4(m) ≤ y-distance ≤ 2.7(m)].
Note here that the manual driver typically already starts turning in
before the cone, whereas in almost all cases, the remote drivers are
actually turning after having passed the cones.

As an example, at 10 km/h with driver 3 on 4G, these
deviations in x-distance indicate a possible time delay between
seeing the cone and actual steering of approximately ranging
between (4.3[m] and 5.7[m]), which would account at a speed of
10[km/h] � 2.78[m/s] for a time delay ranging from 1.55 to 2.05
[s] with respect to manual driving the vehicle in case of driver 3
(worst case). Interestingly, however, this deviation seems to
decrease at higher speeds, indicating that the reaction time of
the remote driver seems to be shorter at higher speeds, indicating
a more focused drive style. The cause of this delay needs to be
further evaluated.

Qualitatively, the remote drivers mentioned they did notice a
small delay compared with normal driving, but they could
perform the maneuvers without actual real problems. It is
noted that the remote drivers had a learning curve to get
familiar with the driving of the vehicles remotely, especially
when switching between the two vehicles using the fleet
management system. All tests were executed with safety
drivers on board. The safety drivers also noticed a delay in
the reaction from the remote driver, confirming the above
results.

4 DISCUSSION

4.1 Measured Latency
The current implementation of the 5G test network does show an
improvement in latency. However, considering the complete
closed-loop delay of the system, this improvement is of only
minor influence. Since these drive tests were also conducted
under safety-critical conditions, any visible packet drops (by
frame dropping at the remote station side) were considered a
safety-critical situation and reason to abort the tests and therefore
not taken into consideration for the results of Section 3.2.
Therefore, the results of the drive tests show only situations,
in which little to no bandwidth limitations were encountered and
can therefore be possibly biased towards ideal network
conditions. The latency measurements also show a certain
baseline in performance. Further testing and research should
lead to an indication to the following:

• the needed level of robustness of the network (howmuch of all
traffic should be received below a certain latency threshold)

• how the network performance can be guaranteed (essential
5G technologies)

The other latencies caused by the processing, decoding, and
encoding of data (Figure 1) are currently a larger bottleneck.
There is however a balance between improving the processing,
decoding, and encoding and improving the network
communication bandwidth (by, for example, applying
slicing for safety-critical applications such as remote

FIGURE 9 | Example of 10 runs of slalom at 10 km/h using remote station A and vehicle 2. Global navigation satellite system (GNSS) has been converted into
Universal Transverse Mercator (UTM) coordinate system to make a comparison in the x–y frame.
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driving). If, for example, the bandwidth on the network side
can be improved or at least ensured, by, for example, use of
slicing, the processing delay can be lowered, by not having to
encode and decode the video stream. Further testing is planned
to evaluate the increase of resolution on the bandwidth
restrictions, and parallel testing using slicing to counteract
this phenomenon will be performed as well.

4.2 Driving Behavior and User Interface
Since remote driving is per definition adding delay into the
entire driving experience (Figure 1, with additional video
encoding/decoding, network delay, etc., with respect to
normal driving), it is difficult to evaluate any performance
on the entire system without taking out of the loop the actual
driver [who accounts for already 500–1,000 (ms) in this
pipeline]. The delay in vehicle maneuvering can be caused
by total processing delay, but also by the limitations in the
user interface, making it more difficult for the remote driver
to actually maneuver the vehicle as a normal driver would.

Further research is needed to evaluate any correlation
between camera positions, video resolutions, and the
influence of lack of tactile and audible feedback to the
remote driver (the current setup is limited to mainly visual
feedback). The correlations between outliers in the network
latency, where measurements showed incidental peaks of
almost 500 (ms), having influence on the driver behavior
is unlikely since the vehicle dynamical bandwidth of the
vehicle system is far lower than these very incidental (and
therefore very low frequent) peaks. Of course, this becomes a
larger issue when the network is flooded with many of these
applications, so research should be done on this. Further
evaluation on its effect is required to conclude any influence.
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