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Content moderation is a critical service performed by a variety of people on social media,
protecting users from offensive or harmful content by reviewing and removing either the
content or the perpetrator. These moderators fall into one of two categories: employees or
volunteers. Prior research has suggested that there are differences in the effectiveness of
these two types of moderators, with the more transparent user-based moderation being
useful for educating users. However, direct comparisons between commercially-
moderated and user-moderated platforms are rare, and apart from the difference in
transparency, we still know little about what other disparities in user experience these two
moderator types may create. To explore this, we conducted cross-platform surveys of
over 900 users of commercially-moderated (Facebook, Instagram, Twitter, and YouTube)
and user-moderated (Reddit and Twitch) social media platforms. Our results indicated that
although user-moderated platforms did seem to be more transparent than commercially-
moderated ones, this did not lead to user-moderated platforms being perceived as less
toxic. In addition, commercially-moderated platform users want companies to take more
responsibility for content moderation than they currently do, while user-moderated
platform users want designated moderators and those who post on the site to take
more responsibility. Across platforms, users seem to feel powerless and want to be taken
care of when it comes to content moderation as opposed to engaging themselves.
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Computer Interaction (HCI)

INTRODUCTION

Although trolling and toxicity online are both hot topics of conversation in the media (Brogunier,
2019; Escalante, 2019; Samson, 2019) and academia alike (Herring et al., 2002; Shachaf and Hara,
2010; Cook et al., 2018) far less-discussed is our current system of dealing with this problem: content
moderation. Content moderators are the average netizen’s first line of defense, reviewing posts to
ensure that they do not violate the website’s terms and policies (Roberts, 2016; Carmi, 2019; Wohn,
2019). Though all content moderators work to protect their website’s users (Grimmelmann, 2015),
the way these protectors are treated and managed differs considerably across platforms (Gillespie,
2019; Seering et al., 2019; Squirrell, 2019; Tyler et al., 2019). Arguably the most significant difference
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across platforms is the type of content moderators: commercial
(contracted) moderators or user volunteers. Though these
moderators can use many of the same sorts of
tactics—deleting offending posts one by one (Squirrell, 2019),
or using more broad measures such as Twitter’s blocklists (Jhaver
et al., 2018)—the two types of moderation can also vary
considerably in terms of how moderators are appointed, who
comes up with the rules/guidelines for appropriate/inappropriate
content (platform-wide company policy vs. user-policed
communities), how transparent they are when enforcing the
rules, and how moderators deal with the toxic content and/or
offenders (Jhaver et al., 2019; Suzor et al., 2019). Moreover, we
know little of how users perceive content moderation and its
effectiveness across these varied platforms.

Although there is plenty of work on content moderation, there is
scant work in the way of content moderation theory. However, the
work of Grimmelmann (2015) and Roberts (2016) gives us a
framework to work with when describing content moderation
practices. Apart from the fact that some moderators are
contracted employees and others are user volunteers, there are
two other key concepts that can be used to differentiate
commercial and volunteer moderation: their centrality and their
transparency. Centralized social media platforms, like Facebook,
have a head that makes all content moderation rules and
decisions—namely, the corporation itself. Contracted content
moderators make their decisions based on the corporation’s rules
and regulations, while on decentralized platforms like Reddit, the
rules are both created and enforced by the users, and can differ
between the individual communities on the platform. Transparency
is a closely-related concept, as it refers to how much of the content
moderation decisions are communicated to users. Extant literature
would suggest that user-moderated platforms are much more
transparent than commercially-moderated platforms (Suzor et al.,
2019), but there has yet to be a study that examines how this core
difference impacts user perceptions: which type of moderation is
preferred, and why. Content moderation is a field of research that is
quickly accelerating, with new research being published regularly
(e.g., Cai and Wohn, 2019; Jhaver et al., 2019; Seering et al., 2019);
without knowing what users are thinking of these developments
though, researchers risk alienating the very people they aim to serve
with their research, creating an ever-growing gap between what is
possible through research and the reality users are experiencing in
their day-to-day platform engagement.

To explore user perceptions of current social media content
moderation practices, thereby closing the gap between researchers’
ideas and users’ realities, we conducted a large-scale survey of social
media users across six major platforms: Facebook (commercially-
moderated), Instagram (commercially-moderated), Reddit
(user-moderated), Twitter (commercially-moderated), Twitch.tv
(user-moderated), and YouTube (commercially-moderated).
Through this survey, participants indicated their own social
media habits and understanding of current content moderation
practices, as well as what they believe best practices should be when
it comes to content moderation. We wanted to see what
possibilities users were aware of in terms of policy and toxicity
prevention, andwhat they know about what is currently happening
on social media, to better understand where users and researchers

stand in relation to one another. However, as described by
Grimmelmann (2015) and others (e.g., Gillespie, 2019; Samples,
2019), there are multiple groups that are involved in content
moderation; therefore, we wanted to check participants’
understanding of content moderation at the 1) corporate level,
2) governmental level, and 3) user level. In this way, we could better
grasp the current state of user perception, allowing us to better
grasp what is missing in terms of user education about content
moderation as it moves forward and evolved. More specifically, we
were able to explore the following research questions:

RQ1) How does the type of content moderator—paid worker
or user volunteer—influence user perceptions of moderation
effectiveness?
RQ2) How familiar are users with current content moderation
practices in social media?
RQ3) What do users believe should be done when it comes to
content moderation on their favorite social media platforms?

METHODS

Participants and Design
To gather user perceptions regarding content moderation
practices and social media, we conducted online surveys with
participants recruited through Amazon’s Mechanical Turk
platform. Recruitment of participants was limited to the
United States to ensure that all participants were referring to
the same government when questioned about governmental
influence in social media. Six parallel surveys were created for
six different social media platforms: Facebook/Facebook
Groups1, Instagram, Reddit, Twitch, Twitter, and YouTube.

TABLE 1 | Users who use multiple platforms divided by primary social media
platform of use.

Facebook Instagram Reddit Twitch Twitter YouTube

N 150 152 151 151 149 149
Facebook 150 120 123 110 116 119
F. Groups 60 54 38 41 43 47
Instagram 90 152 98 89 98 99
Pinterest 40 45 47 27 42 50
Reddit 86 82 151 86 90 104
Snapchat 39 38 43 44 37 42
TikTok 33 24 28 41 28 27
Tumblr 16 16 17 23 22 18
Twitch 47 32 46 151 57 54
Twitter 97 102 105 104 149 98
Wikipedia 54 54 63 66 59 70
YouTube 112 117 123 106 116 149
Other 1 1 0 2 0 1

Note. F. Groups, Facebook Groups. All “Other” categories were either LinkedIn or
Slorum.

1Perceived positivity or negativity and confidence in knowledge of content
moderation practices were not assessed separately for Facebook Groups, as they
were considered part of Facebook in the survey.
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For each survey, 150 participants were recruited on Mechanical
Turk (exact numbers of responses per survey, as well as social
media usage statistics per participant, are presented in Table 1)
per survey. Of the original 1,071 participants, 62 did not complete
the survey in its entirety, 103 were disqualified for not being users
of the platform in question, and four were disqualified for failing
an attention check question (participants were asked to select
YDB from a series of three-letter combinations).

Our final 902 participants were aged 18 to 71 (M � 35.31, SD �
10.51) and mostly identified as men (524, 58.1%). Another 313
participants identified as female (34.7%), and eight participants
identified as non-binary (0.9%); 57 chose to not disclose their
gender identification. The majority of these participants were
Caucasian (637, 70.6%), followed by Latino/Hispanic (69, 7.6%),
then African American (54, 6.0%), Asian American (38, 4.2%),
Native American (8, 0.9%), Middle Eastern (3, 0.3%), or mixed
(15, 1.7%). Seventy-eight participants chose to not disclose
their race.

Each survey asked a series of multiple-choice questions about
toxic content on that social media platform (e.g., “How positive or
negative do you perceive [social media platform] to be?”,
measured on a 5-point Likert scale). Because the surveys were
utilized to perform a cross-platform analysis of user perceptions
of effective strategies for managing toxicity, each survey asked the
same questions for which the answer options were minimally
modified to fit the social media platform’s affordances. For
example, of the platforms surveyed, only Reddit has
administrators who are involved in content moderation; thus,
although Redditors were asked about how involved
administrators (admins) should be in content moderation,
none of the other platforms were. On average, participants
took 9 min to complete a survey. If the participant had then
successfully completed the survey, they were compensated $1.50
(USD) for their time.

Procedure
First, participants were asked the frequency of utilizing the
features of the particular social media platform in question
and the length of time they have used the platform. They were
also asked how confident they were in their knowledge of
content moderation practices on the platform, and how
positive or negative they perceive the platform to be,
negative referring here to toxicity. Following these
questions, they were asked who they believe is currently
responsible for deciding the appropriateness of a post or
comment and who they believe should be responsible for
deciding the appropriateness of a post or comment.
Specific answer options varied based on the affordances of
the platform, but they all fell into one of five categories: the
person who posted the post or comment (poster), the intended
audience of the post or comment (audience), all users of the
platform (users), volunteer moderators (moderators), or
commercial content moderators (company). They were also
asked how involved they believe the government should be in
managing platform-based content, and what initiatives the
government should or should not be taking in regards to
companies and content moderation.

After expressing their opinions regarding content moderation
practices on their platform of choice, they were asked about how
users can combat toxicity themselves: “How effective do you
think are the following strategies in terms of getting rid of
toxicity?” Each survey had different individual strategies based
on the particular platform that were grouped (minimum of three
strategies per group) into the following categories: blocking,
shaming, education/communication, humor, ignoring,
reporting, and encouraging positivity. A previous study
identified these categories as being the most prominent and
effective in handling online harassment (Cai and Wohn,
2019). A full list of questions analyzed in the present study is
available in Supplementary Material.

RESULTS

All analyses were performed using RStudio (RStudio Team,
2020). Packages used were dplyr (Wickham et al., 2020),
questionr (Barnier et al., 2018), and sjstats (Lüdecke, 2020).

User Perception of Platforms’ Efficacy in
Dealing With Toxicity
In terms of our participants’ perception of how toxic they
perceived their social media platform of choice to be, there
were no significant differences between commercially-
moderated (Facebook, Instagram, Twitter, YouTube; M � 0.67,
SD � 0.96), and user-moderated (Facebook Groups, Twitch,
Reddit; M � 0.79, SD � 0.89) platforms, F (1,900) � 3.17, p �
0.07. However, we also examined how confident participants were
in their knowledge of content moderation practices on their social
media platform of choice and found significant differences
between the commercially-moderated and user-moderated
platforms (F (1,900) � 4.70, p � 0.03, η2 � 0.01), with
participants reporting generally feeling more confident in their
knowledge of content moderation run by volunteers (M � 3.30,
SD � 1.23) than by professionals (M � 3.11, SD � 1.29). This is
logical, as, in sites run by volunteer moderators, the moderation is
visible to users, while it is hidden in commercial moderation
situations.

Allocation of Responsibility in Dealing With
Toxicity
Participants’ perceptions regarding how commercially-
moderated and user-moderated platforms currently allocate
moderation responsibility across the parties involved for both
posts and comments are presented in Table 2.

To determine if there are significant differences between how
users believe responsibility is currently being allocated vs. how
they believe it should be allocated between the aforementioned
parties, we ran a series of t-tests. On commercially-moderated
platforms, there are no designated moderators, while on user-
moderated platforms, the entirety of the user-based is
encompassed by posters, audience, and moderators. The t-test
results are as follows. For posts on commercially-moderated
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platforms, t-test results were only significant for the company at
3.28 (p ≤ 0.001). In terms of comments on these websites,
however, results were significant for posters is (t � −2.97, p ≤
0.001), audience (t � 4.48, p ≤ 0.001), users (t � 3.56, p ≤ 0.001),
and company (t � −2.60, p ≤ 0.01). For posts on user-moderated
platforms, t-test results were only significant for posters (t � 1.97,
p ≤ 0.05) and audience (t � 3.50, p ≤ 0.001). In terms of comments
on these sites, t-test results were only significant for audience
(t � 3.21, p ≤ 0.001) and company (t � −0.88, p ≤ 0.01).

In general, it would appear that on commercially-moderated
platforms, users want the company to take more responsibility
than they currently are for content moderation of posts. However,
when it comes to comments, participants believe both the poster
and company should be held more accountable for content
moderation, and the burden on the audience and users should
be reduced. On user-moderated platforms, a different picture
emerges. Participants using these platforms seem generally
satisfied with how much responsibility both moderators and
the company have in terms of content moderation, both when
it comes to posts and comments. That said, they want to reduce
the responsibility put on both posters and their audience when it
comes to moderating posts, and reduce the responsibility put on
the audience when it comes to moderating comments.

However, this still leaves us with the question of where users
on these platforms believe this extra responsibility taken from
posters and their audience should be allocated, if not to the
company or the designated moderators. To this end, we also
investigated how involved participants believed the government
should be in content moderation, and in what kinds of initiatives
they should be investing their time. These initiatives are, in order
of popularity among our participants, 1) collecting data about
social media practices, 2) creating and maintaining a list of best
practices concerning content moderation on social media, 3)
monitoring companies to ensure that they adhere to their content
moderation responsibilities, 4) contacting offenders on social
media to enforce policies, and 5) directly monitoring social
media content.

The means and standard deviations for these proposed
initiatives for participants who primarily use commercially-
moderated or user-moderated platforms are as follows. For
commercially-moderated platforms, for 1) collecting data the
mean was 3.38 and the standard deviation 1.30, 2) best
practices the mean was 2.98 and the standard deviation was
1.34, 3) monitoring companies the mean was 2.76 and the
standard deviation 1.49, 4) contacting offenders the mean was

2.63 and the standard deviation 1.49, and 5) monitoring content
the mean was 2.52 and the standard deviation was 1.53. For user-
moderated platforms, for 1) collecting data the mean was 3.30
and the standard deviation 1.32, 2) best practices the mean was
2.94 and the standard deviation was 1.38, 3) monitoring
companies the mean was 2.82 and the standard deviation 1.48,
4) contacting offenders the mean was 2.66 and the standard
deviation 1.50, and 5) monitoring content the mean was 2.58 and
the standard deviation was 1.55. Facebook Groups is considered a
part of Facebook for the purpose of these scores.

We first noticed that the order of importance/popularity of
these different initiatives remains the same, regardless of how the
platform is moderated: participants seem to believe that the
government should be more involved in collecting data (e.g.,
how often companies are actively punishing offenders, how many
offensive posts are caught per month) than in the direct
monitoring of social media content. It is also worth noting
that the only initiative that scored an average over 3.00 was
data collection, suggesting that most users do not seem to want
the government to be too involved in content moderation.

User-Based Toxicity Interventions and
Efficacy
At the outset, we wanted to discover how often our participants
engaged in toxicity management strategies such as reporting posts or
offenders and messaging moderators or website administrators.
However, there are many factors that could influence the
frequency of participants’ engagement in toxicity management:
participants’ age, beliefs about how content moderation is
currently being handled, beliefs about how it should be handled,
and how intense a social media user they are, to name a few.
Nonetheless, our primary interest was in how often users on
commercially-moderated platforms vs. users on user-moderated
platforms engage in toxicity management. An ANOVA revealed
that there was no such significant difference (F (1,900) � 2.18, p �
0.14), but we still wanted to investigate if the amount of time spent by
users engaging in toxicity management was predicted by the same
variables on both commercially-moderated and user-moderated
platforms. To explore this, we tested two models, each predicting
the amount of time spent on toxicity management: one on
commercially-moderated platform users, and one on user-
moderated platform users. Our results are presented in Table 3.

Generally, it would seem that on both commercially-
moderated and user-moderated platforms, how confident a

TABLE 2 | Mean scores for responsibility allocation for content moderation according to moderation type.

Mod.
Type

Cont.
Type

Posters Audience Moderators Users Company

Cur Ideal Cur Ideal Cur Ideal Cur Ideal Cur Ideal

Commercial Posts 3.16 3.20 2.18 2.13 NA NA 2.13 2.06 3.06 3.24
Comm 3.02 3.20 2.41 2.08 NA NA 2.36 2.09 3.02 3.19

Users Posts 3.08 2.93 2.46 2.16 2.70 2.70 NA NA 2.88 3.01
Comm 2.91 2.82 2.60 2.37 2.84 2.92 NA NA 2.92 2.99

Note. On commercially-moderated platforms, there are no designated moderators, while on user-moderated platforms, the entirety of the user-based is encompassed by posters,
audience, and moderators. Mod. Type, Type of Moderation; Cont. Type, Type of Content; Cur., Current; Comm., Comments.
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user is in the platform’s content moderation practices has a
significant influence on how much toxicity management users
engage in, with more confident users engaging in more toxicity
management. Exactly howmuch a user engages with the platform
also helps determine how much toxicity management a user
performs, whether that be doing things like actively posting and
commenting (active consumption), or simply browsing and
clicking “like” every now and then (passive consumption).

From here, the results begin to diverge more significantly
between commercially- and user-moderated platforms. On
commercially-moderated platforms, more intense users,
i.e., those who use the most functions on social media the
most often, also engage in more toxicity management,
further corroborating our results with active and passive
consumption. Gender also plays a role in the amount of
toxicity management users engage in, with men performing
more than women, on average. None of these effects were
significant on user-moderated platforms. In addition,
participants’ beliefs about current levels of engagement by
both the intended audience of posts and all users generally
when it comes to posts both predicted toxicity management
levels on commercially-moderated platforms. The more
involved participants believed that the intended audience and

users more generally are, the more toxicity management they
themselves engaged in, while this was not the case for user-
moderated platforms. Their ideal amount of content
moderation engagement in terms of general users of the
platform also impacted toxicity management levels on
commercially-moderated platforms, with more engagement
ideally leading to more toxicity management by participants.
On user-moderated platforms, beliefs about current moderation
engagement had no impact on actual amounts of toxicity
management by participants; however, beliefs about ideal
content moderation engagement did. The more engagement
the participant in question believed the audience should engage
in, be it for posts of comments, the more toxicity management
they themselves performed. In sum, it would seem that if our
participants believe others should be held accountable for
toxicity, they also hold themselves accountable and try to do
their part to clean up social media.

However, we also wanted to see what kind of user-based
interventions our participants thought were effective in this
clean-up effort. Is that time spent reporting offenders more
effective on commercially-moderated or user-moderated
websites, for instance? The scores for each intervention type
evaluated are presented in Table 4.

TABLE 3 | Regressions predicting the amount of time spent by participants on toxicity management.

Commercially-moderated User-moderated

F (24,402) = 34.29, R2 = 0.65 F (24,116) = 19.58, R2 = 0.76

B Σ P B σ P

Age −0.01 0.004 0.42 −0.04 0.01 0.29
Gender (male to female) −0.06 0.08 0.02 −0.01 0.13 0.56
Gender (male to non-binary) −1.06 0.47 0.49 0.07 0.71 0.89
Intensity of social media usage 0.08 0.15 0.03 −0.38 0.27 0.17
Confidence in knowledge of content moderation practices 0.13 0.04 < 0.001 0.19 0.06 0.003
Positive/Negative perception of the social media platform −0.06 0.05 0.20 −0.13 0.08 0.11
Passive consumption 0.13 0.06 0.05 0.28 0.12 0.02
Active consumption 0.22 0.06 < 0.001 0.59 0.12 < 0.001
Beliefs regarding current levels of engagement in moderation practices (by content type) by:
Poster (posts) −0.02 0.06 0.70 −0.16 0.09 0.07
Audience (posts) 0.15 0.06 0.02 0.09 0.08 0.25
All users (posts) 0.16 0.06 0.01 NA NA NA
Moderators (posts) NA NA NA −0.08 0.12 0.48
Company (posts) −0.005 0.06 0.94 0.03 0.12 0.81
Poster (comments) 0.01 0.05 0.86 0.09 0.08 0.27
Audience (comments) 0.04 0.05 0.42 −0.02 0.08 0.83
Users (comments) 0.004 0.05 0.94 NA NA NA
Moderators (comments) NA NA NA −0.11 0.11 0.31
Company (comments) 0.07 0.05 0.20 0.09 0.12 0.48

Beliefs regarding ideal levels of engagement in moderation practices (by content type) by:
Poster (posts) −0.08 0.06 0.23 0.07 0.08 0.36
Audience (ideal - posts) −0.02 0.07 0.76 0.15 0.07 0.05
All users (posts) 0.24 0.06 < 0.001 NA NA NA
Moderators (ideal - posts) NA NA NA −0.04 0.14 0.77
Company (posts) −0.02 0.06 0.72 −0.04 0.10 0.68
Poster (comments) 0.01 0.07 0.91 −0.01 0.08 0.94
Audience (comments) 0.06 0.06 0.34 0.17 0.08 0.02
All users (comments) 0.11 0.06 0.09 NA NA NA
Moderators (comments) NA NA NA −0.24 0.14 0.09
Company (comments) −0.02 0.05 0.65 0.08 0.09 0.38

Note. On commercially-moderated platforms, there are no designated moderators, while on user-moderated platforms, the entirety of the user-based is encompassed by posters,
audience, and moderators. Significant results are bolded.
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Once more, we see that the pattern or order of effectiveness
barely differs between commercially-moderated and user-
moderated platforms; apart from humor being perceived as
slightly more effective than shaming on commercially-
moderated platforms, and the reverse being true on user-
moderated platforms, there are no differences. Blocking and
reporting offenders are consistently perceived as being the
most effective user-based toxicity management strategies, while
humor and shaming are consistently perceived as being the least
effective. However, to further explore the differences between
users of commercially-moderated and user-moderated platforms,
we also ran several ANOVAs to see if the type of moderation
made any difference to the perception of user effectiveness. All
but one of these were insignificant [Fs (1,900) ≤ 1.71, ps > 0.19]:
shaming was perceived as slightly more effective on user-
moderated platforms than on commercial platforms, F (1,900) �
7.76, p � 0.01, η2 � 0.01. However, it is important to note that
none of these mean values surpassed 3.00, suggesting that users
generally find user-based toxicity management to be largely
ineffective.

DISCUSSION

In terms of our first– how does the type of content moderator,
employee or user volunteer, influence user perceptions of
moderation effectiveness—and second—how familiar are users
with current content moderation practices in social
media—research questions, we found mixed results. Although
participants did not see a major difference in toxicity levels
between commercially-moderated or user-moderated platforms,
they did feel significantly more confident in their understanding of
content moderation practices on user-moderated platforms.
Participants who were more confident in this knowledge also
reported engaging in more toxicity management behaviors
themselves. This is in line with earlier studies that suggest
moderation transparency is critical to ensuring users know how
to behave online (West, 2018; Jhaver et al., 2019; Suzor et al., 2019).
However, it seems as though participants did not believe their own
efforts were effective, as toxicity levels remained the same,
irrespective of the type of moderation. This is an interesting
result, as existing content moderation work would suggest that

at least some user interventions are effective toxicity deterrents
(Leavitt and Robinson, 2017). Platforms may want to consider
employing new strategies when it comes to educating users
regarding effective user-based toxicity interventions, as there
appears to be a disconnect between the user perception and the
social media reality.

This idea of user ineffectiveness is also reflected in the results
pertaining to our third research question: what do users believe
should be done when it comes to content moderation on their
favorite social media platforms? Although blocking and
reporting were perceived as being the most effective
strategies a user could employ from those listed (Cai and
Wohn, 2019), none of the strategies were considered very
effective overall. Instead, while on commercially-moderated
platforms, participants wanted the company to take more
responsibility for moderation and remove the burden from
users, participants on user-moderated platforms wanted the
moderators to have the most responsibility and the posters to
also take responsibility for what they put online. This is
interesting in light of the importance of transparency
(Roberts, 2016; West, 2018; Jhaver et al., 2019; Suzor et al.,
2019); though our participants were often heavy users of social
media and engaged in significant amounts of toxicity
management, it would seem that they would rather content
moderation be a separate job. This would suggest that though
transparency is important and effective (Grimmelmann, 2015;
Carmi, 2019; Jhaver et al., 2019; Tyler et al., 2019), it is not
desirable; social media users seem to appreciate having a big
brother figure—be that a corporation, a more responsible user,
or the government—take care of the details without individual
users having to worry about making these decisions. This could,
however, be due to social media users being unaware of the full
extent of the possibilities regarding their own involvement.
Though not necessarily common practice today, social media
users could someday be involved in the creation of the policies
that govern them, or perhaps “content moderator” could
become an elected position. Future studies into content
moderation and its effectiveness should still be careful to
take the user’s perspective into consideration, but not let that
limit how social media grows and evolves over time.

Of course, this study can only be interpreted in the social
media context; it is entirely possible that these patterns do not
hold in other contexts, such as online games or more specialized
online fora. Future studies could investigate these other
platforms to see if the desire for governmental or corporate
involvement in content moderation differs elsewhere. In
addition, this survey was conducted among Americans, albeit
varied in racial identity; future studies should seek to test these
results in other cultures to see what is generalizable and what is
not. However, that said, research concerning content
moderation among Americans typically brings up questions
of free speech (Wohn et al., 2017; Samples, 2019), while our
results would suggest that our American participants actually
appreciate the caretaker role of government and corporation.
There is still considerable room for scholarship concerning how
we balance power, responsibility, and freedom on the Internet
across all cultures and platforms.

TABLE 4 | Perceptions of user strategy effectiveness in dealing with toxicity.

Commercially-
moderated

User-moderated

M SD M SD

Blocking 2.91 0.68 2.93 0.68
Reporting 2.84 0.75 2.80 0.71
Positivity 2.59 0.95 2.57 0.86
Ignoring 2.48 0.96 2.48 0.93
Edu/Comm 2.21 0.82 2.19 0.91
Humor 1.96 0.95 2.05 0.95
Shaming 1.89 0.95 2.07 0.89

Note. Edu/Comm, Education and Communication. Positivity refers to the
encouragement or enacting of prosocial behavior on the platform.
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