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Recent studies have focused on humanoid robots for improving distant communication.
When a user talks with a remote conversation partner through a humanoid robot, the
user can see the remote partner’s body motions with physical embodiment but not the
partner’s current appearance. The physical embodiment existing in the same room with
the user is the main feature of humanoid robots, but the effects on social telepresence,
i.e., the sense of resembling face-to-face interaction, had not yet been well demonstrated.
To find the effects, we conducted an experiment in which subjects talked with a partner
through robots and various existing communication media (e.g., voice, avatar, and video
chats). As a result, we found that the physical embodiment enhances social telepresence.
However, in terms of the degree of social telepresence, the humanoid robot remained
at the same level as the partner’s live video, since presenting partner’s appearance also
enhances social telepresence. To utilize the anonymity of a humanoid robot, we proposed
the way that produces pseudo presence that is the sense of interacting with a remote
partner when they are actually interacting with an autonomous robot. Through the second
experiment, we discovered that the subjects tended to evaluate the degree of pseudo
presence of a remote partner based on their prior experience of watching the partner’s
body motions reproduced by a robot. When a subject interacted with an autonomous
robot after interacting with a teleoperated robot (i.e., a remote operator) that is identical
with the autonomous robot, the subjects tended to feel as if they were talking with a
remote operator.

Keywords: teleoperated robot, autonomous robot, videoconferencing, avatar, face-to-face, social telepresence,
face tracking

Introduction

Currently, we can easily use audio and videoconferencing software. Audio-only conferencing, such as
a voice chat, has a problem in that social telepresence decreases. The social telepresence is the sense of
resembling face-to-face interaction (Finn et al., 1997). Enhancing social telepresence psychologically
makes the physical distance between remote people less and saves time and money on travel. The
most common method of enhancing social telepresence is videoconferencing. It had been proposed
that live video can transmit the social telepresence of a remote conversation partner (Isaacs and
Tang, 1994; de Greef and Ijsselsteijn, 2001). However, videoconferencing is closer to a situation of
talking through a window than face-to-face conferencing due to a display.

To further enhance social telepresence, recent studies have begun on robot conferencing in which
people talk with a remote conversation partner through teleoperated humanoid robots. The robots
use motion tracking technologies to reflect partner’s facial and body motions in real time. The main
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features of robot conferencing are to transmit conversation part-
ner’s body motions and to present these motions via a physical
embodiment. The physical embodimentmeans the substitution of
a partner’s body that exists physically in the same place as a user.
Thus, it is expected that the user may feel closer to face-to-face
interaction. Some studies reported superiorities of robot confer-
encing to videoconferencing (Morita et al., 2007; Sakamoto et al.,
2007). One such study showed that the teleoperated robot, which
has a realistic human appearance, enhances social telepresence
compared with audio-only conferencing and videoconferencing
(Sakamoto et al., 2007). Even so, it is difficult that each user owns
a robot with his/her realistic appearance due to the high cost.
For this reason, a teleoperated robot that has a human-like face
without a specific age or gender is developed (Ogawa et al., 2011).
However, there is a question whether such an anonymous robot
can produce higher social telepresence compared with videocon-
ferencing in which a user can see the remote partner’s motion and
appearance.

As the communication medium similar to the robot conferenc-
ing, avatar chats are available. Recently, it has become easy and
inexpensive to use avatar chats such as avatar Kinect. The avatar
chat resembles the robot conferencing in transmitting user’s body
motions without disclosing the user’s appearance, but differs in
reflecting these movements onto a computer graphics animation,
which does not have a physical embodiment. A lot of studies
found positive effects of avatar on distant communication (Garau
et al., 2001; Bailenson et al., 2006; Bente et al., 2008; Kang et al.,
2008; Tanaka et al., 2013). Several such studies focused on social

telepresence reported that avatar chats are better than audio-
only communication (Bente et al., 2008; Kang et al., 2008), but
worse than videoconferencing (Kang et al., 2008). Thus, present-
ing partner’s body motion and appearance might contribute to
produce social telepresence. If the physical embodiment does not
produce social telepresence, the usefulness of humanoid robots
would decrease since robots are more expensive than videos and
avatars.

In this study, we conducted two experiments to prove the
usefulness of humanoid robot. First, it is necessary to demon-
strate that the physical embodiment enhance social telepresence
independently from the transmitting information, e.g., audio,
motion, and appearance. In the first experiment, we investigated
how the physical embodiment and transmitting information fac-
tors influence the social telepresence (Tanaka et al., 2014). To
analyze the effects of the two factors separately, we prepared
six communication methods as shown in Figure 1. The voice
chat, avatar chat, and videoconferencing that do not have a
physical embodiment transmit audio-only, audio+motion, and
audio+motion+ appearance, respectively. The robot conferenc-
ing that has a physical embodiment transmits audio+motion,
and so it corresponds to the avatar chat as described above. As the
method that corresponds to the voice chat, we set an inactive robot
conferencing that transmits audio but no motion. Furthermore,
we assumed that the face-to-face interaction corresponds to the
videoconferencing.

Another method to prove the usefulness is to demonstrate
that humanoid robots produce pseudo presence of remote
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FIGURE 1 | Conditions and the setups of the first experiment (length unit: centimeters): the six communication methods divided into physical
embodiment and transmitting information factors.
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conversation partner. Pseudo presence means the feeling of
interacting with a remote operator when interacting with an
autonomous robot. The two main types of humanoid robots
are teleoperated and autonomous. Teleoperated robots transmit
remote operator’s social telepresence by reproducing remote oper-
ator’s behavior. On the other hand, autonomous robots produce
remote operator’s pseudo presence by behaving as being con-
trolled by a remote operator. We hence believe that the essential
difference between these robots is the presence or absence of
a remote operator. If autonomous robots generate human-like
behavior comparable to body motions obtained by motion track-
ing technologies, the user could feel pseudo presence of remote
partner even when interacting with the autonomous robot. Thus,
to decide presence/absence of conversation partner in interact-
ing with an autonomous robot, prior experience of watching the
remote partner’s motion reproduced by teleoperated robot whose
design is identical as the autonomous robot may be needed.

We expect that the presence of a remote partner in interacting
with a teleoperated robot will be recalled in interacting with an
autonomous robot by the robot’s behaviors and the user might
continue to feel the partner’s presence. First, a user experiences the
teleoperated mode in which the user talks with a remote conver-
sation partner through a robot synchronized to the partner’s body
motions. After that, the user experiences the autonomous mode
in which he/she talks with an autonomous system operating the
same robot used in the teleoperated mode. This system generates
talking behaviors, e.g., lipmotion, from the pre-recorded partner’s
speech, or nod motions from the user’s speech.

There are some applications that a remote operator provides
services through a teleoperated robot. An autonomous robot could
give the user the same services instead of a remote operator if the
robot is able to produce the pseudo presence. In the example of an
interaction robot (Ranatunga et al., 2012; Tanaka et al., 2012), if
a user who is living alone talked with a remote caregiver through
the robot, the user might continue to feel the caregiver’s presence
even after moving to the autonomousmode. The pseudo presence
of remote caregiver may reduce the user’s feeling of loneliness
more effectively even if the remote caregiver is not talking actually.
For a lecture robot (Hashimoto et al., 2011), the students might
feel the remote teacher’s presence at an autonomous lecture after
preliminarily greeting each other in the teleoperated mode. Due
to the pseudo presence of remote teacher, the students may pay
attention to the lecture even if the lecture is autonomously repro-
duced. While an autonomous robot interacts with the user, the
remote operator does not have to work.

In the second experiment, we compared presence or absence of
the prior experience of talking with remote conversation partner
through a robot. Our approach that changes the dialog modes
of a robot from teleoperated to autonomous utilizes a weakness
of anonymous humanoid robot that is the lack of appearance.
Therefore, this approach can be applied to media, which do not
show partner’s current appearance. To confirm the contribution
of physically embodied body motion to produce the pseudo pres-
ence, we conducted the comparison also in audio-only communi-
cation in which the user cannot see the partner.

The paper is organized as follows. The next section presents
the related work. Section “Subjects” explains about the subjects

whoparticipated in our experiments. Sections “Experiment 1” and
“Experiment 2” explain the methods and the results of the first
and second experiment, respectively. The first experiment inves-
tigates whether the features of humanoid robot enhance social
telepresence. The second experiment investigates the effects of
humanoid robot on producing pseudo presence of remote conver-
sation partner. Section “Discussion” discusses the results of these
experiments. Finally, Section “Conclusion” concludes the paper.

Related Work

This study is related with the telerobotics and intelligent robotics.
In the telerobotics field, many studies have proposed various
teleoperated robots that present the operator’s facial movements
(Kuzuoka et al., 2004; Morita et al., 2007; Sakamoto et al., 2007;
Ogawa et al., 2011; Sirkin and Ju, 2012) with a physical embod-
iment. Several studies reported the superiority of robot confer-
encing to videoconferencing. One such study showed that the
eye-gaze of remote person reproduced by a robot was more
recognizable than by a live video (Morita et al., 2007). The study
with regard to social telepresence concluded that teleoperated
robot transmitted a higher social telepresence of a remote conver-
sation partner than audio-only and videoconferencing (Sakamoto
et al., 2007). However, this result seems somewhat obvious, since
the teleoperated robot reproduced the whole body of a person,
whereas the videoconferencing only showed conversational part-
ner’s head. The video image of only a head is harmful to social
telepresence (Nguyen and Canny, 2009), so that a superiority of
robot conferencing to videoconferencing, which shows the whole
body of a person was also not clear. Furthermore, the teleop-
erated robot that was used in the study had a specific person’s
appearance, and so it was not clear, which of the factors, the phys-
ical embodiment, the appearance, or the ability to present body
motions, enhanced social telepresence. To clarify them, we used
an anonymous teleoperated robot (Ogawa et al., 2011) that has a
human-like face without a specific age or gender, and compared it
with partner’s life-size video.

In videoconferencing research, it was reported that the remote
person’s movement that was augmented by a display’s physical
movement enhanced the social telepresence (Nakanishi et al.,
2011). This result implies that the physically embodied body
motion enhances social telepresence.

In the intelligent robotics field, there are studies that focused
on the effects of the physical embodiment on social presence (Lee
et al., 2006; Bainbridge et al., 2011). These studies showed that a
humanoid robot produces higher social presence than on-screen
agents. These studies evaluated whether people interact with a
non-human social agent (i.e., robots and on-screen agent) as if
it were an actual human. By contrast, our experiments evaluated
whether people feel being with a remote conversation partner
in the same room when talking with a humanoid robot. When
the teleoperated robot conveyed remote partner’s body motions,
we estimated the degree of remote partner’s social telepresence.
On the other hand, when the robot moves automatically, we
estimated the degree of the partner’s pseudo presence. There is a
possibility that the physical embodiment contributes to enhance
these presence.
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There are some technologies that generate talking behaviors
autonomously instead of transmitting remote partner’s behaviors.
If a robot can generate human-like talking behaviors, a user may
believe that it ismoving based on the partner’s bodymotions, since
the user does not know the partner’s current appearance or behav-
ior. Many past studies have proposed algorithms to generate talk-
ing behaviors from someone’s speech (Cao et al., 2005; Salvi et al.,
2009; Lee et al., 2010; Watanabe et al., 2010; Le et al., 2012; Liu
et al., 2012). These studies generated human-like talking behaviors
that were as natural and various as possible. But no research has
investigated whether this approach produces the sense of talking
with a remote partner. We predicted that prior experience of
watching the remote partner’s behavior reproduced by a robot
produces the sense when watching talking behavior generated by
the same robot. A robot that can be controlled by teleoperated
and autonomous modes has been developed (Ranatunga et al.,
2012), but the effect of changing thesemodes onproducing remote
partner’s presence has not been clarified.

Subjects

Thirty-six undergraduates (17 females and 19 males) and 16
undergraduates (9 females and 7 males) participated in our first
and second experiments, respectively. We used a recruitment
website for part-timeworkers to collect the subjectswho lived near
our university campus.

We did not choose students of master’s course and upward as
subjects to prevent an influence of their expertise on the results.
For the same reason, we employed mainly liberal arts under-
graduates or science and engineering undergraduates who do not
study about robotics. The subjects had nevermet the experimenter
before the experiment.

We recorded the experiments and interviews for the subjects.
The subjects were required to sign a consent form that confirmed
whether they agree with the recording. The consent form also
confirmed whether the recorded movies could be used for pre-
sentations, articles, or TV programs. If the subject does not agree
with using their movies, he/she could refuse it. We are holding the
consent forms and movies under lock and key.

Experiment 1

This section presents the first experiment in which we investi-
gated how the physical embodiment and transmitting information
factors influence on social telepresence.

Hypothesis
The main features of robot conferencing are to have a phys-
ical embodiment and to transmit conversation partner’s body
motions. We predicted that these features enhance social
telepresence. A previous study showed the superiority of a
humanoid robot that has realistic appearance to videoconferenc-
ing (Sakamoto et al., 2007). In addition, several previous stud-
ies reported that avatars that transmit partner’s body motions
enhance social telepresence compared with audio-only media
(Bente et al., 2008; Kang et al., 2008). Since these findings suggest
the contribution of the robot’s features on social telepresence, we
made the following two hypotheses.

Hypothesis 1: a physical embodiment enhances the social telep-
resence of the conversation partner.
Hypothesis 2: transmitting body motions enhances the social
telepresence of the conversation partner.

Conditions
The hypotheses described in the preceding section consist
of these two factors: physical embodiment and transmitting
information. The physical embodiment factor had two lev-
els, with/without-physical embodiment, and the transmitting
information factor had three levels, audio, audio+motion, and
audio+motion+ appearance. Thus, to examine the hypotheses,
we prepared six conditions of a 2× 3 design shown in Figure 1.

As described in Section “Introduction,” both robot confer-
encing and avatar chat transmit remote person’s body motions
without disclosing the person’s appearance. We thus supposed
that the avatar chat can become robot conferencing by adding a
physical embodiment. Similarly, we assumed that the voice chat
becomes an inactive robot conferencing, which does not transmit
the body motions of a remote person and the video chat can
become face-to-face communication by adding a physical embod-
iment. In terms of the transmitting information, we assumed that
the voice chat and inactive robot transmit only audio, the avatar
and robot transmit audio and motion, and the video and face-to-
face transmit audio, motion, and appearance. These assumptions
allowed us to analyze the effect of adding a physical embodiment
to existing communication media. The details of each condition
are described below.

Active Robot Condition (Transmitting Audio and
Motion with a Physical Embodiment)
The subject talked to the conversation partner while looking at the
robot. The robot had a three-degrees-of-freedom neck and a one-
degree-of-freedom mouth. The head and lips moved at 30 frames
per second according to the sensor data sent from face tracking
software (faceAPI), which was running in a remote terminal and
capturing the conversation partner’s movements. The camera for
face tracking was set behind the robot. The microphone speaker
was set behind the robot. The robot was dressed with the same
gray shirt as the conversation partner.

Avatar Condition (Transmitting Audio and Motion
but no Physical Embodiment)
The subject talked to the conversation partner while looking at
an anonymous three-dimensional computer graphics avatar that
reflected the conversation partner’s head and lip motions. The
avatar consisted of a skin-colored cylindrical head, black lips,
black eyeballs, and a gray conical body, which was the same
color as the shirt of the conversation partner. In the preliminary
experiment, we used an avatar, which had a spherical head and a
realistic shirt, which looked like the robot. However, there were
some subjects who felt hard to notice facial movements of the
avatar. This problem was solved by changing the design of avatar
to a cylindrical head. The recognizable facial movements might
improve social telepresence, and so we employed the cylindrical
head. In addition, we modified its body to a conical shape to
standardize the abstraction level of the looks. The diameter of the
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head was equal to the breadth of the robot’s head (13.5 cm). The
conversation partner’s head and lip motions were tracked in the
sameway as on the active robot condition. The head translated and
rotated with three degrees of freedom. The lips were transformed
based on the three-dimensional positions of 14markers. The head
and lipsmoved at 30 frames per second. The avatarwas shownon a
40′′ display. The display was set longitudinally on the other side of
the desk. The bezel of the display was covered with a white board,
so that the true display area was 49 cm by 56 cm. The microphone
speaker was set behind the display. There were two cameras on
top of the display. One was for face tracking, and the other was for
live video. In this condition, the camera for live video was covered
with a white box. The camera was used in the video condition
described below.

Face-to-Face Condition (Transmitting Audio, Motion,
and Appearance with a Physical Embodiment)
The subject talked to the conversation partner in a normal face-to-
face environment. The conversation partner wore a gray shirt. The
distance from the subject to the conversation partner was adjusted
to 150 cm so that the breadth of the conversation partner’s head
looked the same as the breadth of the robot’s head (13.5 cm).

Video Condition (Transmitting Audio, Motion, and
Appearance but no Physical Embodiment)
This condition was identical to a normal video chat. The subject
talked to the conversation partner while looking at a live video of
the conversation partner. The conversation partner wore a gray
shirt. The resolution of the camera for live video was 1280 pixels
by 720 pixels, and its frame rate was 30 frames per second. The
video was shown on the same display that was used in the avatar
condition. Thus, the true display area was 49 cm by 56 cm. The
horizontal angle of view was adjusted to 87° so that the breadth
of the conversation partner’s head was equal to the breadth of
the robot’s head (13.5 cm) on the display. The camera for face
tracking that was used on the avatar condition was covered with a
white box.

Inactive Robot Condition (Transmitting Audio with a
Physical Embodiment)
The subject talked to the conversation partner while looking at the
inactive robot. The camera for face tracking that was used on the
active robot condition was covered with a white box. The subject
was preliminarily informed that the robot did not move in this
condition.

Audio-Only Condition (Transmitting Audio but no
Physical Embodiment)
This condition was similar to a normal voice chat. The subject
talked to the conversation partner through only a microphone
speaker that was set on the desk.

In the preliminary experiment, some subjects doubted that
the experimenter would be looking at them from somewhere
even if the experimental condition required no camera. We hence
informed the subjects that the dialog environments of the subject
side and the conversation partner side were the same in all the
conditions. To make the subjects believe this bi-directionality of

the dialog environments, the subjects were shown a live video
of the subjects’ avatar, robot, or video, which were seen by the
conversation partner on a 7′′ display before each experiment.
At the same time, the subjects confirmed that their avatar and
robot reflected their face and lip movements. The subjects also
confirmed that the avatar and robot in front of them reflected the
conversation partner’s face and lipmovements by comparing a live
video of the conversation partner that was shown on the 7′′ display
with the avatar and robot. The 7′′ display for these confirmations
was removed before the experiments.

Task
In the experiment, we informed the subjects that they were going
to talk with a conversation partner who is in another room
through six communication methods described above. An exper-
imenter played the role of the partner. To observe the difference
in the social telepresence between the conditions, we asked the
subject to answer a questionnaire (which is explained in the
next section) after the experiment ended. Since body motions in
conversation are mainly speaking and nodding, we set the task in
which the subject could see the partner’smouth and neckmotions.

The subject was asked by the experimenter to talk about the
issue and resolution of a certain gadget and requests for a new
function on that gadget at the beginning of each condition.
Because all the subjects had to experience the six conditions,
we prepared six gadgets as conversational topics, i.e., e-book
readers, handheld game consoles, smartphones, robotic vacuum
cleaners, portable audio players, and 3D televisions. We did not
disclose the next topic beforehand, and the experimenter told
the subject which gadget to talk about right when the condi-
tion began. While the subject was talking, the experimenter gave
back-channel responses with an utterance and a small nod of his
head. The nod motions of the robot, avatar, and experimenter
are shown in Figure 2. As the figure shows, the robot and avatar
synchronized with the experimenter.

We did not ask the subject to talk for more than a certain
duration, so the subject could stop talking anytime. However,
since the six gadgets are attracting considerable attention recently,
most subjects knew the issue and resolution of the gadgets to a
certain level, and their speech was able to last more than 1min.

The order of experiencing the conditions and the order of the
topics were counterbalanced. The subject trained the task in the
face-to-face condition in order to familiarize the subject with
the task and the experimenter’s motion and appearance, before

Robot

Avatar

Experimenter

FIGURE 2 | Nod motions of the robot, avatar, and experimenter.

Frontiers in ICT | www.frontiersin.org May 2015 | Volume 2 | Article 85

http://www.frontiersin.org/ICT
http://www.frontiersin.org
http://www.frontiersin.org/ICT/archive


Tanaka et al. Robot operator’s pseudo presence

conducting the experiment in the six conditions. The topic of the
training was always railway smart cards.

Questionnaire
After experiencing the six conditions, the subjects answered a
questionnaire, which asked them to estimate the social telepres-
ence, i.e., the degree of resembling face-to-face interaction (Finn
et al., 1997) for each condition. We wanted to obtain the relative
comparison of the conditions to avoid a ceiling effect. In the
preliminary experiment, we conducted the questionnaire after
each condition. However, when a subject marked the highest
score for the first condition, the subject was not able to mark
higher score for the later conditions even if he/she felt higher
social telepresence. In the case of a between-subject design, such
a problem will not happen, but another problem here is that there
are six conditions, thus a lot of subjects are necessary to enable a
between-subjects design.

The questionnaire is shown in Figure 3. The questionnaire
had six statements that corresponded to the six conditions. The
statement was the following: I felt as if I were talking to the
conversation partner in the same room. Previous studies showed
that the statement which asks a feeling of being in the same
room is useful to measure the social telepresence (Nakanishi
et al. 2008, 2009, 2011, 2014; Tanaka et al., 2014). The statement
was rated on a 9-point Likert scale where 1= strongly disagree,
3= disagree, 5= neutral, 7= agree, and 9= strongly agree. The
subjects thereby could score the same number on the statements
if they felt the same level of social telepresence in the conditions.

The statements were sorted in the order of the conditions and
were printed on the questionnaire, with a photo that showed the
experimental setup of the corresponding condition. The sort and
the photo were good cues to help the subjects remember the
feeling of social telepresence in each condition. After conducting

I felt as if I were talking to the conversation partner in the same room.

Inactive

Active

disagree agree
strongly

disagree
neutral

strongly

agree

1 2 3 4 5 6 7 8 9

disagree agree
strongly

disagree
neutral

strongly

agree

1 2 3 4 5 6 7 8 9

disagree agree
strongly

disagree
neutral

strongly

agree

1 2 3 4 5 6 7 8 9

disagree agree
strongly

disagree
neutral

strongly

agree

1 2 3 4 5 6 7 8 9

disagree agree
strongly

disagree
neutral

strongly

agree

1 2 3 4 5 6 7 8 9

disagree agree
strongly

disagree
neutral

strongly

agree

1 2 3 4 5 6 7 8 9

FIGURE 3 | Questionnaire to evaluate social telepresence of the six
conditions.

the questionnaire, we interviewed the subjects in order to confirm
the reason of scoring. The interview was open-ended. When we
received the questionnaire that was against our hypotheses, we
asked the subject the reason, e.g., the reason why the avatar condi-
tionwas higher than the robot condition. Even if the questionnaire
followed our hypotheses, we asked the reason, to confirm what
point the subject focused on, e.g., physical embodiment, body
motion, or appearance.

Result
Thirty-six subjects (17 females and 19 males) participated in our
first experiment. The experiment was within-subject design, so
each subject experienced all of the six conditions. We did not
control the subjects’ prior knowledge about the topics of talking
with the experimenter. Instead, at the interview following the
experiment, we confirmed that their scoring of questionnaire was
conducted independently from the difference of topics. There was
no subject whomentioned about the topics as the reason of his/her
scoring.

Figure 4 shows the result of the questionnaire, in which each
point represents the mean value of the scores, and each bar
represents the SEM value.

We compared the six conditions to find the effects of the
physical embodiment and the transmitting information factors.
Since the physical embodiment and the transmitting information
factors consisted of two and three levels as shown in Figure 1
and each subject evaluated all conditions, we conducted 2× 3
two-way repeated-measures ANOVA. As a result, we found
strong main effects of the physical embodiment factor [F(1,
35)= 36.955, p< 0.001] and the transmitting information factor
[F(2, 70)= 279.603, p< 0.001].We also found a strong interaction
between these factors [F(2, 70)= 14.794, p< 0.001]. Regarding
this interaction, we calculated the post hoc statistical power. First,
we calculated the effect size 0.650 from the partial correlation ratio
0.297. Finally, we obtained the sufficiently high-statistical power
0.999 when the significance level was 0.001.

We further analyzed the simple main effects in the inter-
action with the Bonferroni correction. The physical embod-
iment significantly improved the social telepresence of the
conversation partner, when the transmitting information was
audio+motion+ appearance [F(1, 105)= 8.857, p< 0.01], and
audio+motion [F(1, 105)= 65.470, p< 0.001]. When the trans-
mitting information was audio only, there was a non-significant
tendency for the social telepresence to increase [F(1, 105)= 3.460,
p= 0.086]. This meant that the subjects felt a higher social telep-
resence of the conversation partner in the face-to-face condition
than in the video condition, and the active robot condition con-
veyed a higher social telepresence than the avatar. These results
support hypothesis 1 that the physical embodiment enhances
the social telepresence of the conversation partner. However, the
effect of the physical embodiment on the social telepresence was
lower in the audio-only communication.

Furthermore, there were significant differences between the
three levels of the transmitting information in both cases of
without-physical embodiment [F(2, 140)= 223.095, p< 0.001]
and with-physical embodiment [F(2, 140)= 107.141, p< 0.001].
Multiple comparisons showed that the subjects felt a higher social
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FIGURE 4 | Result of the first experiment: the interaction effect between the physical embodiment and transmitting information factors
on social telepresence.

telepresence in the face-to-face condition than in the active robot
(p< 0.001) and inactive robot (p< 0.001) conditions, the active
robot condition conveyed a higher social telepresence than the
inactive robot condition (p< 0.001), the video condition con-
veyed a higher social telepresence than the avatar (p< 0.001) and
the audio-only (p< 0.001) conditions, and the avatar condition
conveyed a higher social telepresence than the audio-only con-
dition (p< 0.001). These results prove hypothesis 2 that trans-
mitting body motions enhances the social telepresence of the
conversation partner. In addition, transmitting appearance also
enhanced the social telepresence.

Experiment 2

The first experiment demonstrated that transmitting the remote
partner’s current appearance as well as a physical embodiment
enhances social telepresence. The result that the robot and video
conditions were similar level as shown in Figure 4 might be
because the robot condition could not transmit the appearance.
This will be discussed in detail in Section “Discussion.” Therefore,
the clear usefulness of humanoid robots was not demonstrated.
To prove the usefulness of humanoid robots, we had to prove
the benefit of both the physical embodiment and the absence of
remote partner’s appearance.

This section presents the second experiment in which we inves-
tigated whether the presence of a remote partner in the teleop-
erated mode produces a sense of talking with the partner while
actually talking with the robot in the autonomous mode. To
confirm the contribution of a physical embodiment to produce
such a pseudo presence, we compared the robot and audio-only
conditions.

Since the first experiment suggested that a physical embod-
iment is effective when a robot moves, the second experiment
dealt with a robot as a single condition. We chose audio-only
(without-physical embodiment and body motion) as a condition
for the baseline. Audio-only media (e.g., voice chats) can also
be automated, since a user cannot see the remote partner’s cur-
rent appearance, like with a robot. If a remote partner’s presence
in audio-only media can produce the sense of talking with the

partner while actually talking with an autonomous reply system,
the physical embodiment, which is a robot, is not needed to
produce such a pseudo presence.

Dialog Modes
Almost all the studies that proposed algorithms that generate
talking behaviors focused on facial movements, e.g., nodding and
lip motions. Since they seem to be the most fundamental facial
movements while talking, this study also addressed them. Many
of the teleoperated robots proposed in past studies have a face
that can present these motions (Sakamoto et al., 2007; Watanabe
et al., 2010; Hashimoto et al., 2011; Ogawa et al., 2011). In this
experiment, we used telenoid that was used in experiment 1. We
controlled it in two modes: teleoperated and autonomous.

Teleoperated Mode
In this mode, the robot’s head and mouth were synchronized with
the remote operator. The method to control the robot was same
as the active robot condition described in Section “Conditions.”

Autonomous Mode
The roles of the remote partner in the dialogs are listener and
speaker. Their behaviors are mainly nod and lip motions, respec-
tively. We constructed a back-channel system that detects the
timing of back-channel feedback from user’s speech and a lip-sync
system that generates a lip motion synchronized with a remote
partner’s speech. We simplified these systems for the following
reason. If our approach that changes the dialog modes makes
subjects feel like they are talking with their remote partner even
in simple systems, it would obviously also work on systems that
generate more natural and various talking behaviors.

Back-channel system
Many methods detect the timing of back-channel responses. Most
used prosodic information, including pause (Noguchi and Den,
1998; Takeuchi et al., 2003; Truong et al., 2010; Watanabe et al.,
2010), and fundamental frequency (Noguchi andDen, 1998;Ward
and Tsukahara, 2000; Truong et al., 2010). Our method used only
the speech pause since it is good cue to identify the break or
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end of a sentence, which seems to be the appropriate timing of
back-channel responses. One study also used only a speech pause,
although their algorithm is more complex than ours in order to
enable estimating the timing of back-channel earlier (Watanabe
et al., 2010).

The detection rule is shown in Figure 5. Each box represents
an utterance, and the distance between each box is pause duration
t1. The utterance and pause parts correspond to higher and lower
sound pressure, respectively. The system judged t1 as a target
pause if it exceeded 0.6 s. Speech duration t2 is the elapsed time
from the start of the speech to the time at which the target pause
was recognized. If t2 exceeded 2.0 s, the system judged the target
pause as the timing of the back-channel response and reset t2 to 0.
This means that the system reproduces the back-channel response
when the pause is continued for 0.6 s after the speech continued
for more than 2.0 s.

To adjust the parameters of our back-channel system, we con-
ducted preliminary experiments in which a subject evaluated the
timing and frequency of robot’s backchannel in the same task to
the second experiment. We found that back-channels repeated
in short time (<2.0 s) decreases the naturalness of the timing. In
addition, the backchannel, which was done more than 0.6 s later
from the break or end of sentence tended to be felt late, but the
pause that is <0.6 s is not enough to judge the break or end of
sentence. We therefore set pause duration t1 and speech duration
t2 to 0.6 and 2.0 s, respectively.

At the back-channel response, the robot made a nodding
motion and a pre-recorded acoustic back-channel. In our pre-
liminary experiment, we used only one nodding motion and an
acoustic back-channel, but subjects pointed out that the robot’s
response seemed constant. We therefore prepared three nodding
motions that differ in their degree of pitch and speed and two
acoustic back-channels that slightly differ in their tone of voice.
This problem that subjects feel constant the robot’s response was
solved by randomly selecting these nodding motions and acoustic
back-channels at the timing.

Lip-sync system
Some lip-sync methods generate lip motions from a human’s
voice to control a robot (Watanabe et al., 2010; Ishi et al., 2012)
and a computer graphic avatar (Cao et al., 2005; Salvi et al.,
2009; Watanabe et al., 2010). Our method was simpler because
controlling a one-degree-of-freedom mouth does not need highly
accurate lip-sync methods.

Our lip-sync system measured the acoustic pressure of the
human’s voice and related the level to the angle of the robot’s
chin. In other words, the robot’s mouth was synchronized with the

Utterance

: < 0.6 [s]

Pause duration t1

: ≧ 0.6 [s]

Speech duration t2 > 2.0 [s]

Timing of back-channel

FIGURE 5 | Method to detect timing of back-channel response for the
second experiment: the rule to detect the timing when the pause is
continued for 0.6 s after the speech continued for more than 2.0 s.

waveform of the human’s voice. In our experiments, this system
was driven by pre-recorded remote partner’s speeches.

Hypothesis
In the first experiment, the active robot condition could convey
the same degree of social telepresence as the video condition
without transmitting the partner’s appearance. We hence thought
that physically embodied body motions effectively make the user
imagine the remote partner’s presence. Due to the experience of
imagining the partner’s presence, the user might feel the remote
partner’s pseudo presence when talking with an autonomous
robot. On the other hand, when the user talks with an autonomous
reply system that uses only speech, it seems harder to feel the
partner’s presence due to poor information for imagining.

A previous study showed that a teleoperated robot produces
higher social telepresence of a remote partner than audio-only
communication due to the effect of physical embodiment (Tanaka
et al., 2014). We hence predict that physically embodied body
motion will improve the sense of talking with a remote partner.
The following is the hypothesis of the second experiment.

Hypothesis 3
The user who experienced talking with a remote partner through
a teleoperated robot that presents the partner’s body motion will
feel the sense of talking with the partner even when talking with
the same robot that is being autonomously controlled.

Conditions
To examine hypothesis 3, we prepared the four conditions
shown in Figure 6. The experiment included the experience and
autonomous phases. The experience phase was only included in
the with-experience conditions. Before experiencing the experi-
ence phase, the subjects were told that they would be talking
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FIGURE 6 | Conditions and the setup of the second experiment (length
unit: centimeters): the audio-only and robot conditions were
conducted in the presence and absence of prior experience of talking
with remote partner.
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with a remote partner in the teleoperated mode. However, if an
experimenter replied to the subject’s speech, the quality of the
conversation would differ for each subject. Actually, the experi-
ence phase was conducted in the autonomous mode to control
the quality of the conversation for each subject. The manipu-
lation check that will be explained in Section “Questionnaire”
confirmed that all the subjects believed that the remote partner
was listening to their speech through the robot. As described
in Section “Autonomous Mode,” the back-channel systems pro-
posed by previous works would detect more appropriate timing of
backchannel, but our simple algorithm was enough to make the
subjects believe the remote partner’s presence at a one-turn inter-
action. Before experiencing the autonomous phase, the subjects
were told that they would be talking with an autonomous robot,
which autonomously gives back-channel responses. To control the
subjects’ prior knowledge, we gave them handouts that explained
the teleoperated and autonomous modes before the experiment.
We also explained our experiments to the subjects.

The figure also shows the experimental setup. In all the exper-
iments, the subject sat in front of a desk. The robot was placed on
the other side of it. A directionalmicrophonewas embedded in the
desk to capture the subject’s speech, and the top of it was covered
with a cloth to hide the microphone. A speaker was set behind the
robot to produce the remote partner’s speech.

Task
In the second experiment, the subject was a speaker, and the robot
or the system gave a back-channel response to his/her speech as
a listener for the following reason. If the subject is a listener, the
autonomous system in the audio-only conditions only plays pre-
recorded partner’s speeches unilaterally from the speaker. In this
case, the audio-only conditions seem to have a disadvantage over
the robot conditions.

The task was same to the first experiment. The subjects were
asked to talk about a gadget at the beginning of each conversation
through the robot or the speaker. The lines of asking and the
acoustic responses were the pre-recorded voices of a member
of our research group. The member greeted the subjects before
the experiment to identify the remote partner. The topics in the
experience and autonomous phases were portable audio players
and robotic vacuum cleaners, and smartphones and 3D TVs,
respectively. The order of the topics was counterbalanced.

Questionnaire
After talking about one topic, the subjects were asked to answer
manipulation check questions to confirm whether they correctly
understand our instructions. For example, after the experience
phase, we confirmed that the subjects believed that theywere actu-
ally talking to a remote partner although it was an autonomous
system. The manipulation check consisted of the following two
YES/NO statements:

• In the last experiment, your speech was listened to by a
remote partner.

• In the last experiment, your speech was recorded instead of
being listened to by a remote partner.

After the experiment, the subjects were asked to estimate
the pseudo presence that is the remote partner’s presence in
the autonomous phase. The following was the questionnaire
statement:

• I felt as if the conversation partner was listening to me in the
same room.

Answers were rated on a 7-point Likert scale: 1= strongly dis-
agree, 2= disagree, 3= slightly disagree, 4= neutral, 5= slightly
agree, 6= agree, and 7= strongly agree. We collected open-ended
responses to infer what determined the scores. The statement was
accompanied with an entry column where the subjects rational-
ized their scores.

Result
Sixteen subjects participated in our second experiment. Half (five
females and three males) participated in the with-experience con-
ditions and experienced both the experience and autonomous
phases. At each phase, they talked in both the audio-only and
robot conditions. The order of experiencing the audio-only and
robot conditions was counterbalanced. The other half of the
subjects (four females and four males) participated in the no-
experience conditions and only experienced the autonomous
phase. According to the manipulation check, we confirmed that
all the subjects believed our instruction.

The result of the second experiment is shown in Figure 7,
where each box represents the mean value of the responses
to the statement, and each bar represents the SEM value. The
figure compares the no- and with-experience conditions by a
between-subjects t-test.

In the audio-only conditions, there was no significant
difference between the no- and with-experience conditions
[t(14)= 0.664, n.s.]. On the other hand, in the robot conditions,
we found a significant difference between them [t(14)= 2.575,
p< 0.05]. This means that the prior experience in which the
subjects talked with the remote partner produced the pseudo
presence in the autonomous phase when the subjects could
see back-channel responses through the robot. However, the
experience did not produce pseudo presence in the audio-only

No-experience

With-experience

Audio-only

No-experience

With-experience

Robot

1 2 3 4 5 6 7

p<.05

1 2 3 4 5 6 7

The feeling of which the conversation partner was listening to me in the same room

FIGURE 7 | Result of the second experiment: the mean value of
scoring pseudo presence of the audio-only and robot conditions in the
presence/absence of prior experience of talking with remote partner.
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communication. These results proved hypothesis 3 described in
Section “Hypothesis.”

In the with-experience conditions, the subjects had the
conversations twice, but in the no-experience condition, they only
had them once. Therefore, more conversations might improve
the sense of talking with a remote partner. In spite of this, in
the audio-only conditions, the difference between the no- and
with-experience conditions was not significant. We hence consid-
ered that physically embodied motion was the significant factor
to produce the pseudo presence regardless of the number of
conversations.

Discussion

In the first experiment, the physical embodiment enhanced the
social telepresence of the conversation partner. In the interviews,
7 of the 36 subjects said that they felt as if they were facing the
conversation partner in the active robot condition compared with
the avatar condition because there was a physical object in front
of them. However, there was no significant difference between
the audio-only condition and the inactive robot condition. In
the interviews, 3 of the 36 subjects said that the inactive robot
condition was not that different to the audio condition because
they could not see the conversation partner’s reaction. In fact, in
the questionnaire, 8 of the 36 subjects rated the same score for the
audio and inactive robot conditions.Moreover, 5 of the 36 subjects
said that they felt as if the conversation partner was in front of
them when the robot moved. These subjective responses support
the experimental result that a physical embodiment enhances
social telepresence when transmitting body motions. This result
indicates the superiority of robots to avatars, which does not have
a physical embodiment. Nevertheless, there are some subjects
who rated the same or higher score for the avatar condition than
the robot condition. Most such subjects mentioned the uncanny
appearance of the robot as the reason for their rating, and they
tended to prefer the avatar’s design. Thus, if the robot’s design was
more abstracted, the superiority would appear more significantly.

Presence or absence of motion parallax can be cited as one of
the differences between physical embodiment and video. When
interacting with the robot, the depth from motion parallax could
increase visibility of body motions. The lack of the depth infor-
mation might be the cause of feeling hard to notice facial move-
ments of the avatar used in the preliminary experiment described
in Section “Conditions.” A previous study reported that motion
parallax generated by the movement of a camera enhances social
telepresence (Nakanishi et al., 2009). The visibility of bodily
motion improved by the motion parallax may have contributed
to enhance social telepresence.

In terms of the transmitting information, the appearance
enhanced social telepresence as well as the body motions. This
result shows the disadvantage of robots and avatars that do not
transmit the partner’s appearance. Although the active robot has
this disadvantage, the active robot and video conditions seemed
to convey the same degree of social telepresence, as shown in
Figure 4. In the questionnaire, approximately half of the subjects
(16 of the 36) rated the same or higher score for the active
robot condition than the video condition. We assumed that the

enhanced social telepresence by the physical embodiment offset
the decreased social telepresence by the absence of the partner’s
appearance. Therefore, the reported superiority of the robot in the
social telepresence to the video (Sakamoto et al., 2007) could be
caused by the robot’s realistic appearance.

We did not investigate the conditions that transmit audio and
appearance but notmotion. Talking through an inactive robot that
has a realistic appearance of a partner, and a partner’s photo could
correspond to such conditions. Watching the partner’s photo
while talking is a popular situation since many users of instant
messengers put their photos in the buddy list. Although the trans-
mitting appearance enhances social telepresence as mentioned
above, it has not been clarified whether the appearance works
even if the motion is not transmitted. The effect of presenting
appearance on the smoothness of speech had already demon-
strated (Tanaka et al., 2013, 2015). The previous study showed that
presenting partner’s avatar increased the degree of the smoothness
of speaking to the partner, but partner’s photo did not have such
an effect. We hence predict that the appearance also does not
enhance social telepresence if the motion is not transmitted as is
the case with the physical embodiment. To prove this hypothesis
is a future work.

Although the subjectswho rated thewith-physical embodiment
condition higher in all level of the transmitting information factor
were less than half of all the subjects (14 of 36), there might possi-
bly be a certain bias toward a preference for physical embodiment.
A between-subject design avoids such a bias, but there is a problem
that requires a lot of subjects to conduct it as described in Section
“Questionnaire.” It is a future work to investigate the effect of
physical embodiment without the bias.

The first experiment could not show the superiority of
humanoid robots to videos, since humanoid robots cannot present
the remote partner’s current appearance, which can be transmitted
by videos. To prove the usefulness of humanoid robot, we had
to demonstrate the benefit of both the physical embodiment and
the absence of partner’s appearance. There are several studies that
partly replaced the partner’s video with a robot to obtain the
positive effects of both of appearance and physical embodiment
(Samani et al., 2012; Nakanishi et al., 2014). This is an opposite
approach of ours that utilizes one of the features of humanoid
robot that is the absence of the partner’s appearance. A humanoid
robot can pretend as if it is controlled by a remote operator due
to not transmitting the appearance. When interacting with the
humanoid robot, the user could feel pseudo presence of the remote
operator, and the physical embodiment might be able to enhance
the pseudo presence as well as social telepresence. The second
experiment investigated these predictions.

The second experiment showed that the interaction with a
humanoid robot produces the remote partner’s pseudo presence
that is the feeling of talking with a remote partner when inter-
acting with an autonomous system compared with audio-only
interaction. We found that the subjects tended to deduce the
presence/absence of a remote partner according to their prior
experience with that same remote partner. However, the experi-
ence did not work well at the audio-only interaction. We hence
considered that the physically embodied body motions might
facilitate recalling the partner’s presence based on the experience.
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We also found that the subjects’ deductions of the pres-
ence/absence of the remote partner were influenced by their belief
about prior experience. In the experience phase, even though
the autonomous system gave back-channel responses under the
guise of a remote partner, all the subjects believed that the remote
partner was listening to their speech. Such a fake experience
produced the sense of talking with the partner when talking with
an autonomous robot. Nevertheless, the open-ended responses of
all the subjects who participated in thewith-experience robot con-
dition did not mention the similarity between the experience and
autonomous phases. Almost all the subjects focused on whether
the back-channel responses were done in appropriate timing. This
result implies that the subjects’ deductions were subconsciously
influenced by the prior experience.

There is a question whether the real experience that a remote
partner is actually replying to the user’s speech produce higher
pseudo presence. Compared with back-channel system, a real
partner can give various responses according to the context of
conversation. Such a real experience gives a stronger impression
that the remote partner is listening, and the impression would
effectively produce the pseudo presence. There is another question
whether the prior experience produces the pseudo presence when
the robot unilaterally speaks to a subject. The user might feel
less presence of a remote partner because the robot is unilaterally
reproducing talking behaviors and pre-recorded speech like a
videomessage. In this case, it might be difficult to produce pseudo
presence, since the factors in determining the presence/absence of
the remote partner (e.g., timing of back-channel response) will be
less. Answering these questions is future work. In addition, it is
also future work to examine whether a user felt the remote part-
ner’s pseudo presence through observation data, e.g., observing
whether a user replies to the robot’s greeting. If he/she felt that the
remote partner had been listening/speaking, they might reply to
the greeting; if he/she did not feel that way, they might ignore it.

Conclusion

In this study, to prove the usefulness of humanoid robot, we
investigated how the features of humanoid robot contribute to
produce remote partner’s real/pseudo presence. In the first exper-
iment, we compared robot conferencing with existing communi-
cation media divided into physical embodiment and transmitting

information factors. As a result, we found that physically embod-
ied body motions enhance the partner’s real presence, i.e., social
telepresence, although physical embodiment without presenting
body motion does not have such an effect. This result shows the
superiority of robots to avatars. However, we also found that the
partner’s appearance, which robots cannot reproduce, enhances
social telepresence. Consequently, humanoid robots were com-
parable to live videos since the positive effect of the physical
embodiment offset the negative effect of lacking appearance.

Previous studies have discussed the superiority of humanoid
robots to live videos, but our study noted that humanoid robots
in the absence of presenting remote partner’s appearance do
not always have the superiority in social telepresence. Alterna-
tively, this study proposed the utilization of the anonymity of
humanoid robot to produce the partner’s pseudo presence that
is the feeling of talking with a remote partner when interacting
with an autonomous robot. In the second experiment, we evaluate
whether an autonomous robot produces a similar presence as a
teleoperated robot. From the experiment, we found that the prior
experience of talking with the remote partner in teleoperation is
effective for producing pseudo presence. If a user watched the
remote partner’s bodymotion that reproduced by a robot, the user
feels the pseudo presence of the partner even while talking with
the same robot in autonomous control.

In terms of conveying social telepresence, live videos are more
useful than humanoid robots because operating humanoid robots
requires higher cost than using displays. We hence conclude that
blurring between teleoperation and autonomous control is desir-
able for effectively utilizing a humanoid robot. Substituting an
autonomous system for the remote operator reduces the opera-
tor’s task, and at the same time, the user could continue to feel
the presence of a remote partner also while interacting with an
autonomous system.
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