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We are investigating the problem of speaker and face identification in broadcast videos.
Identification is performed by associating automatically extracted names from overlaid
texts with speaker and face clusters. We aimed at exploiting the structure of news
videos to solve name/cluster association ambiguities and clustering errors. The proposed
approach combines iteratively two conditional random fields (CRF). The first CRF performs
the person diarization (joint temporal segmentation, clustering, and association of voices
and faces) jointly over the speech segments and the face tracks. It benefits from
contextual information being extracted from the image backgrounds and the overlaid
texts. The second CRF associates names with person clusters, thanks to co-occurrence
statistics. Experiments conducted on a recent and substantial public dataset containing
reports and debates demonstrate the interest and complementarity of the different
modeling steps and information sources: the use of these elements enables us to obtain
better performances in clustering and identification, especially in studio scenes.

Keywords: face identification, speaker identification, broadcast videos, conditional random field, face clustering,
speaker diarization

1. INTRODUCTION

For the last two decades, researchers have been trying to create indexing and fast search and
browsing tools capable of handling the growing amount of available video collections. Among the
associated possibilities, person identification is an important one. Indeed, video contents can often
be browsed through the appearances of their different actors. Moreover, the availability of each
person intervention allows easier access to video structure elements, such as the scene segmentation.
Both motivations are especially verified in the case of news collections. The focus of this paper is,
therefore, to develop a program able to identify persons in broadcast videos. That is, the program
must be able to provide all temporal segments corresponding to each face and speaker.

Person identification can be supervised. A face and/or a speaker model of the queried person is
then learned over manually labeled training data. However, this raises the problem of annotation
cost. An unsupervised and complementary approach consists of using the naming information
already present in the documents. Such resources include overlaid texts, speech transcripts, and
metadata. Motivated by this opportunity, unsupervised identification has been investigated for
15 years from the early work of Satoh et al. (1999) to the development of more complex news-
browsing systems exploiting this paradigm (Jou et al., 2013), or thanks to sponsored competitions
(Giraudel et al., 2012). Whatever the source of naming information, it must tackle two main
obstacles: associate the names to co-occurring speech and face segments and propagate this naming
information from the co-occurring segments to the other segments of this person.
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There are several challenges related to this task. First, the
named entities need to be recognized and an association step
must decide if the name corresponds to people co-occurring
in the document. Ambiguities arise when multiple audiovisual
(AV) segments co-occur with one name. This is illustrated in
Figure 1C where there is more than one face in the image. This
situation is becoming more common with modern video editing.
Regarding the identity propagation, it can be done with speaker
and face diarization techniques (detecting and clustering person
interventions). However, these two tasks have been active fields of
research for more than a decade and thus are difficult problems
to solve. Indeed, a person may appear in different contexts, thus
introducing huge intraperson variabilities. We can distinguish
them in function of the modalities and the different types of
videos. For the speaker diarization, the main challenge in broad-
cast news is background noise, such as music, or a noisy envi-
ronment during outside reports. If we consider debates in studio
where the speech is more spontaneous, the bottleneck becomes
the overlapping speech and short speech segments. Regarding face
diarization, report videos usually exhibit the largest variations
as location and time may change between two scenes, and so
will be the illumination conditions. For the debate and studio
scenes, variations come essentially from changes in the facial
poses.

In this paper, we assume that closed captions are not available
as this is the case in European media. Instead, we focus on
overlaid person names (OPNs), which are used to introduce the
speakers, as illustrated in Figure 1A. Such names are appealing
since their extraction is much more reliable than pronounced
names obtained through automatic speech recognition (ASR).
Moreover, their association with face or speech segments is
in general easier than analyzing whether pronounced names
in ASR transcripts refer to people appearing in the video. The
identification systems submitted at the recent REPERE campaign
(Bredin et al., 2013; Bechet et al., 2014; Poignant et al., 2014)
mainly rely on such names.

Our approach offers several advantages. Faces are identified by
alternating between a clustering step of faces and audio speech
segments and a naming step of the resulting AV clusters. Each
step is performed by a dedicated CRF. The use of CRF enables

us to include heterogeneous context cues in our modeling. The
use of such cues is challenging because they must use as little
specific prior information as possible in order to achieve gen-
eralization over the different types of videos. In this paper, we
include different generic context cues. First, we have AV associ-
ation scores which enable to associate overlapping speaker and
face segments when they correspond to the same person. Then,
we use uniqueness constraints between simultaneously appearing
pairs of faces. Furthermore, one of the main contributions is a
background recurrence descriptor, which attributes a soft role
to each segment. It enables to distinguish the persons who are
announced by the OPNs, such as guests or journalists, from the
anonymous persons appearing around them. Last but not least, the
names contained in the OPNs are included to guide the clustering
by using the probabilities obtained with the naming CRF. These
different cues enable to improve the clustering by reducing errors
due to monomodal-intracluster variations, such as facial pose or
audio background noise. Eventually, the CRF formulation avoids
hard local decisions by providing a joint probability distribution
over all the segments.

The first CRF performs, jointly, the clustering of face tracks and
speaker segments, thanks to AV association as introduced in Gay
et al. (2014c). In practice, AV association is initialized in a pre-
processing step based on temporal co-occurrence and then refined
inside the CRF, thanks to talking-head detection scores and the
previously described contextual cues. The second CRF assigns
a name to each cluster by using co-occurrence statistics and a
uniqueness constraint preventing any two faces on the same image
to receive the same name. In Gay et al. (2014b), this approach was
designed for face identification. In the present case, we extend
this approach for the AV case and provide results for the final
evaluation of the REPERE campaign. Identification performances
are discussed by investigating the algorithm behavior in different
types of shows (reports, news, debates, and celebrity magazines)
and the relations with the clustering quality.

The rest of the article is organized as follows: Section 2 reviews
related work on unsupervised identification. Then, Section 3
presents the proposedCRF-based system. Experiments and results
are presented in Section 4. Finally, Section 5 sums up our main
findings and concludes the paper.

FIGURE 1 | Example frames from the REPERE corpus showing the variety of the visual conditions (pose, camera viewpoint, and illumination) and the
name-face association challenges, such as multiface images [image (C)] and name propagation [from (A,B)]. Images (A,C) show examples of OPNs.
Corpus comprises debates [images (A,B)], information shows with complex editing [images (C,D)], parliamentary sessions [image (E), and celebrity news [image (F)].

Frontiers in ICT | www.frontiersin.org June 2016 | Volume 3 | Article 92

http://www.frontiersin.org/ICT
http://www.frontiersin.org
http://www.frontiersin.org/ICT/archive


Gay et al. Person Identification in Videos

2. RELATED WORK

As stated in the Introduction, unsupervised people identification
must address the problems of local person/name association and
propagation to the video parts where the names are absent. The
association is conducted via the use of co-occurrence statistics
between the names present in the document and the detected
persons. The propagation can be seen as a clustering problem.
Clusteringmethods can regularly benefit fromnew improvements
in speaker and face representations. At the time of writing, the
ivector approach is one of themost successful (Rouvier et al., 2013)
for the speaker-diarization task. Regarding face representation,
recent advances include encodings (Simonyan et al., 2013), metric
learning (Bhattarai et al., 2014), and feature learning by deep con-
volutional neural networks (Schroff et al., 2015). However, most
of the systems require explicit face alignment to obtain frontal
views, which is not always feasible. The work published in Zhang
et al. (2015) suggests that using only face representation is a great
limitation when dealing with unconstrained views of persons.
For this reason, we believe that investigation into context-assisted
clustering is justified, especially for broadcast news videos, which
exhibit a strong structure.

To identify the faces, most approaches try to solve the asso-
ciation and the propagation problems jointly. On one hand,
co-occurrence statistics at cluster level are more discriminant
and accurate than just describing a face locally with named-
ness features (such as face position or talking activity) to assess
whether the detected name should be associated. On the other
hand, name/face co-occurrences are used as a contextual cue to
improve the face clustering process. These principles have been
used intensively since the seminal works of Berg et al. (2004)
and Everingham et al. (2006), which applied to two represen-
tative use-cases: captioned images, as exemplified by the Yahoo
News! dataset and soap series with the buffy dataset. The first
case study consists of news articles with images illustrating the
subject. The initial approach described in Berg et al. (2004) is an
EM clustering where the update of the model parameters takes
into account the name/face co-occurrences. In this context, the
work of Ozkan and Duygulu (2010) exploits the fact that a textual
query enables to retrieve faces where the queried person holds the
majority. The problem of finding those faces is posed as finding
the densest component in a graph. This idea was later extended
in Guillaumin et al. (2010) where the distance within clusters is
minimized with respect to a cannot-link constraint, which implies
that two faces must belong to different clusters if their captions
contain different names. However, those co-occurrence statistics
can fail when group of people co-occur in a similar fashion, a
situation commonly encountered in TV programs. In soap series,
the names of the speakers can be obtained with the transcripts and
the subtitles. Works in Cour et al. (2011), Wohlhart et al. (2011),
and Bauml et al. (2013) use those names as weak labels to improve
supervised classifiers. They choose a learning setting that takes
into account the label ambiguities, for example, multiple instance
learning (Wohlhart et al., 2011) and semi-supervised strategies
(Bauml et al., 2013). Talking-head detection (Everingham et al.,
2006; Cour et al., 2011) and dialog cues (Cour et al., 2010) are also
used to solve the ambiguities in the face/name association. Note

that in the previous two case studies, the naming co-occurrence
statistics are quite different to those in broadcast videos, where
the OPNs are more sporadic. Indeed, the OPN of a given person
only appears one or a few times (usually for the first time utter-
ance). This scarcity increases the dependence of the identification
performance on the clustering quality.

Originally, unsupervised speaker identification in broadcast
news was conducted by first performing a speaker diarization
(i.e., clustering) step of the audio track and then assigning the
names extracted from the transcription to the speaker clusters
by using semantic classification trees (Jousse et al., 2009) or
maximum-entropy classifiers (Ma et al., 2007). More recently,
the idea of constrained speaker clustering has been exploited
in Bredin and Poignant (2013) and Poignant et al. (2014). The
system described in Bredin and Poignant (2013) defines a graph
where the nodes are speaker segments and OPNs. OPNs are used
to express must-link and cannot-link constraints between the
utterances. The clustering and the naming of those segments are
done using an Integer Linear Programming formulation. As first
investigated by Li et al. (2001), the case study of videos allows
to exploit the complementarity of audio and video modalities.
AV cues, such as talking-head detection scores, can be used to
match faces and speakers and to improve the monomodal speaker
and face diarizations. The scores of such cues are computed by
estimating motion in the region of the lips. In addition, features,
such as the face size, the face position, or the number of faces in
the image, are extracted and given to a supervised classifier (El
Khoury et al., 2012; Vallet et al., 2013) to further refine the talking
assessment. In order to bring corrections to the initialmonomodal
diarizations, the talking-head detection scores should be reliable
where monomodal errors are present. Moreover, the audio and
video will also be more complementary if they make errors at
different moments. In other words, the improvements of the AV
diarization depend on the performances of the initial monomodal
ones. The work of Noulas et al. (2012) integrates faces and speech
segments in a factorial hidden Markov model. The assignment of
a segment to a cluster label is based on biometric model and on
AV links with co-occurring segments from the other modality.
The use of a graphical model enables to express dependences
between variables with a global probabilistic formulation, which
can then be optimized jointly. In order to jointly identify faces
and speakers, the authors of Poignant et al. (2015) proposed a
constrained multimodal clustering. They use the simple idea that
two segments, which co-occur with different names, imply that
they should be assigned to different clusters. The authors also
showed that their multimodal clustering of faces and speakers can
make use of talking-head detection scores to correct errors present
in the monomodal systems.

The work of Bechet et al. (2014), an interesting yet not detailed
contribution to the field, reports the intensive use of multimodal
scene understanding cues. First, speaker diarization is performed
and speakers are identified using OPNs or pre-trained models.
Then, identities are propagated from the speakers to the faces.
Scene segmentation, role detection, and pre-trained visual models
for each TV set (and sometimes for each camera) are used to
indicate howmany faces are present on screen andwhat their roles
are. Such a fine-grain modeling enables them to report the best
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identification on the REPERE campaign. Indeed, it permits to tell
which persons are present without detecting the faces by detecting
the specific shot (up to which studio camera is used). Thus,
profile views and persons seen from the back can be identified.
However, to learn those models, manual annotations have been
made for each show. This poses the problem of human labor
cost and lack of generalization.More generally, several researchers
focus on exploiting the context surrounding the faces. The work
in Zhang et al. (2013) uses clothes, image background, cluster
co-occurrences, and attribute classifiers as context, while Tapaswi
et al. (2014) build must-link and cannot-link constraints deduced
from shot threads (sequence of shots obtained from the same
camera angle).

2.1. Contributions
In this paper, we leverage on different contextual cues present
in the state-of-the-art, introduce new ones, and include them in
our CRF model. First, instead of conducting speaker and face
clustering separately (Bhattarai et al., 2014; Gay et al., 2014a), we
perform a joint clustering of face tracks and speaker segments,
which also benefits from the OPNs information. To be more
precise, we compute local face visual backgrounds (LFBs) around
each face track and cluster them. This provides us with a signature
for each face track characterizing the level of recurrence of its LFB
in the data. Intuitively, a recurrent LFB correspond to people who
are important and can be seen as a soft role assignment distin-
guishing faces to be named from faces of figurative people. Con-
cretely, it enables to encourage faces tracks with recurrent LFBs to
join named clusters, i.e., overlapping an OPN. Second, a naming
CRF performs the joint identification of all person clusters, thus
accounting for uniqueness constraints and co-occurrence statis-
tics between clusters and OPNs. Unlike previous works which rely
on extensive annotations (Bechet et al., 2014), those elements of
context have better generalization capabilities, since we can learn
one single model over a large and diversified corpus, and require
less annotations if we want to learn a new type of show. Thanks to
the flexibility of the CRF formulation, new contextual cues could
be added in the future to further improve the performances.

3. METHOD

The method will be first described globally in Section 3.1. In
Section 3.2, we introduce the notations. We then describe how we
extract LFB and AV association features in Sections 3.3 and 3.4. In
Section 3.5, the diarization CRF, which clusters face and speech
segments is presented, and in Section 3.6 the naming CRF, which
is in charge of identifying the clusters. To conclude this part, we
describe how the full system is used and optimized in Section 3.7.

3.1. Method Overview
The general approach is summarized in Figure 2. First, the dif-
ferent modalities are processed separately: monomodal speaker
(Rouvier et al., 2013) and face (Khoury et al., 2013) diarizations
are performed, LFBs are extracted around each face and clustered,
optical character recognition (OCR) is performed to extract the
overlaid texts (Chen and Odobez, 2005), and named entities are
detected (Gay et al., 2014a).

FIGURE 2 | Overview of the system. First, face tracks and speech
utterances are detected and clustered separately. They are then used with the
OPNs in an iterative combination of the two CRFs. The first one to refine the
diarization and the other one to identify the clusters. The latter is eventually
used for the final cluster identification.

In the second part, we perform the AV clustering and the
naming of the persons. Initially, we use the Hungarian algorithm
to associate face and speaker clusters based on their temporal
overlap. Naming probabilities are then computed onto those AV
clusters with the naming CRF. Lastly, the system iterates over
a clustering step and a naming step. In the clustering step, the
diarization CRF infers a cluster label for each face track and
utterance given the naming probabilities, an acoustic and visual
person model for each cluster label, and various context clues
including the LFBs. In the naming step, person models and nam-
ing probabilities are updated as a result of the new diarization.
The motivation factor being that the diarization CRF is able to
use contextual clues to correct potential clustering errors made
by the monomodal diarizations and thus improves the final iden-
tification. Lastly, a name is associated with each cluster with the
naming CRF.

3.2. Notations
The pre-processing includes obtaining initial monomodal face
and speaker clusters, a set of OPNs and extracting the features
from those elements. First, faces are detected (Viola and Jones,
2004) and tracked within each shot, resulting in a set of face
tracks denoted as V = {Vi, i= 1, . . ., NV}. Each face track Vi is
characterized by a set of visual features xsurfi [set of speeded-up-
robust features (SURF) extracted in up to 9 images of the face
track (El Khoury et al., 2010)] and a set of Boolean features
{xlfbvi (k), k ∈ K} indicatingwhetherVi corresponds to a recurrent
LFB as explained in the next Section 3.3.

Second, OCR (Chen and Odobez, 2005) and named entity
detection techniques based on string matching against external
resources (predefined lists, freebase database, Google hits, etc.)
are applied as described in Gay et al. (2014a) to extract the set
O= {Oi, i= 1, . . .,NO} of OPNs. Each OPNOi is characterized by
its duration dopni and its name xopni ∈ M, whereM= {nj, j= 1, . . .,
NM} denotes the set of unique names extracted from the video.
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FIGURE 3 | Left: predefined spatial template for the background face
selection area given a head detection. Center and right: two examples
with head detections and the selected background areas.

Finally, the audio stream is segmented into a set A= {Ai,
i= 1, . . ., NA} of continuous speech segments called utterances,
each described by a set of acoustic features xai . Features are 12
MFCCswith first order derivatives. Each frame is normalizedwith
a short-term windowed mean and variance. Feature warping is
also applied. In addition, a set of Boolean features {xlfbai (k), k ∈
K} is extracted indicating whether Ai is co-occurring with a
recurrent LFB, as described in the next section. Finally, talking-
head detection features xavij are extracted between each couple (Ai,
Vj) with a non-zero overlap as described in Section 3.4.

3.3. Local Face Background Recurrence
Wewant to capture whether a face appears with a recurrent visual
background. This feature will be included in the diarization CRF.
To this end, we focus on an area around each face track Vi to
capture the background context of this face. We do not consider
full images as the same image might include different face visual
contexts (see the first, fourth, and fifth images from the left in
the top row of Figure 4). Instead, we select a rectangle area
around each face as local face background (LFB) representative
by following a predefined spatial template between the face and
this rectangle as can be seen in Figure 3. In practice, the fixed
proportions were chosen manually so as to avoid a potential
overlap with other parts of the images in typical edited videos like
in the 4th and 5th images from the left on the top of Figure 4. We
then characterize each obtained rectangle area with SURF features
and, in order to cluster them, we use a hierarchical clustering
approach (El Khoury et al., 2010). Then, we set xlfbvi (k) to true if
face track Vi belongs to a local background cluster whose number
of elements is higher than k. In practice,multiple values of k can be
used to characterize different levels of recurrence and reduce the
importance of the stopping criterion of the hierarchical clustering.
Figure 4 shows examples of obtained recurrent and non-recurrent
patterns.

3.4. Talking-Head Detection Features
In order to integrate AV association information in the CRF,
we detect talking heads. To characterize talking heads, we use
the following measures. These features are extracted for each
overlapping utterance/face track couple and include

• Lip activity: the lip activity of a given face at frame k is com-
puted as described in El Khoury et al. (2012) and consists in the
mean intensity difference between frame k and k+ 1 after local

image registration in predefined regions corresponding to the
lips. In addition, we focus on the relative lip activity by dividing
by the sum of all the lip activities measured from all people in
the image.

• Head size: the interest of this feature relies on the hypothesis
that the face of the speaker is usually larger than the faces of
other people in the image. Put simply, we take the diagonal size
of the detection bounding boxes. We also use the relative head
size.

The previous features are computed from each frame of the face
track. Eventually, the final feature xavij is an average over all values
from the frames included in the overlap between the utterance Ai
and the face trackVj. This corresponds to the method used in Gay
et al. (2014c). To assess whether a couple of utterance/face track
corresponds to a talking head given the features, we use an SVM
with Gaussian kernel denoted as h.

3.5. Audiovisual Person Diarization CRF
The clustering of face tracks and utterances defines itself by esti-
mating the label fieldEd = {eai , i = 1, . . . ,NA, evj , j = 1, . . . ,NV}
as such, the same person index is used for eai and evj when the
utterance Ai and the face track Vj correspond to the same person.
The labels eai and evj take value in the set of possible person indices
denoted as P. To achieve this, letG be an undirected graph over the
set of random variablesA,V,O, and Ed. We then seek tomaximize
the CRF posterior probability formulated as:

P(Ed|A,V,O) =
1

Z(A,V,O)
× exp

{∑
i∈F

∑
c∈Gi

λifi(Ac,Vc,Oc, Edc )

}
(1)

where each triplet (fi,Gi, λi) is composed of a feature function fi, a
weight λi learned at training time, and the set Gi of cliques where
this function is defined. (Ac, Vc, Oc, Ec) denotes the set of nodes
contained in the clique c. F is a set of abstract functions indices.We
use 6 types of feature functions which will be described in the next
sections. A graphical representation of this model is illustrated in
Figure 5.

3.5.1. The Association Function
The association function f av favors the association of talking
heads to utterances. The function is defined on all overlapping
utterance/face track couples {(i, j)/t (Ai, Vj) ̸= 0} where t(Ai, Vj)
is the overlapping time duration between segments Ai and Vj:

fav(Ai,Vj, eai , evj ) =

{
t(Ai,Vj)h(xavij ) if eai = evj
−t(Ai,Vj)h(xavij ) otherwise

(2)

where h(xavij ) represents the binary output of the SVM classifier
introduced in Section 3.4. It corresponds to 1 when the face and
the speaker correspond to the same person and−1 otherwise. We
chose a SVM classifier since it shows good results in El Khoury
et al. (2012) and Vallet et al. (2013). Other techniques could be
employed, but we leave this problem for future research.
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FIGURE 4 | Top: original images. Bottom: clusters of recurrent local face backgrounds (LFB) automatically cropped from each image and clustered given the
localized faces. Each row corresponds to a local background cluster. Clusters 1 and 2 are recurrent backgrounds and correspond to speakers. Clusters 3 and 4 are
not recurrent. They contain non-speaking faces, which appear occasionally in the video.

FIGURE 5 | Factor graph illustrating the diarization CRF using talking-head information (fav) and the context from the OPNs (fopn, f lfb). The blank circle
nodes correspond to hidden variables, the shaded circle nodes correspond to observations, while the squares represent the feature functions. The x-axis represents
time and the drawing shows also segments corresponding to the time intervals during which a specific observation (track, utterance, and OPN) occurs. Red dot
segments illustrate the face track temporal segments, while blue plain segments the utterances.

3.5.2. The Visual Feature Function
The visual feature function fv(Vi, evi ), defined for all face tracks
Vi ∈V, indicates how likely the visual features xsurfi of Vi should
be labeled with the person index evi . This is a face modeling task
in which for each label ei, we need to define a visual model
that is learned from the data currently associated with the label.
Practically, fv computes as score betweenVi and a label evi the 10th
percentile SURF vector distances between xsurfi and all the SURF
features of the current face tracks associated with this label. The
distance between two face tracks is computed following El Khoury
et al. (2010). Although the use of SURF features could be discussed
regarding other more modern representations, we observe that
their matching power is useful for similar faces of the same person
viewed from a similar view point. The previous work in Gay et al.
(2014b) uses an average of the distances. By using the percentile,
we found a slight improvement for the diarization task (0.2 points

on the development REPERE corpus). We believe that the use of
a percentile instead of averaging enables to merge 2 clusters of the
same identity but containing samples whose poses are dominantly
from different poses.

3.5.3. The Acoustic Function
The acoustic function fa(Ai, eai ), defined over all utterancesAi ∈A,
is the audio equivalent of fv. We chose a 512 GMM-UBM with
diagonal covariance following Ben et al. (2004). We did not use
iVectors since we might need to learn a model on small clusters
containing only a few seconds of speech. fa(Ai, eai ) computes the
likelihood score of the features xai given the GMMmodel learned
over the data currently associated with the cluster label eai .

3.5.4. The LFB Feature Function
The LFB feature function is driven by the assumption that faces
inside a recurrent LFB are likely to correspond to a speaker
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announced by anOPN. To favor face tracks identified as recurrent
LFB to join a person cluster which could be named, we define the
following feature function. For each face track Vi,

flfbvk(Vi, evi ) =

{
1 if xlfbvi (k) and evi ∈ Eopn

0 otherwise
(3)

where Eopn is the set of person clusters indices co-occurring with
anOPN, i.e., the set of clusters which are currently associated with
a name.

This principle is extended to eachutteranceAiwith the function
flfbak , which employs the feature xlfbai (k). To this end, we assume
that the utterances co-occurring with a recurrent LFB should be
assigned a cluster label from the set Eopn. Thus, as discussed in
Section 3.3, xlfbai (k) is set to true if utteranceAi is overlapping with
a face track Vj such that xlfbvj (k) is true. We then introduce the
same function as in the video case:

flfbak(Ai, eai ) =

{
1 if xlfbai (k) and eai ∈ Eopn

0 otherwise
(4)

Interestingly, these functions act as a namedness feature (Pham
et al., 2008) in the sense that they favor the naming of the cor-
responding face tracks and utterances. They also softly constrain
the number of clusters. In other words, the clusters whose labels
belong to Eopn will attract the segments identified as recurrent
LFB. Note that if the constraint was strictly enforced, each con-
cerned audio or visual segment would only be assigned to a
member of Eopn.

3.5.5. The OPN Feature Functions
The OPN feature functions bring a special treatment to the seg-
ments co-occurringwithOPNs. The idea is to favor segments (face
tracks or utterances) co-occurring with an OPNOj to be assigned
to a person cluster likely to be labeled with the name xopnj . Thus,
we define:

fopn_alone(Vi,Oj, evi )

=


p(eci = xopnj |C, P) if Vi is alone in the image and

co-occurs with OPN Oj

0 otherwise
(5)

where p(eci = xopnj |C, P) is the probability that the name contained
in the OPN, Oj corresponds to the cluster label evi given the
clustering C and the set of OPNs P. Here, we denote as eci the
naming label of cluster label evi . This probability is computed with
the naming CRF as defined in Section 3.6.

Similarly, we use f opn_multi if Vi co-occurs with other faces:
fopn_multi(Vi,Oj, evi )

=

{
p(eci = xopnj |C, P) if Vi co-occurs with OPN Oj

0 otherwise
(6)

We also define f opn_audio for each co-occurring couple (Ai, Oj):
fopn_audio(Ai,Oj, eai )

=

{
p(eci = xopnj |C, P) if Ai co-occurs with OPN Oj

0 otherwise
(7)

Differentiating these 3 cases enables to learn specific λ weights
so that the model behavior is adapted to each situation.

3.5.6. The Uniqueness Feature Function
The uniqueness feature function ensures two faces that co-occur
in the same shot to have different labels (Berg et al., 2004; Pham
et al., 2013). For such a pair Vi, Vj:

funiq(Vi,Vj, evi , evj ) =

{
−Inf if evi = evj
0 otherwise

(8)

It is crucial to use this function because due to the OPN feature
functions, multiple faces co-occurring with the same OPN will
tend to be assigned to the same person cluster.

3.6. Cluster Identification
The previous diarization CRF provides us a set of AV person
clusters C= {Ci, i= 1, . . .,NC}. Thus, in the naming step, the goal
incorporates estimating the label field EN = {eci , i = 1, . . . ,NC}
such that the label eci corresponds to the name of the cluster Ci.
The label eci takes value in the set of names M augmented by
an anonymous label, which should be assigned to anonymous
persons. For this naming CRF, the posterior probability uses 6
feature functions:

P(EN|C,O) =
1

Z(C,O)
× exp

{ 6∑
i=1

∑
c∈Gi

λifi(ENc ,Cc,Oc)

}
(9)

Figure 6 represents an illustration of this. This naming model
exploits four different co-occurrence statistics between clusters
and OPNs. The first function f alone is defined over each triplet (eci ,
Ci, Oj) where the OPN Oj must co-occur with a face track which
belongs toCi andwhich is alone in the image. Let us denote as δ(Ci,
Oj) the co-occurring time between the face tracks which occurs
alone in the cluster Ci and Oj. Then, we have

falone(eci ,Ci,Oj) =

{ δ(Ci,Oj)
dopnj

if xopnj = eci
0 otherwise

(10)

As for the OPN diarization model components, we define
similarly two other functions fmulti and f audio that measure the
overlapping time betweenOj and the face tracks ofCi, which occur
with other faces, on one hand, and with the audio segments of Ci,
on the other hand. Moreover, we exploit the assumption that a

FIGURE 6 | Factor graph illustrating the naming CRF using the
co-occurrence functions with the OPNs and the uniqueness
constraint. The conventions are the same as in Figure 5.

Frontiers in ICT | www.frontiersin.org June 2016 | Volume 3 | Article 97

http://www.frontiersin.org/ICT
http://www.frontiersin.org
http://www.frontiersin.org/ICT/archive


Gay et al. Person Identification in Videos

person does not usually appear or speak before the first apparition
of his name in an OPN to define f before (eci , Ci, Oj), which returns
the number of audio segments from cluster Ci that occur before
the first apparition of the name xopnj associated with the OPN Oj.

fbefore(eci ,Ci,Oj)

=

{
♯{Ai ∈ Ci, end(Ai) < start(Oj)} if xopnj = eci
0 otherwise

(11)

We also introduce prior knowledge over the anonymous label
by defining a fifth feature function f ano (eci ,Ci), which returns 1
if eci is the anonymous label. When applied, it allows the model
to penalize the fact of not identifying a person and improves the
recall.

Lastly, we define a uniqueness function f uniq (eci ,Ci, eci ,Cj) over
visually overlapping clusters just as in the diarization step. For
each cluster pair (Ci, Cj) with overlapping face tracks:

funiq(eci ,Ci, ecj ,Cj) =

{
−∞ if eci = ecj
0 otherwise

(12)

3.7. Optimization
The joint use of the two CRFs is conducted by applying the
following steps: (i) the diarization labels are firstly initialized
by separately performing audio and video clustering and then
associating the clusters to obtain the potential AV person labels
P (audio and face cluster couples). The association is conducted
using the Hungarian algorithm (Kuhn, 1955) where the cost for a
cluster couple is defined as the sumof the scores from the function
f av over all its utterance/face track pairs. (ii) For each resulting
person label pi, biometricmodels are learned from their associated
data and naming probabilities for each label are estimated by using
the naming CRF. (iii) Given these models, we run the loopy belief
propagation inference to get the most probable diarization labels
Ed by solving Ed = argmaxEdP(Ed|A,V,O).

Eventually, Steps (ii) and (iii) are iterated in an expecta-
tion–maximization style by alternating model updates and infer-
ence. Ideally, one would iterate until convergence, i.e., when the
label for each segment becomes stable. In practice, as there is
no guarantee that the algorithm converges, a fixed number of
iterations is tuned over the development set since we observe only
small modifications after a few iterations.

The computational bottleneck with the loopy belief propaga-
tion algorithm occurs in the presence of big cliques. This is the
case, in our graphs, when the uniqueness constraint is applied
to images where there are more than 20 faces. In such cases,
uniqueness constraints can be dropped from the graph during
inference and enforced in a post-processing step.

4. RESULTS AND DISCUSSION

This section will first present our experimental setup: the corpus
(Section 4.1), implementation details (Section 4.2), and the met-
rics used for the evaluation (Section 4.3). Then, in Section 4.4, we
present our results showing identification and clustering perfor-
mances in function of the different parts of the model.

4.1. Corpus Description
We used the REPERE corpus (Giraudel et al., 2012) for our
experiments. It involves broadcast data videos containing 4 main
types of shows (i) debates in indoor studio (Figures 1A,B), (ii)
modern format information shows which contain reports and
interviews with dynamic picture compositions (Figures 1C,D),
(iii) extracts from parliamentary sessions “Questions to the gov-
ernment” (Figure 1E), and (iv) celebrity news (Figure 1F).

We evaluate our approach on the final test set which contains
37 h during which 10 are annotated. A development set is used
to optimize the number of LFB functions and the number of
iterations between the two CRFs. It consists of 28 h among which
6 are annotated. The SVM h used in the fav feature function and
the CRF parameters are learned on the test set of the first REPERE
evaluation that is composed of 3 h of annotated data.

4.2. Parameter Settings and Algorithm
Details
We set the K value to 3, 4, and 5 for the LFB feature functions.
We set the number of iterations between the two CRFs to 3 as we
noticed that no major changes usually occur after that point. It
is important to note that these CRF parameters are learned on
automatic detections and automatic clusters and not on cleanly
segmented ones. Therefore, it enables us to take into account the
noise present at test time.We use the GRMM toolbox (McCallum,
2002) for the CRF implementation.

The initial speaker diarization system is the LiumSpkDi-
arization toolbox (http://www-lium.univ-lemans.fr/diarization),
which combines iVector representation and ILP clustering (Rou-
vier et al., 2013). It has achieved state-of-the-art results in several
speaker diarization benchmarks (Rouvier and Meignier, 2012).
The initial face diarization uses the system described in Khoury
et al. (2013), which combines SURF based distances and DCT
features whose distribution is modeled with GMMs. This system
has been evaluated on the public Buffy dataset (Cinbis et al., 2011)
and compares favorably to other metric learning methods. The
use of state-of-the-art systems enables us to verify that our CRF
is able to correct errors, which are proven difficult to solve in the
monomodal case.

4.3. Performance Measures
The overall identification performance is measured with the esti-
mated global error rate (EGER), which is the REPERE evaluation
metric. It is defined as follows:

EGER =
♯conf + ♯miss + ♯false

♯total
(13)

where ♯ conf is the number of wrongly identified persons, ♯ miss,
the number of missed persons, ♯ false, the number of false alarms,
and (total, the total number of persons to be detected. It should be
noted that the metric ignores the spatial position of the faces and
simply uses a person list for each annotated image. The behavior
of this metric is illustrated in Figure 7. Wrong predictions are
counted as false alarms only if the number of predictions exceeds
the number of persons in the annotation. Otherwise, they are
counted as confusions. Similarly, missing persons are reported
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FIGURE 7 | Extract of an evaluation file for face identification. The second row is the reference name list and the third row is the predicted list.
Augusta_ADA_KING will be counted as correct. One of the two remaining names will be counted as confusion with Barack_OBAMA, and the third one will be a false
alarm. Since there are 2 persons in the reference and the system made 2 errors, the corresponding EGER of this example is 1.

only if the number of predictions is smaller than the number of
persons.

We also use the clustering error rate (CER) to study the corre-
lation between clustering and identification performances as our
work ismotivated by an interdependence between those two tasks.
Initially, the CER has been introduced for the speaker clustering
task (NIST, 2003) and is defined as

CER =

∑
seg∈Segs dur(seg)(min(NRef(seg),NSys(seg)) − NCorrect(seg))∑

seg∈Segs dur(seg)Nref(seg)
(14)

where the audio file is divided in continuous segments at each
speaker change and

• dur(seg) is the duration of the segment seg.
• NRef(seg) is the number of active speakers during segment seg.
• NSys(seg) is the number of speakers detected by the system.
• NCorrect(seg) is the number of speakers correctly detected by the

system. Amatch needs to be made between the clusters and the
speaker references in order to compute this term.

We applied this measure to the face clustering task.With the audio
CER, a detected speech segment is matched to a reference during
their temporal overlap. The only modification to tackle visual
modality is that face detection must have a temporal and spatial
overlap to be matched with a reference. In addition, note that we
do not consider false alarms andmissed detections that are usually
considered in NIST to compare the effects of the different systems
since the only error that changes with methods given the setup
(fixed face tracks and utterances) is due to the final clustering
of the face and speech segments. Thus, miss detections and false
alarms are identical.

4.4. Identification and Clustering Results
with the CRF Combination
4.4.1. Diarization Results
We first describe the diarization results presented in Table 1.
We can see that the full CRF model has a slightly lower error
rate over the whole corpus than the initial monomodal systems
(6.8 vs. 7.4% for the speakers and 5.0 vs. 5.2% for the faces).
On the other hand, the performances depend strongly on the
type of shows. For instance, an important part of the global
improvement comes from the debate videos (4.0 vs. 6.6% for
the speakers and 1.9 vs. 4.9% for the faces). In debates, most of
the scenes are in the same studio, thereby reducing the visual
variability of the background image, and most of the persons
present are speakers announced by an OPN. Thus, most faces
and utterances are featured as recurrent (i.e., xlfbvi is set to true),

TABLE 1 | Speaker and face diarization performances in terms of CER.

Initial
monomodal (%)

CRF
Dia (%)

CRF Dia without
OPNs (%)

SPEAKER DIARIZATION RESULTS
News 6.9 7.0 6.8
Debates 6.6 4.0 6.5
Parliament 6.9 5.0 9.5
Celebrity 14.6 15.1 14.6
All 7.4 6.8 7.4
FACE DIARIZATION RESULTS
News 4.8 5.4 5.9
Debates 4.6 1.9 4.4
Parliament 11.2 10.4 13.7
Celebrity 3.5 7.9 6.4
All 5.2 5.0 6.1

The first column presents the initial monomodal systems (Khoury et al., 2013; Rouvier
et al., 2013). The second one is the diarization CRF presented in this paper. The third
one is the same as the second one, however, we remove the OPN-related functions flfb
and fopn. Best results are highlighted in bold.

and the f lfb functions have a positive impact on the diarization.
They enable to solve clustering confusion errors by constraining
the number of clusters toward the number of detected OPNs.
Indeed, if we remove the n related functions f lfb and f opn (cf.
third column of Table 1), most of the improvements are lost.
It appears that the use of multimodality does not help to cor-
rect clustering errors. This is somewhat surprising as past works
(Gay et al., 2014c) reports improvements in the audio modality
with this very system on the same type of data. The difference
with this previous work is that our initial monomodal speaker
diarization system has become much more efficient, essentially
thanks to a careful selection of the data used to train the generic
speaker model UBM. This way, there are much fewer errors to
correct.

In the case of celebritymagazines, the diarizationCRF increases
the error rate (15.1 vs. 14.6% for the speakers and 7.9 vs. 3.5% for
the faces). Those videos contain very few OPNs and essentially
short outdoor scenes. Thus, the f lfb functions cannot help the
CRF to take appropriate decisions. Moreover, previous experi-
ments reported in Gay et al. (2014c) showed that the use of the
biometric personmodels inside the CRF framework appears to be
less efficient than when it is used in the hierarchical monomodal
systems.

The importance of the OPN-related functions is also visible
if we consider the λ parameters learned by the CRF in Table 2.
During training, the weight λav are indeed set to a relatively low
value as compared to the other terms (although those values
are ponderated by the amplitude of the feature functions). We
have found that for a majority of segments, the f lfb function is
dominant. This is further illustrated in Table 4.

Frontiers in ICT | www.frontiersin.org June 2016 | Volume 3 | Article 99

http://www.frontiersin.org/ICT
http://www.frontiersin.org
http://www.frontiersin.org/ICT/archive


Gay et al. Person Identification in Videos

TABLE 2 | The λ parameter values for some of the feature functions used
by the diarization CRF.

Function fa fv fav flfbvk flfbak
λ λa λv λav λlfbvk λlfbak
λ value 0.4 1.8 0.2 1.9 1.7

Forλlfbvk andλlfbak , the value of k is 5, which is the highest parameter value. It corresponds
to the most common case as 90% of the segments are inside background clusters which
contain more than 5 elements.

TABLE 3 | Identification performances measured in EGER.

Audio Visual

N N+D Oracle N N+D Oracle
(%) (%) (%) (%) (%) (%)

News 31.6 30.8 25.7 58.2 56.4 37.7
Debates 18.0 14.0 11.3 42.0 38.0 35.6
Parliament 11.3 8.7 5.2 62.2 59.6 47.4
Celebrity 85.6 85.8 82.1 83.9 86.6 75.3
All 33.4 31.4 27.2 54.5 52.2 40.2

The system N is the naming CRF on top of the monomodal diarizations and the system
N+D is the naming and diarization CRF combination.

4.4.2. Identification Results
We now turn to the identification results reported in Table 3. We
compare 3 systems: we denote by N the naming CRF applied on
top of the initial monomodal diarizations described in Khoury
et al. (2013) and Rouvier et al. (2013), N +D is the joint use
of the naming and the diarization CRF, and the last one is an
oracle. Note that the oracle still produces errors, since, as we deal
with automatic face detection and tracking, there are errors that a
perfect clustering and naming cannot correct: false alarms,missed
faces, and face tracks for which the identity is not introduced by
an OPN (see more about this in Figure 8). Adding the diarization
CRF permits to globally reduce the error rates in both modalities
(31.4 vs. 33.4% for the speakers and 52.2 vs. 54.5% for the faces),
especially for debate and parliament videos. This is not surpris-
ing as we previously showed that the diarization CRF have less
confusion errors for studio scenes than the initial monomodal
systems.

Regarding news videos, although we saw that clustering confu-
sion errors were not reduced globally, the use of the diarization
CRF also improves the identification. This is probably due to
the correction of confusion errors in studio scenes, which have
a greater impact on the identification than errors concerning
anonymous persons in reports.

The structure of celebrity magazines differs from the other
shows as it contains very few OPNs and recurrent LFB. In those
cases, the diarization CRF degrades both diarization and iden-
tification performances. We design an oracle on the diarization
and the identification to measure the potential improvements.
It uses automatic face/speech segment detections and automatic
OPN extraction. Then, the association between these segments
and the OPNs is done with the manual reference. Thus, the
errors made by the oracle correspond to missing OPNs or miss-
ing segment detections. In the case of celebrity shows, with
an error rate of 75.3%, the OPN-based approach is clearly
not suitable.

TABLE 4 | Contribution of the different diarization model components on
the naming task (results in EGER).

Audio (%) Visual (%)

N 33.4 54.5
N+D (fa + fv + fav) 34.1 56.2
N+D (fa + fv + fav + fopn) 33.9 56.4
N+D (fa + fv + fav + fopn + funiq) 33.9 55.6
N+D (fa + fv + fav + fopn + funiq + f lfb) 31.4 52.7

As in Table 3, the system N is the naming CRF with the monomodal diarizations. The
other lines correspond to the combination of the naming and the diarization CRF, using
as feature functions in the diarization CRF those given in parenthesis.

4.4.3. Error Analysis
The proportion of the different error types can be visualized
globally on the pie charts in Figure 8. Regarding the speaker
identification task, the lack of OPNs explains most of the errors
as 24.7% of the annotated persons are not announced, most of
them being journalists. As for the faces, the detection step is more
crucial as 36.4% of the persons’ faces are not detected. This corre-
sponds usually to profile faces or persons seen from the back.Most
of the false alarms are anonymous persons incorrectly identified.

We also illustrate the correlation between diarization and iden-
tification performances in Figure 9. We plot the performance
differences for each video between the full system (N +D) and
the CRF naming alone (N). We observe that they are unique to
their type of show. The debate videos appear in the top-right part
of the plane, which means that the diarization CRF improves the
diarization and the identification. Concerning news and parlia-
ment videos, the correlation between CER and DER is not as
strong as in the debate case. The presence of anonymous persons
and off voices implies that a change in the diarization does not
necessarily correspond to a change in identification performances.

Finally, Table 4 shows the performance of the model when
adding the different components of the diarization CRF one by
one. If we focus on the first and second lines, we see that the
CRF with only 3 feature functions degrades the performances
compared to the monomodal diarizations. We find that, used
alone, themonomodal representations present in the CRF (see the
fa and fv functions) donot compare favorablywith themonomodal
diarization frameworks. This could be improved in a future work
by using better person representations. However, each other com-
ponent enables to reduce the error rate and the fullmodel provides
the best performances. It should also be noticed that, although it
might generates big cliques in some cases, the uniqueness function
is essential to benefit from the fopn feature functions. If not applied,
an OPN will be propagated to all the faces overlapping with him.

4.4.4. Comparison with State-of-the-Art and
Discussion
On the same dataset, the system described in Bechet et al. (2014)
obtains an EGER of 30.9% for the speakers and 39.4% for the faces.
Thus, it proves to have a better performance especially regarding
the faces. This is possible with the help of pre-trained models for
each show, which enable to indicate how many faces should be
present on screen and what their roles are. For instance, when
it detects the configuration shown in Figure 1C, it deduces that
the announced guest is present on the right even if no faces have
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FIGURE 8 | Different errors for the speaker (left) and face (right) identification tasks. Percentages are expressed relatively to the number of annotations.

FIGURE 9 | The Y-axis is the EGER difference between the CRF combination and the naming CRF alone measured for the faces. The X-axis is the DER
difference between the diarization CRF and the initial monomodal face diarization (Khoury et al., 2013).

been detected. In fact, this approach does not even use a face
diarization module. However, it requires a large amount of learn-
ing and a priori information. By comparison, our method is much
simpler to implement, especially since it has better generalization
capabilities, we learn one single model over a large and diverse
corpus, and what is more, it requires less annotations if we need
to process a new type of show.

The constrained hierarchical clustering detailed in Poignant
et al. (2015) obtains an EGER of 35.9% for the speakers and
44.3% for the faces. Compared with our system, it has better
performances on the faces, but worst for the speakers. As we
do, they only rely on OPNs without other specific supervised
information on the show. According to their paper, it seems that
their constrained multimodal clustering that avoids clustering
together faces, which co-occur with different OPN names, is one
of the contributions which improves results and that we do not
use, and could explain the difference. Nevertheless, the influence
of each pre-processing (speaker and face detections, monomodal
clusterings, and OPN detection) makes it hard to analyze the
performance difference.

5. CONCLUSION

In this paper, we presented our contribution for AV person
diarization and identification from OPNs. Our system uses an

iterative combination of 2 CRFs: one performing the AV diariza-
tion at a person level and the second one associating the names
and the clusters. Several context modeling cues are used to solve
the person/name association problem and the diarization issues.
While it is clear that more supervised learning and a priori
information on the context can improve the performances, our
approach provides an interesting trade-off between performance
on one hand and generalization/low annotation cost on the other
hand. The principal contextual cue consists in the face image
background. It allows us to distinguish the faces and the speak-
ers which are announced by OPNs and guide the clustering
accordingly.

In this work, we did not address the issue of non-frontal
face detection. As a short-term perspective, it would be inter-
esting to increase the recall of the face detector, for instance,
by adding a profile view detector. This would render the face
clustering task more challenging and the potential benefit from
context modeling would be greater. Second, our context mod-
eling assumes that speakers are announced by an OPN the first
time they talk. For the REPERE dataset, this is the case.
However, this assumption could be sensible to broadcaster’s
editing policies. Actually, the optimal choice of the context
for unsupervised person identification is a difficult problem
if we want to avoid the need for specific annotations for
each show. One solution to consider is to learn the setting
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of each show or a part of the setting from a corpus in an unsuper-
vised way.
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